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INTRODUCTION:

The proliferation of internet, computing, and meltiéchnologies has grown in momentum over thegexstde.
Communication channels in the internet domain grew static web pages to dynamic ones, bloggingimec

a web form unto itself, and instant messaging ghexn stand along clients to be an integrated akafihs
updates into social media platforms, which hastesfato replace email as a standard form of daily
communication over the internet. In the past fieang, the dramatic rise of mobile computing devinekiding
smart phones and tablets with constant connectindymade video delivery as second nature as ciemieas
answering a telephone call. Wearable computingcgayioften realized as peripheral add-ons to spiemes
are also gaining traction, such as the Pebble Watdtich was a logical evolution following the wide
acceptance of small media consumption devices aadhe iPod Nano and other micro-sized music ptayer
With the explosion of software and product develeptnstrategies across media devices and channels
competitors could easily copy and reuse code t méw products, but the differentiating factorveetn a
good and poor product has been defined by a grgadar user experience and the ecosystem of haedavad
software.

With the rise of new tools and techniques for éngatind distributing media such as text, audio,gepaand
video, storytelling techniques and ability haveoatiastically changed, and will continue to evol@ame
design and production for example, now uses manthefsame technologies required for movie creation.
Novels, which were once consumed in printed forras, now be read fast on mobile devices, with tlikéyato

mix in other media types such as video and audmréate a more immersive storytelling experiende fext
step will be seamlessly including location as agonent in the process using transmedia storytefinmriples.

This has already begun with location-based gameb samvices that leverage game mechanics such as
FourSquare, Findery, Zombie Run, Gbanga, Googleetsy and other projects. The continuing goal is to
leverage current technologies in a way to creat®ege immersive experience for the person or usesuming

that content and being immersed in a storyline.

Augmented Reality devices in the form of Head MednDisplays (HMD) such as Google Glasses represent
another level of synergy between people, contetitechnology, where wearable devices will alwaysthand
ready to deliver content to the user as a stanteadevice, independent from but constantly condetiether
devices. A fundamental yet unique aspect in thergynof a wearable computer with its ‘wearer’ cetssin its
nature of device enabling context awareness anceisiue feeling capabilities. The user becomes wserrer,

the gap between individual and device shrinks dhdiser-centered related mechanisms acquire a diama
importance. Given the large array of HMD devicest thre being developed, there needs to be a cleatav
assess the usability of different devices for djpeapplications.

Since the pioneering research work dating backh® late 60’s [1], wearable computing developed as a
technology driven phenomena. After a decade simei introduction as a real tool in the militarytttefield,
only in these last years near-to-eye displays fothmdr way to civil applications, thanks to a deter
technological maturity that allows market-readineskardware and applications. What is still migsithough,
is the existence of a solid conceptual base-stredior testing, measuring, comparing, evaluatinginable
displays experiencing under a well defined commntandardization system, while having a specific aailon

in mind as a target.

Wearable computers functionalities may be thouglasobuilt up of several blocks. Thad Starner, biacthe
1999, in his pioneering thesis work on wearable mating at MIT[2], lists those context-awarenessotis”
into perception (as a collection of context dateulgh sensing equipment), interface, context madelit is
such modeling, described by Starner as includirizséovations of the user, the environment and theratde
computer itself” which nowadays still needs to heeistigated and developed. Answering questions asch
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“What object might be viewable form this room?”, Hat is the user doing?”[2] is still, after almo& ylears
since, an open issue.

In modern terms, what is missing is a frameworkAafmented Reality User Experience standard prosocol
defining an overall conceptual and operative infrature for testing and defining observables, yrigst bed
cycles and user cases (and their relative systajests, context)

Focusing attention away from the general augmergality framework to the more specific domain of BY)

it is evident the lack of research work and itsoimiogeneity.

This lack has been evidenced by three meaningfuksvpublished in the years 2005-2008 by Gabbard [3]
Swan [4] Dunser [5] and coworkers, who performeatistical analysis about the number of publications
appeared in the years 1992-2007 focusing on usgeias studies in augmented reality.

Swan analyzed all peer-reviewed papers from ISMISR/C, IEEE VR conference, plus the MIT Press Jdurna
‘Presence’. Of a total of 1104 initially selectedices, only 266, equivalent to 8%, where foundb® AR
related: of those, only 21, corresponding to 2%luted a formal UX analysis in AR, a very smalictran of
total research in this area.

Swan’s work is substantially confirmed by Dunseritater research. With his team he consideredapgof
most common publisher databases and selected tiM Bi@ital Library and IEEE Xplore. out of a totaf o
about 30 publishers, as the most relevant for tiea.a They counted and cyclically filtered the dwoents
published along the years 1992-2007, ending up witbtal of 3309 AR related papers over a totab@f1
general ones. In order to further select the docisneelated AR papers including user-centered evialos,
they elaborated a selection strategy based onesigrdof ad-hoc queries and keywords.

The final result was a total of 161 filtered documsein AR domain containing some user evaluati@¥o of
the initial 6071.

Olsson properly affirms [6] about user expectatiand user experience in augmented reality that trobthe
user research that exist has focused on evaluatiriyg technical demonstrators in specific contesggecially
looking into perception and cognition issues, ussk performance, or other usability-related aspeddser
experience and acceptance of such AR demonstiaémes been often dismissed, especially when corisgler
emotional aspects of the experience”

So, apart from the scarce attention devoted bystientific community to the user centered rese&mclAR
domain, what matters is that the already existerkws still fragmented, unorganized and speciljcatiented
according to technologies, methods and contexts.

We think a big effort is needed in the directiorredirranging what has been done till now, and tearse it in
order to create upon the existent state of thmare solid bases for the future. In doing thishibuld be kept in
mind the importance of the emotional aspect inuber experiences, often dismissed in the technaloggn
development trend of wearable displays.

Emotion and quality of user perception and engagémiay in the end a fundamental role in the effectess

of an AR product and consequently, in its choice.

EVALUATION METHODS

As an attempt to cope with the issues presentedarding point is to show examples of relevant rodsh
adopted in literature regarding user centered atudihe existing evaluation procedures may thegldimrated
upon and enriched in the direction of building bust user-centered framework.

In the following, two different approaches are megd from literature: the first one focuses on ettbje
aspects of user experience, while the second dedisthe analysis of a set of objective variablasthird
example goes more specifically into the details/¥fevaluation methods for AR.

The selected methods do not pretend to be theohestavailable in literature, neither to represatiaustively
a state of the art panorama, rather they were teeless a meaningful and reasonable starting poiret
illustrated for the systematic quality in the apgmio and for the central role given to the tools leggd, such as
the questionnaires or the statistical analysis.

Disregarding the lack of research work for wearabgplays in the user-centered domain, the ardzy igs
nature so fragmented, and the number of relevaecés and parameters to be included so high, dragiog
out a proper critical reviewing action of the stat¢he art represents certainly a challenge.
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Subjective indexes

It is worth here to review three common tools oftesed for subjective experience classificationechlihe
subjective indexes[7]. Visual Symptoms Questior#@irSQ)[8], Simulator Sickness Questionnaire (SSR)[
and task load index (NASA-TLX)[10] are tools usygiroposed to individuals when needing to evaluatelia
interfaces under the point of view of the subjeztigaction to a certain experience.

The VSQ is a questionnaire for the purpose of agsgsisual symptoms while the SSQ is a questiagenai
designed to determine simulator sickness basedhree tomponents (nausea, oculomotor and disori@mtat
and they are based on a four-point scale respbi#s®A-TLX is instead a method for evaluating worldoaith
regard to tasks, where six weighted subscales &héemands, physical demands, temporal demands, own
performance, effort and frustration) are combireddtermine the total workload score.

The three questionnaires matrixes can be foungei\ppendix.

Procedure I

Polonen [11], in 2010, proposes a procedure forpasing non-see through head mounted display systems
under a subjective experience point of view. Th¢hae can be easily generalized to the see-throagsion by
adding experiments regarding additional subjeciing objective testing variables concerning congext HCI:
object, context and the system (cite and define).

4 different HMD are compared from the user perspecEMG iTheater BP4L, MicroOptical MyVu MA-0341,
Vuzix iWear AV920 model 242 and Zeiss Cinemizer 8483 for 106 individuals, by letting the users etaa
movie projected directly into the Near To Eye Dasp(NED) device and gathering information beford after

the experience through the VSQ, SSQ and NASA-TLEstjonnaires. The task of ‘TV-watching’ was incldde

as a control status.

A rigorous statistical analysis is subsequentlygrered by employing specific non-parametric statadttexts.

All the evaluation processes were adopted accordintbe general scheme illustrated below and laatednd
1.5 hours.

Introduction to the experiment

Questionnaires (1) SSQ, VSQ, other questions

Vision of the film into the HMD device (TASK)

Questionnaires (2) SSQ, VSQ, Other questions

Device parameters specifications gathered

Statistical analysis: Wilcoxon signed ranks teadkal-Wallis test, Mann-Whitney U GLM Univariate
Kendall’s tau-b

Ok wh =

Questionnaires (1) has thenction of visual screening background questionnaire before near-to-eye device
(NED) exposure: SSQ, VSQ questionnaire and other information estpiconcerning headache, history,
gender, age, motion sickness susceptibility, méidicawearer of glasses, in technology, educatiwork,
computer use, previous experience with games d@hdNED and virtual environments.

As a visual screening concerning individual chaastics, were also asked questions concerningavistuity
(near and far), interpupillary distance, stereatgcaolor vision, phoria, near point of accommaodat
Questionnaires (2): SSQ, VSQ, NASA —-TLX and otimformation requests concerning: effort, frustratio
physical demand total workload, pleasantness, le¢diisvisual quality, opinion change, NED-relatedure
interest.

Device parameters specifications were collectegkctir from manufacturer:

weight

luminance cd/m2
contrast ratio

focal distance left (m)
focal distance right (m)
convergence distance (m)
FOV horizontal (°)

FOV vertical (°)

PN E WD R
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9. FOV diagonal (°)
10. QVS horizontal
11. QVS vertical

12. Interocular distance (mm)
13. Luminance difference
14. Vertical misalignment (°)

Statistical analysis.

For the statistical analysis a series of non parametric tests was adopted, according to the non Gaussian
distribution of the considered sample population; each of them was chosen depending on the nature of
the specific evaluation.

Wilcoxon signed ranks, test for comparing two sample series of related values, like ‘before’ and ‘after’
NED exposure

Kruskal-Wallis test, for comparing more than two not related samples (i.e. like an opinion change)
Mann-Whitney U, used for paired comparisons, for assessing whether one of two samples series of
independent observations tends to have one significantly larger value than the other. It is one of the
best-known non-parametric significance tests )

GLM Univariate

Kendall’s tau-b, a statistic to measure the association between two measured quantities

The analysis was performed according to 5 classes of comparison: Task Pleasantness, Opinion Change,
Visual Quality, and Headset Fit; Workload and Seds1 Comparison of the TV and NEDs; Relationships
Between Evaluated Variables; Individual Charactesscorrelation.

Objectiveindexes

By definition, objective indexes are objectively quantifiable or measurable quantities, specific for each
parameter of a test case and may include the subject (for example its heart rate), the virtual object (for
example the image contrast), the context (attributes such as the luminosity) or the whole system.

Procedurell

Kawai and coworkers [7] propose an experiment to evaluate the UX in an outdoor experiment analyzing
two monocular see-around HMDs to watch video content while walking. Additionally, both the case of a
hand-held media player and without-stimulation were included in the study as control cases. A group of
8 individuals were involved in the study.

The task consists of the act of walking through a large shopping mall, using escalator when moving
between floors, while watching video contents.

Aside from a subjective index estimation, here again based on a statistical analysis of SSQ,VSQ and NASA-
TLX questionnaires, in this case, an objective index estimation was also performed.

As objective indexes, the heart rate was measured and given the valence of response to psychological and
physical loads, while the walking speed was interpreted as an indicator of the task load; both values were
acquired in 5 second intervals by means of a wrist-type module. In addition, the environment in front of
the subject's face was video-recorded by a small camera mounted to the center of the goggles, saved on
pocked-sized video recorder and then quantified by the counts of the subject’s sight switches between
looking forward and downward.

introduction to the experiment

visual acuity and stereovision (Randot Stereotest) assessment

Questionnaires (1) SSQ, VSQ

walking through mall with HMD (TASK) and experimental acquisitions
Questionnaires (2) SSQ, VSQ, NASA-TLX

Device parameters specifications gathered

Statistics. ANOVA analysis for: heart rate, walking speed, fwd/down sight counts
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Four design parameters of were collected from the manufacturer: resolution; virtual distance; screen
size; weight.

Statistical analysis.

The statistical analysis was based on the ANOVA analysis of variance.

Testing variables classification

Figure 1 depicts a flow chart of basic user experience parameters for HMD devices. A more specific list of
variables are displayed in Table 1. This scheme represents a first attempt in outlining a general HMD
standard testing protocol, according to the variable ‘space’ definition. Listed are possible variables that
may play a role into the testing process with a given classification and function. In the future, a complete
matrix of elements and instruments could be created and made ready to be implemented in a standard
procedure that could be applied to a specific user case for testing.

AR HMD User
Evaluation

VARIABLES:
User, object, context, system

Subjective Objective “Related to
\ J . J | specific
. device.
Contextual Quantifiable
User System Environment
*Questionnaire

*Interview

User

Enjoyment

Immersivity

Figure 1 Schematic summary of subjective and objective user evaluation quantities.
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Table 1 Listing of user test case and variablesfrom user and device standpoints.

USER (users standard test cases [12])
TEST CASES
VARIABLES
Subjective User wellness: Diagnosed migraine, Wear glasses, Ag
(individual) Gender
Technology oriented/ interested (early adopter)
Game player
Minimum Frame-rate sensitivity
Subjective User wellness:
(task related) nausea, eye strain, headache, max wearable time
User Ergonomic comfort
Test Result
Objective User:
Heart rate, walking speed, searching, readingailist
judgment, spatial memory, watching video
Environment:
Luminance vs outdoor light, outside lighting, temgiare,
noise, distraction elements
Virtual:
Object Symbology : size, position, visibility, priority,
Objective transparency, density
Real size, position, visibility, priority, dengit
(close to context, depending on app)
Context | Objective User environment, luminosity, ambient noise leaid
motion
Objective OPTICS:
(specs/ FOV, occlusion, depth perception
measured Resolution
parameters) Vignetting
System: Focal distance
Optics Luminance
Hard Type: Monocular, binocular, bi-ocular, see-throungt/
ardware see-trough
Ul
Ul: frame-rate, mechanic stability
Subjective Aesthetics
Comfort
watching video, walking, walking through floor by
Task elevator, responding to information communicated vi
HMD display
Subjective Visual Symptoms Questionnaire (VSQ)

Questionnaire

Simulator Sickness Questionnaire (SSQ)
Nasa Task Load
Interviews

Statistical test

Objective

Test such as: Wilcoxon signed ranks test, Kruskal-
Wallis test, Mann-Whitney U test, GLM Univariate test,
Kendall’s tau-b test, variance analysis

Control status
device

TV

hand-held devices
hard copy document
no stimulation case
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Testing methods classification

Aside from the definition, the system of UX variables must also be structured into a framework of UX
testing and classification methods. Bowman, Gabbard and Hix in [13] propose an interesting and quite
complete classification of usability evaluation methods. They developed a conceptual UX framework
focused on usability issues in Virtual Environments (VE) that could be easily adapted to the wider field of
general UX for AR systems and, specifically, to the wearable displays framework. Again we cite a
meaningful example, with the aim to use it as a base for the further development of a more complete
standard system for User Experience evaluation in HMD.

Evaluation methods are classified according to three main characteristics, and distinguished by the
degree of involvement of representative users (user or usability-expert participation), the context of
evaluation (generic or application-specific), and the types of results produced (qualitative/quantitative).
Each of the three classes may be seen as the column header of a Usability Evaluation Methods Matrix,
where in each box are distributed the existing evaluation tools, such as Cognitive Walkthrough,
Formative Evaluation, Heuristic or Guidelines-Based Expert Evaluation, Post-hoc Questionnaire,
Interview / Demo, Summative or Compar ative Evaluation[13]

In the paper it is claimed that, aside from structuring the space of evaluation methods, such a
classification enables the estimation of evaluation cost, impact and type of results and provides as well a
vocabulary for discussion of methods in the research community.

Another important classification is made according to the type of approach adopted: a distinction is made
between the test-bed and the sequential evaluation. The first approach is a general one, and focuses on
low-level tasks, while the second is application-specific. A detailed description of the two approaches
goes beyond the aim of our work, but the flowcharts of the two are showed below as a summary. A
suggested solution is to adopt both approaches in an iterative way.

Initial Evaluation

]
~f  User Task
Analysls

Tk
Deesriptions
Sequences &
Depandencios
12)
= Heunatic
m. Evaluation

Testbed s E
Deriigra

Evaluation

7 Outside Factors Performance

task, UBErs, :
Environment, system Metrics

Iy

. 1% -
N Formative [
E"” Evaluation
E}
Eeratvely Felfne:
o User interface:
Heuristics Desigin M
i summative

Guidelines =-»f Evaluation

i

User-centered Application
User-centered Application

Figure 1a Test-bed evaluation [13] Figure 1b Sequential evaluation[13]

Conclusions

The rise of HMD technology has the potential tonsfarm various user patterns in personal computing.
However the technology must be matched to good egperience evaluation and testing standards as new

devices and novel applications come on to the makHkistorical research into virtual experiences, BIMand

AR devices have not sufficiently addressed the agperience component of device design. A combanatif

subjective and objective evaluation criteria coblel used in the future in the form of an AR UX tegti
framework to properly evaluate new HMD devices.

One of the aims of the current review of standadd user experience research for HMD devices was to

ascertain how the use case of location and moligitelling could be implemented for the Lost InaRey
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mobile product [14]. Lost In Reality is a mobilepdipation currently in development, which connestsry
elements (text, audio, video, pictures) to GPStlona, so a user can tell or follow a story throwghbity. A
HMD device may be more ideal than a mobile phomefdimal user experience, presence and immersivity
to date there is no framework for ascertaining Whipcoming devices would be ideal for Lost In Rgali

The comparison has to be performed systematidadly eomparing the user experience by actuallyasoeing’
and evaluating a set of parameters to be chosan appropriate way, performing the evaluation aitiigorous
approach: in a controlled scenario, with a setasftrolled environment conditions and a well ddiirtesting
variables framework.

We think that in the area of wearable displaysralfumental challenge is the elaboration of commadefjnes
that may help customers, researchers and manufadinichoose and classify HMDs from the user petisjge
and to build up a common language - with a propeatsulary and units system - for information exg®gamhe
necessity is also driven by the huge quantity e¥ neodels and prototypes appearing on the scena ainast
daily base and by the lack of systematized resesstifity carried out in the field of the user expace till now.

To succeed in the task of filling this lack is,aar opinion, a certainly challenging but extremededed effort.
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APPENDIX - Subjective indexes questionnaires

SMULATOR SICKNESS QUESTIONNAIRE (S5O [29])
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General discomfort MNone Shight Moderate Severe
Fatigue Mane Shight Moderate Severa
Headachs Mone Slight Moderate Savere
Eye strain MNone Slight Moderate Severe
Difficulty focusing Maone Shight Moderate Severe
Increased salivation Mone Shight Maderate Severe
Sweating Maone Shight Maderate Severe
MNausea Mone Shight Maderate Savarg
Difficulty concentrating Mane Shight Maderate Severe
‘Fullness of lhaﬂi:gid‘ n I Enﬂ ﬁlfl_gh'l Madfrate Sevara
Blurrad vision Mane Slight Maderate Sevare
Dizzy (eves open) Mone Slight Moderate Severe
Dizzy (eves closed) Mone Slight Moderate Severg
Werligo Mene Slight Maderate Severe
Stomach awareness Mone Slight Moderate Severe
Burping Marne Sthight Maderale Sevare
Wiswal Strain Questionnaire (VS50 [23])
Tired ayes Mane Slight Moderate Sevara
Sore or aching eyes Mo Slight Moderate Sevara
Irritated eyes Mone Slight Moderate Severe
Wataring or runny eyes Mane Slight Moderate Severe
Diry ayes Mo Slight Modarate Sevare
Hat or burning eyves Mome Slight Moderate Severe
Blurred vision Mane Slight Moderate Severe
Double vision Marne Slight Modearate ~$eurere
General visual discomfort Mane Slight Moderate Sevare
NASA-TLX questionnaire
RATING SCALE DEFINITIONS MENTAL DEMAND
Title Endpoints Descriptions Low ngh
MENTAL DEMAND LowiHigh How much mental and perceptual activity
as required (e.g., thinking. deciding,
i deicowigilis, g D PHYSICAL DEMAND
searching, etc.)? Was the task easy or
demanding. simpl lex, exacti ;
osl;gléi\lllilfg;lmp e or complex, exacting Low ngh
PHYSICAL LowiHigh How much physical activity was required
DEMAND (e.g.. pushing, pulling, tuming, controlling, TEMPORAL DEMAND
uﬂivatir_lg‘etc.l‘?l Was the l\il.:ﬁk easyor | |yl bbb b b |
e o i Low High
TEMPORAL Low/High How much time pressure did you feel due
DEMAND to the rate or pace at which the tasks or PERFORMANCE
task elements occurred? Was the pace
;9 i " anid 3 4 jc?
slow and leisurely or rapid and frantic? Good Pool
EFFORT Low/High How hard did you have to work (mentally
and physically) to accomplish your level of
performance? EFEORT
PERFORMANCE Good/Poor  How successful do you think vou were in !
accomplishing the goals of the task set by Low High
the experimenter (or yourself)? How
satisfied were you with your performance
in accomplishing these goals? FRUSTR AT'ON
FRUSTRATION Low/High How insecure, discouraged, irritated, |
LEVEL stressed and annoyed versus secure, Low High
gratified, content. relaxed and complacent
did you feel during the task?





