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Abstract. We address the problem of efficient rewriting and narrowing strategies for general term rewriting systems. Several strategies have been proposed over the last two decades, the most efficient of all being the natural rewriting and narrowing strategies of Escobar. All the strategies so far, including natural rewriting and narrowing, assume that the given term rewriting system is left-linear and constructor-based. Although these restrictions are reasonable for some functional programming languages, they limit the expressive power of equational languages, and they preclude certain applications of narrowing to equational theorem proving and to languages combining equational and logic programming. In this paper, we propose a conservative generalization of natural rewriting and narrowing that does not require the rules to be left-linear and constructor-based. We also establish the soundness and completeness of these generalizations.

1 Introduction

In this paper we address the problem of efficient rewriting and narrowing strategies for general term rewriting systems. The problem was first addressed for rewriting in a seminal paper by Huet and Levy \cite{HuetLevy80}, where the \textit{strongly needed reduction} strategy was proposed. Several refinements of this strategy have been proposed over the last two decades, the most significant ones being Sekar and Ramakrishnan's \textit{parallel needed reduction} \cite{SekarRamakrishnan88} and Antoy, Echahed and Hanus' \textit{(weakly) outermost-needed rewriting} \cite{AntoyEtAl89,AntoyEtAl94}. Narrowing is an extension of rewriting where pattern matching is substituted by unification (as in logic programming). It has several applications in programming languages and in automated deduction (see \cite{Meseguer91} for a survey). Antoy, Echahed and Hanus extended their (weakly) outermost-needed rewriting strategy to \textit{(weakly) needed narrowing} strategy \cite{AntoyEtAl89,AntoyEtAl94}. Recently, both (weakly) outermost-needed rewriting and (weakly) outermost-needed narrowing have been improved by Escobar by means of the \textit{natural rewriting} and \textit{natural narrowing} strategies \cite{Escobar99).

A typical assumption of the above rewriting and narrowing strategies is that the rewrite rules are left-linear and constructor-based. These restrictions are reasonable for some functional programming languages, but they limit the expressive power of equational languages such as \texttt{OBJ} \cite{OBJ}, \texttt{CafeOBJ} \cite{CafeOBJ}, \texttt{ASF+SDF} \cite{ASF+SDF}, and...
and Maude [5], where non-linear left-hand sides are perfectly acceptable. This extra generality is also necessary for applications of narrowing to equational theorem proving, and to languages combining equational and logic programming, since in both cases assuming left-linearity is too restrictive. Furthermore, for rewrite systems whose semantics is not equational but is instead rewriting logic based, such as rewrite rules in ELAN[4], or Maude system modules, the constructor-based assumption is unreasonable and almost never holds. In summary, generalizing natural rewriting and narrowing to general rewriting systems will extend the scope of applicability of the strategies to more expressive equational languages and to rewriting logic based languages, and will open up a much wider range of applications.

Example 1. Consider the following TRS for proving equality of arithmetic expressions built using modulus (i.e., remainder) and subtraction operations on natural numbers.

(1) \( M \% s(N) \rightarrow (M - s(N)) \% s(N) \)
(2) \( M - 0 \rightarrow M \)
(3) \( (0 - s(N)) \% s(N) \rightarrow N - M \)
(4) \( s(M) - s(N) \rightarrow M - N \)
(5) \( X \approx X \rightarrow \text{True} \)

Note that this TRS is not left-linear because of rule 5 and is not constructor-based because of rule 3. Therefore, it is outside the scope of all the strategies mentioned above. Now, consider the term \( t_1 = 10! \% 0 \), where \(!\) denotes the auxiliary factorial function. If we only had rules (1), (2), and (4), the natural rewriting strategy [6] would be applicable and no reductions on \( t_1 \) would be performed since \( t_1 \) is a head-normal form. In contrast, the other strategies mentioned above, for example, outermost-needed rewriting, would force the evaluation of the subterm \( 10! \) (see [6, Example 21]). We would like to generalize natural rewriting to a version that enjoys this optimality and that can also handle non-left-linear and non-constructor-based rules such as (3) and (5).

Now, consider the term \( t_2 = 10! \% (1 - 1) \approx 10! \% 0 \). We would like the generalized natural rewriting strategy to perform only the optimal computation:

\[
10! \% (s(0) - s(0)) \approx 10! \% 0 \\
\rightarrow 10! \% (0 - 0) \approx 10! \% 0 \rightarrow 10! \% 0 \approx 10! \% 0 \rightarrow \text{True}
\]

that avoids unnecessary reduction of the subterm \( 10! \% 0 \). We expect the generalized narrowing strategy to have a similar optimality feature while narrowing the terms \( t_3 = X \% 0 \) and \( t_4 = X \% (1 - 1) \approx X \% 0 \), where instantiations of the variable \( X \) to 0 and \( s(Y) \) are unnecessary and hence can be avoided.

Natural rewriting and narrowing [6] use a more refined demandedness notion in comparison with other strategies such as needed rewriting and narrowing [1,3]. This leads to a very efficient lazy evaluation strategy. In this paper, we propose a conservative generalization of this demandedness notion that drops the assumptions that the rewrite rules are left-linear and constructor-based, and therefore can be used for general TRS's. We show soundness and completeness of the generalized strategy w.r.t. (head-)normal forms.
2 Generalizing Natural Rewriting and Narrowing

A TRS is a pair \( R = (\mathcal{F}, R) \) where \( R \) is a set of rewrite rules. \( L(R) \) denotes the set of \( \text{lhs's} \) of \( R \). Given \( R = (\mathcal{F}, R) \), we take \( \mathcal{F} \) as the disjoint union \( \mathcal{F} = \mathcal{C} \cup \mathcal{D} \) of symbols \( c \in \mathcal{C} \), called \textit{constructors} and symbols \( f \in \mathcal{D} \), called \textit{defined functions}, where \( \mathcal{D} = \{ \text{root}(l) \mid l \rightarrow r \in R \} \) and \( \mathcal{C} = \mathcal{F} - \mathcal{D} \). By \( \mathcal{P}(t) \) we denote the set of positions of a term \( t \). Given a set \( S \subseteq \mathcal{F} \cup \mathcal{X} \), \( \mathcal{P}_{S}(t) \) denotes positions in \( t \) where symbols in \( S \) occur. We denote the root position by \( \Lambda \). The subterm at position \( p \) of \( t \) is denoted as \( t|_{p} \), and \( t[s]_{p} \) is the term \( t \) with the subterm at position \( p \) replaced by \( s \). The rewriting and narrowing relations are defined as usual; see [14] for details. The relations \( \triangleright_{\text{a}} \) and \( \triangleright_{\text{n}} \) denote a rewriting and narrowing step respectively, at a position strictly under \( \Lambda \).

The natural rewriting and natural narrowing strategies [6] perform outermost evaluations which are demanded for applying a left-hand side of a rule at the root position. In fact, the strategy performs only those outermost evaluations which are the most frequently demanded by different rules. We first start with the formal definitions of the positions in a term \( t \) that are demanded for evaluation by the left-hand side \( l \) of a rule which is to be applied at the root position of \( t \). The following definition introduces the set of disagreeing positions between two terms \( t, t' \).

**Definition 1.** Given two terms \( t, t' \in T(\mathcal{F}, \mathcal{X}) \), we define the set of disagreeing positions between \( t \) and \( t' \) as

\[
\mathcal{P}_{\neq}(t, t') = \text{minimal}_{\text{a}}(\{ p \in \mathcal{P}(t) \cap \mathcal{P}(t') \mid \text{root}(t|_{p}) \neq \text{root}(t'|_{p}) \})
\]

Now, we define the set \( \mathcal{D}_{P}(t) \) containing all the positions in \( t \) that are demanded by a left-hand side \( l \).

**Definition 2.** We define the set of demanded positions between a term \( t \) and a left-hand side \( l \) of a rule as \( \mathcal{D}_{P}(t) = \mathcal{D}_{P}(t, l) \cup \mathcal{D}_{\Lambda}(t, l) \), where

1. \( \mathcal{D}_{P}(t, l) = \mathcal{P}_{\neq}(t, l) \cap \mathcal{P}(l) \)
2. \( \mathcal{D}_{\Lambda}(t, l) = \bigcup_{x \in \text{Var}(l)} \left\{ \begin{array}{l}
p \in \mathcal{P}(t|_{p}, t|_{q}) \cap \mathcal{P}(l) \\
\quad \forall p' < p, q' < q : p', q' \notin \mathcal{P}_{\neq}(t, l) \\
\end{array} \right\}
\]

Since we are only interested in matching \( l \) to \( t \) (or to unify in case of narrowing), the set \( \mathcal{D}_{P}(t, l) \) does not include those disagreeing positions at which \( l \) has a variable. To account for non-linear variables in \( l \), we define the set \( \mathcal{D}_{\Lambda}(t, l) \). This set contains the disagreeing positions between subterms \( t|_{p} \) and \( t|_{q} \) for all pairs of position \( p, q \) in \( t \) that: (i) correspond to positions in \( l \) occupied by the same non-linear variable, and (ii) \( t \) and \( l \) match along the path from the root to \( p \) and \( q \). These positions are indeed demanded for \( l \) to match \( t \).

**Example 2.** Continuing Example 1, consider the left-hand side \( l = X \approx X \) and the term \( t_{2} = 10! \% (1 \text{-} 1) \approx 10! \% 0 \). We have \( \mathcal{P}_{\neq}(t_{2}, l) = \{1, 2\} \) and \( \mathcal{D}_{P}(t_{2}, l) = \emptyset \). Further, \( \mathcal{D}_{\Lambda}(t_{2}, l) = \{1, 2, 2, 2\} \), which implies that the subterm \( 1 \text{-} 1 \) is demanded for evaluation. For the term \( t_{4} = X \% (1 \text{-} 1) \approx X \% 0 \),
we have \( DP_X(t_4, l) = \{1.2, 2.2\} \), i.e., the variable \( X \) is not demanded, and hence will not be instantiated by our narrowing strategy. However, for \( t_5 = 10! \% X \approx 10! \% 0 \), we have \( DP_X(t_5, l) = \{1.2, 2.2\} \), i.e., the variable \( X \) is demanded, and hence will be instantiated by the narrowing strategy.

Now, we formally define the case where it is impossible to match (or unify) \( l \) and \( t \) even after possible evaluations in \( t \).

**Definition 3.** Let \( t, l \in T(F, X) \). We say \( DP_l(t) \) is failing if either

1. there exist \( p \in DP_p(t, l) \) such that and for all \( p' \leq p \) (different from \( \Lambda \)), \( \text{root}(p') \in C \); or
2. there exist \( p, q \in DP_X(t, l) \), a non-linear variable \( x \) in \( l \), and \( p', q' \in \mathcal{P}os_x(l) \) such that \( p' \not< p \), \( q' \not< q \), and for all \( p'' \leq p \) and \( q'' \leq q \) (both different from \( \Lambda \)), \( \text{root}(p''), \text{root}(q'') \in C \).

**Example 3.** For \( t_1 = 10! \% 0 \) and every left-hand side \( l \) that is rooted by \( \% \) in Example 1, we have that \( DP_l(t_1) \) is failing because \( t_1|2 = 0 \), whereas \( \text{root}(t_1|2) = s \). Likewise, for \( l' = X \approx X \) and \( t' = s(10! \% 0) \approx 0 \), we have \( DP_{l'}(t') \) is failing because \( t'|2 = 0 \), whereas \( \text{root}(t'|1) = s \). Now, consider the term \( t'' = s(s(s(0))) \% s(s(0)) \approx s(0) \% s(s(0)) \). We have \( \text{root}(t''|1.1.1) \not= \text{root}(t''|2.1.1) \), but \( DP_{l''}(t'') \) is not failing, because several evaluations under position 1 (with rules 1, 4, 2 in that order) would make \( t''|1 \) and \( t''|2 \) equal.

The above example motivates the following definition that includes all the defined symbols above disagreeing positions in the demanded set.

**Definition 4.** Given a term \( t \in T(F, X) \) and a left-hand side \( l \) of a rule, we define the set of demanded positions in \( t \) as \( DP^t_l(t) = \emptyset \) if \( DP_l(t) \) is failing, and otherwise \( DP^t_l(t) = DP_l(t) \cup \{q \in \mathcal{P}os_p(t) - \{\Lambda\} \mid p \in DP_l(t) \land q < p\} \).

**Example 4.** Continuing Example 3, we have \( DP^t_{l'}(t') = \emptyset \) and \( DP^t_{l''}(t'') = \{1.1.1, 2.1.1, 1.2\} \) because \( \text{root}(t''|1) = \text{root}(t''|2) = \% \), which is a defined symbol. Also, for \( t_2 = 10! \% (1-1) \approx 10! \% 0 \), we have \( DP^t_{l'}(t_2) = \{1.2, 2.2, 1.2\} \).

Since our strategy is to evaluate only the most frequently demanded positions, we keep track of the number of times each position is demanded by different rules using multisets (see [6] for details).

**Definition 5.** We define the multiset of demanded positions of a term \( t \in T(F, X) \) w.r.t. TRS \( R \) as \( DP_R(t) = \oplus\{DP^t_{l'}(t) \mid l \rightarrow r \in R \land \text{root}(t) = \text{root}(l)\} \) where \( M_1 \oplus M_2 \) denotes the union of multisets \( M_1 \) and \( M_2 \).

**Example 5.** Consider \( t = 10! \% (1-1) \). For the TRS \( R \) of Example 1, we have \( DP_R(t) = \{1, 2, 2\} \).

We now pick the most frequently demanded positions in such a way that we cover all the rules involved in evaluating the term (see [6] for details).
Example 6. Continuing Example 5, we have that \( FDP_R(t) = \{2\} \), and hence only the subterm \( 1 - 1 \) is evaluated, and not \( 10! \).

Following are the definitions of our natural rewriting and narrowing strategies that only pick the most frequently demanded positions.

**Definition 7 (Natural rewriting).** Given a term \( t \in T(F, \mathcal{X}) \) and a TRS \( R \), \( m(t) \) is defined as the smallest set satisfying

\[
m(t) \ni \begin{cases} 
(A, l \rightarrow r) & \text{if } l \rightarrow r \in R \land l \leq t \\
(p.q, l \rightarrow r) & \text{if } p \in FDP_R(t) \land (q, l \rightarrow r) \in m(t_p) \end{cases}
\]

**Example 7.** Consider the term \( t_2 = 10! \% (1-1) \approx 10! \% 0 \) in Example 1. Natural rewriting performs the following optimal (desired) sequence of evaluations:

\[
10! \% (s(0) - s(0)) \approx 10! \% 0 \overset{m}{\rightarrow} 10! \% (0 - 0) \approx 10! \% 0 \overset{m}{\rightarrow} 10! \% 0 \approx 10! \% 0 \overset{m}{\rightarrow} \text{True}
\]

**Definition 8 (Natural narrowing).** Given a term \( t \in T(F, \mathcal{X}) \) and a TRS \( R \), \( mn(t) \) is defined as the smallest set satisfying

\[
\begin{array}{l}
mn(t) \ni \begin{cases} 
(A, id, l \rightarrow r) & \text{if } l \rightarrow r \in R \land l \leq t \\
(p.q, \theta, l \rightarrow r) & \text{if } p \in FDP_R(t) \cap Pos_{\mathcal{X}}(t) \land (q, \theta, l \rightarrow r) \in mn(t_p) \\
(p, \theta \circ \sigma, l \rightarrow r) & \text{if } p \in FDP_R(t) \cap Pos_{\mathcal{X}}(t) \land (p, \theta, l \rightarrow r) \in mn(\sigma(t)) \land \text{either } \sigma(t_p) = f(\overline{w}) \text{ for } f \in F \text{ and } \overline{w} \text{ fresh, or } \sigma(t_p) = y \text{ for a variable } y \in \text{Var}(t) \setminus \{t_p\} \end{cases}
\end{array}
\]

**Example 8.** Consider the term \( t_4 = X \% (1-1) \approx X \% 0 \) in Example 1. Natural narrowing performs the following optimal (desired) sequence of evaluations:

\[
X \% (s(0) - s(0)) \approx X \% 0 \overset{\sim_{\neg ID}}{\approx} X \% (0 - 0) \approx X \% 0 \overset{\sim_{\neg ID}}{\approx} X \% 0 \overset{\sim_{\neg ID}}{\approx} X \% 0 \overset{\sim_{\neg ID}}{\approx} \text{True}
\]

Note that Definitions 7 and 8 specialize to the original definitions in [6] for the case of left-linear constructor-based TRS’s.

The following are statements of correctness and completeness of natural rewriting and narrowing for general term rewriting systems. For soundness of natural rewriting we show that the normal forms w.r.t. the natural rewriting strategy are indeed root-stable forms.

**Theorem 1 (Rewriting Correctness).** Let \( R = (F, R) \) be a TRS. If \( s \in T(F, \mathcal{X}) \) is a \( \overset{m}{\rightarrow} \)-normal form, then \( s \) is root-stable.
Conversely, for completeness we show that the natural rewriting strategy can approximate any given rewrite sequence in an appropriate sense.

**Theorem 2 (Rewriting Completeness).** Let $R = (F, R)$ be a TRS and $t \in T(F, \mathcal{X})$. If $t \rightarrow^* s$, then $\exists s' \in T(F, \mathcal{X})$ s.t. $t \xrightarrow{m^*} s'$, $\text{root}(s') = \text{root}(s)$ and $s' \xrightarrow{A^*} s$.

Correctness of natural narrowing is similar to that of natural rewriting.

**Theorem 3 (Narrowing Correctness).** Let $R = (F, R)$ be a TRS. If $s \in T(F, \mathcal{X})$ is a $m^\text{/BN}$-normal form, then $s$ is root-stable.

Completeness of natural narrowing is also similar, except that in addition, a given narrowing sequence can be approximated using a natural narrowing derivation that produces a more general substitution.

**Theorem 4 (Narrowing Completeness).** Let $R = (F, R)$ be a TRS and $t \in T(F, \mathcal{X})$. If $t \rightarrow_{\text{BN}}^* s$, then $\exists s' \in T(F, \mathcal{X})$ s.t. $t \xrightarrow{m^\text{/BN}} s'$, $\text{root}(s') = \text{root}(s)$, $s' \xrightarrow{A^*} s$, and $\theta' \circ \theta \leq \sigma$.

**3 Conclusions**

We have extended natural rewriting and narrowing to general rewriting systems. This makes these strategies available for both expressive equational languages and for rewriting logic languages. In case of these latter languages, i.e. rewrite systems specify concurrent systems [11], narrowing provides a general method for reachability analysis in such systems [12]. This work provides a basis for a subsequent generalization of natural rewriting and narrowing to even more expressive rewrite theories suited for concurrent system specifications and supporting: (i) sorts and subsorts; (ii) rewriting modulo axioms such as associativity, commutativity, identity, and so on; and (iii) conditional rewriting.
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