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Abstract
Manufacturing industry profoundly impact economic and societal progress. As being a commonly accepted term for research
centers and universities, the Industry 4.0 initiative has received a splendid attention of the business and research community.
Although the idea is not new and was on the agenda of academic research in many years with different perceptions, the
term “Industry 4.0” is just launched and well accepted to some extend not only in academic life but also in the industrial
society as well. While academic research focuses on understanding and defining the concept and trying to develop related
systems, business models and respective methodologies, industry, on the other hand, focuses its attention on the change of
industrial machine suits and intelligent products as well as potential customers on this progress. It is therefore important for
the companies to primarily understand the features and content of the Industry 4.0 for potential transformation from machine
dominant manufacturing to digital manufacturing. In order to achieve a successful transformation, they should clearly review
their positions and respective potentials against basic requirements set forward for Industry 4.0 standard. This will allow
them to generate a well-defined road map. There has been several approaches and discussions going on along this line, a
several road maps are already proposed. Some of those are reviewed in this paper. However, the literature clearly indicates the
lack of respective assessment methodologies. Since the implementation and applications of related theorems and definitions
outlined for the 4th industrial revolution is not mature enough for most of the reel life implementations, a systematic approach
for making respective assessments and evaluations seems to be urgently required for those who are intending to speed this
transformation up. It is now main responsibility of the research community to developed technological infrastructure with
physical systems, management models, business models as well as some well-defined Industry 4.0 scenarios in order to make
the life for the practitioners easy. It is estimated by the experts that the Industry 4.0 and related progress along this line will have
an enormous effect on social life. As outlined in the introduction, some social transformation is also expected. It is assumed
that the robots will be more dominant in manufacturing, implanted technologies, cooperating and coordinating machines,
self-decision-making systems, autonom problem solvers, learning machines, 3D printing etc. will dominate the production
process. Wearable internet, big data analysis, sensor based life, smart city implementations or similar applications will be the
main concern of the community. This social transformation will naturally trigger the manufacturing society to improve their
manufacturing suits to cope with the customer requirements and sustain competitive advantage. A summary of the potential
progress along this line is reviewed in introduction of the paper. It is so obvious that the future manufacturing systems will
have a different vision composed of products, intelligence, communications and information network. This will bring about
new business models to be dominant in industrial life. Another important issue to take into account is that the time span of
this so-called revolution will be so short triggering a continues transformation process to yield some new industrial areas to
emerge. This clearly puts a big pressure on manufacturers to learn, understand, design and implement the transformation pro-
cess. Since the main motivation for finding the best way to follow this transformation, a comprehensive literature review will
generate a remarkable support. This paper presents such a review for highlighting the progress and aims to help improve the
awareness on the best experiences. It is intended to provide a clear idea for those wishing to generate a road map for digitizing
the respective manufacturing suits. By presenting this review it is also intended to provide a hands-on library of Industry 4.0
to both academics as well as industrial practitioners. The top 100 headings, abstracts and key words (i.e. a total of 619 pub-
lications of any kind) for each search termwere independently analyzed in order to ensure the reliability of the review process.
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Note that, this exhaustive literature review provides a concrete definition of Industry 4.0 and defines its six design principles
such as interoperability, virtualization, local, real-time talent, service orientation and modularity. It seems that these principles
have taken the attention of the scientists to carry out more variety of research on the subject and to develop implementable
and appropriate scenarios. A comprehensive taxonomy of Industry 4.0 can also be developed through analyzing the results
of this review.

Keywords Industry 4.0 · Smart factory · Internet of things (IoT) · Cyber-physical systems · Cloud systems · Big data

Introduction

Although the idea is not new and was on the agenda of aca-
demic research in many years with different perceptions, the
term “Industry 4.0” is just launched and well accepted not
only in academic life but also in the industrial society. While
academic research focuses on understanding and defining
the concept and trying to develop related systems, business
models and respective methodologies, the industry, focuses
its attention on the change of industrial machine suits and
intelligent products as well as potential customers on this
progress.

Industry 4.0 defines a methodology to generate a trans-
formation from machine dominant manufacturing to digital
manufacturing. In order to achieve a successful transforma-
tion, Industry 4.0 standard should be well understood and a
clear road map is to be generated and implemented. There
has been several approaches and discussions going on in
order to generate road maps some of which are reviewed in
this paper. Evaluating Industry 4.0 components and respec-
tive features is important to define the basic pillars of a
concrete future manufacturing environment. However, the
literature clearly indicates the lack of respective evaluation
and assessment methodologies. Since the implementation
and applications of related theorems and definitions outlined
for the 4th industrial revolution is not mature enough for
most of the reel life implementations, a systematic approach
for making respective assessments and evaluations seems
to be urgently required for those who are intending to
speed this transformation up. It is now main responsibil-
ity of the research community to developed technological
infrastructure with physical systems, management models,
business models as well as some well-defined Industry 4.0
scenarios in order to make the life for the practitioners
easy.

It is estimated by the experts that the Industry 4.0 and
related progress along this line will have an enormous effect
on social life. This will naturally trigger the manufacturing
society to improve their manufacturing suits to cope with
the customer requirements and sustain competitive advan-
tage.World Economic Forumprepared a report by taking 800
experts view and provided an excellent set of recommenda-
tions and findings regarding the digital transformation. The
report claims that the number of robots used inmanufacturing

will increase to 2.4 million by 2018. This transformation is
opening the door to implanted technologies to human body,
wearable internet, cooperating and coordinating machines,
self-decision-making systems, autonomy problem solvers,
learning machines etc. Machines even starting to play the
role of a decision board member having all rights to make the
decisions. 3D printing is progressing a lot more than expecta-
tions leading to print articles used in daily life. They are even
used to build artificial organs up. It is expected that 1 tril-
lion sensors will be used in human life by 2025. Smart cities
are progressing with a high speed and spreading all over the
world. The developments along this line increases the wish
to generate smart factoriesmore andmore every day. There is
a high probability that more than 6 billion connected devices
will proactively ask for support in 2018. Global spending
on big data is assumed to be well over 200 billion dollars
in 2020. By 2020, more than 3 billion workers globally is
to be supervised by a robo-boss and %59 of US manufac-
turer will be using some sort of robotics technology (WEF
2015). The history reveals several industrial and respective
social transformation. There had and has beenmanufacturing
efforts in research, development, production and manage-
ment of complex industrial processes by utilizing innovative
production technologies of the time. Transition from agricul-
ture to industrial society (industry 1.0), from industry 1.0 to
2.0, and then to 3.0 was well recognized and accepted by the
society.

Similarly, the transition from industry 3.0 to Industry
4.0 requires extensive analysis to understand irreversible
changes. There are several elements of this change which
triggers the social effects as well. Internet of Things (IoT) is
one of them. This technology allows the machines to com-
municate (M2M). This capability generates a more human
free manufacturing environment. Second important moti-
vation of this changes is “autonomy”. The systems are
becoming more and more self behaving. Some sensors and
cyber physical systems (CPS) are another core elements
of this transformation. They facilitate easy communication
capability between machines. When CPS, IoT, M2M com-
munication and autonomy come together and brings about
more consistent, robust, agile manufacturing systems with
intelligent capabilities. This definitely leads to improved
the motivation to create a dark factory. Another important
breakthrough in this transformation is having the capabil-
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ity of the machines communicating with human operators.
This naturally requires a philosophical change in setting
up new manufacturing facilities and leads to a new man-
ufacturing vision to be based on 4 basic concepts including
intelligence, products, communication, information network.
SmartFactoryKL (2014) clearly outlines this progress and
suggests the following recommendation for better transfor-
mation.

• First point is the “vision”. Industry 4.0 is a part of smart net-
worked world and the philosophy includes novel business,
new social infrastructures and real time enabled Cyber
Physical System platforms (SMLC 2011). These factors
should definitely be taken into account in generating the
road maps for digital transformation.

• Second point is so called the “dual strategy approach”.
Since leading supplier strategy and leadingmarket strategy
are becoming important day by day, the manufacturing
strategy is said to be based on these two.

• Third point is the capability of the companies to outline
their “requirements”. Firms should determine their needs
by an in-depth analysis and see their strong and weak
points.

• Fourth point is determining the “priority areas”. A ranking
should bemade to strengthen the weak spots. All problems
must be resolved in sequence with the available resources
and the time schedule given. Managing complex systems,
delivering infrastructure for industry, safety and security
factors, regularity framework is to be the main body of
road map for implementing Industry 4.0

As can be drawn from the above recommendations,
the superior quality of the manufacturing industry strictly
depends on its high quality applied production technology.
Industry 4.0 standards ensures this by addressing several
high rank research topics including autonomy, machine to
machine interfaces, cyber physical systems (CPS), mobile
technologies etc. (Bunse 2016). As presented by the Ger-
manFederalGovernment, the Industry 4.0 aims to emphasize
the importance of production technology, supporting infor-
mation and communication technology sector. Both, the
Federal Ministry of Education and Research (BMBF) and
the Ministries of Economy and Energy (BMWi) coordinate
the financing activities in this area. The respective initiatives
are supported and monitored by so called Industry 4.0 Plat-
form, whose pioneering role is launched by these ministries
at the beginning of 2015. The work of the original Industry
4.0 platform, established by ZVEI, VDMA and BITKOM
associations, has been extended to a higher level and have a
broader political and social basis (BMBF 2014).

In terms of processes, production and users of new tech-
nologies, it is still not at all certain whether this initiative
is a more revolutionary or a more evolved evolution than

the existing concepts. However, generally accepted that it
is necessary to introduce new technologies and correspond-
ing new concepts, if respective business process challenges
(Alatoibi 2016) arewellmanaged and if increased quality and
flexibility are to be addressed in an environment of increas-
ing complexity and with possible solutions to problems of
demand and volatile markets (Cheng et al. 2016). The man-
ifold contributions from academics and practitioners have
made by the meaning of the term (Bauernhansl et al. 2014)
and Industry 4.0 has being becoming a top priority for com-
panies seeking for possible way towards their future. The key
promoters of the idea, the “Industry 4.0Working Group” and
the “Platform Industry 4.0”, describe the vision, the basic
technologies, the idea aims as well as some selected scenar-
ios (Kagermann et al. 2013; Platform Industry 4.0 2014).
However, there is still need for a clear definition. Although
there are some efforts to provide a basic definition, a gener-
ally well accepted definition of Industry 4.0 has not yet been
published (Bauer et al. 2014). While some of the researcher
focusing their attention on digitization, others consider com-
munication aspect dominating the manufacturing structure.
The others opting for intelligence and autonomy of the sys-
tems by being the primer features of Industry 4.0. Generating
a so called dark factories were also in the focus of some oth-
ers.

Nowadays, robotics and automation are rapidly progress-
ing due to innovations in sensors, devices, unmanned air
vehicles (UAVs), information networks, optimization, and
machine learning. Well recognized universities realize this
as the potential improve building, healthcare, manufacturing,
transportation, safety, and a broad range of other applications.
The research therefore concentrates on emerging advances in
cloud computing, ensemble learning, big data, open-source
software, and industry initiatives in the Internet of Things,
Smart cities, smart factories, Industrial Internet and Industry
4.0. etc. Aswould be agreed by the scientist committee recent
developments in non-convex optimization, model predic-
tive control, partially observable Markov decision processes,
reinforcement learning, and approximate probabilistic infer-
ence hold promise for addressing various problems which
would be difficult earlier. Cloud Computing sort of devel-
opments can provide access to large datasets and clusters of
remote processors to filter, model, optimize, and share data
across systems to improve performance over time.

This article aims to provide a baseline for generating
a universal definition. Based on the literature review, the
authors provide a definition for Industry 4.0 which specifies
six design principles that should be considered when apply-
ing Industry 4.0 solutions. The article is structured as the
following. Chapter 2 provides an overview of the research
process and method implemented in this study. Chapter 3
introduces a brief overview of the idea of Industry 4.0, its
vision, main objectives, and similar concepts all around the
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world. "Research process and researchmethod" section sum-
marizes the research process and the research methodology
employed. In Chapter 4, all components are explained in
detail and the respective studies have been reviewed. This
chapter has led to create the definition of Industry 4.0. Chap-
ter 5 explains the contributions of the paper to both the
academic and the practical world, suggesting the limitations
of the research done andways requiring further investigation.

Some national initiatives

Although the term Industry 4.0 introduced byGermany, most
of the other nationals are also paid attention to digital trans-
formation as a strategic issue for their national developments.
Since, it is not possible to review every program running all
over the world within this paper, some example programs
mentioned below is considered be enough for taking the
attention of the reader to the strategic importance.

Some big companies in the USA triggered the start and
AT&T, Cisco, General Electric, IBM and Intel founded the
Industrial InternetConsortium (IIC) in order to coordinate the
priorities for the industrial Internet, and to enable the tech-
nical applications required for this in March 2014. This can
be noted as the USA understanding of Industry 4.0. Within a
two-year period, 250 companies have joined the movement,
including some companies even from Germany. The aim of
this Industrial Internet Consortium is said to bring together
“operational systems” such as machines and industrial plants
in the widest sense of the term, and information technology.
The consortium intends to create industry standards upon
successful applications (IIC 2016). RTI (2014) lists most
influential “Internet of Things” companies in USA. Simi-
lar initiative such as Advanced Manufacturing Partnership
for Southern California (AMP SoCal) all over the country
are also appearing. They carry out Industry 4.0 workshops
or platforms for the related components.

As reported by Cooper (2017), manufacturing transfor-
mation is growing exponentially, driven by a multitude of
factors, from technological innovation and evolving cus-
tomer behavior to regulatory changes and a turbulent global
landscape all requiring businesses to innovate with ever-
increasing speed. With the advent of the Industry 4.0, UK
government took the opportunity to position itself as a
global center of excellence for advanced manufacturing and
promised a more joined-up industrial strategy to help meet
current industrial challenges; to address the competitive-
ness of the UK economy, by focusing on measures that
will increase productivity and drive innovation-led growth.
Similarly, a report published by EEF (2017), clearly states
that more visionary thinking is necessary for performing the
transformation to so called fourth industrial revolution (4IR).
Current challenges require government and industry together

for overcoming the difficulties. It is stated that the report has
been developed through focus groups, interviews and sur-
veys to build up a picture of what manufacturers make of
the 4th industrial revolution noting that this initiative is not
just about technology and the report goes into some of the
changes that industry leaders will need to make within their
company including giving IT a more strategic business plan-
ning role, changing company culture to enable higher levels
of innovation and adopting a visionary approach to leader-
ship.

Taiwan keeps motivation at the highest level in the
development of the Asian Silicon Valley project and
the upgrading its Smart Machinery Industry through its
national development plan for 2017–2020. The focus
point of this plan is reported to be the development
of new hardware solutions and stimulating entrepreneur-
ship especially to build smart cities. The National Devel-
opment Council (NDC) put their plan of building the
Digital Nation in the center with the following ambi-
tion:

• Construct an innovative digital foundation.
• Train cross-discipline talent.
• Build a service-oriented digital government.
• Develop an equal, vibrant network society.
• Create an ecosystem for industrial innovation which will
stimulate the Taiwanese economy and create new high-
level jobs.

NTIO (2017) reports that the government has allocated
100 billion Taiwanese dollars—about 3 billion Euro in order
to execute this ambitious plan. NDC is also said to be work-
ing to set up a private equity fund in order to invite private
partners to contribute financially to this transformation as it
will provide them with interesting new business opportuni-
ties. For example, The Taiwanese investment firm Fu Hwa
Securities already launched a 625 million US$ global invest-
ment fund focusing on the development of the internet of
things (IoT), in order to support the development of self-
driving cars, big data, smart logistics, cloud computing and
advanced manufacturing.

As response to German effort, Japanese companies
launched the “Industrial Value Chain Initiative (IVI)”. This
initiative aims at creating standards for technology to connect
factories and to combine efforts to internationalize industrial
standards from Japan. İn 2015, 53 companies took part in this
initiative. This number is reported to reach more than 140 in
2016 (Nishioka 2016). This initiative supports building col-
laboration scenarios and use cases (some meta models) of
connected manufacturing among different enterprises based
on a loosely defined standard and provides and manages a
repository of loosely defined standard models that can be
continuously changed in accordance with unexpected future
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requirements. The idea is to move from intranet to inter-
net—from having proprietary communications structures
within organizations to having communications structures
with outside organizations. The program is extended along 4
different areas including;

• Area 1: Reaction on changes in globally and locally con-
nected factories.

• Area 2: Emerging IoT technologies for production line
management.

• Area 3: Platform for connected world in design and man-
ufacturing.

• Area 4: New era of Human centric manufacturing powered
by IoT.

Japanese take this initiative one step ahead and introduced
Society 5.0 in the 5th Science and Technology Basic Plan.
It is defined as a human-centered society that balances eco-
nomic advancement with the resolution of social problems
by a system that highly integrates cyberspace and physical
space. The progress of the society is simply classified as the
following (Kaidanren 2016);

• Hunting society.
• Agricultural society.
• Industrial society.
• Information society.
• Super smart society.

South Korean government also introduced a transfor-
mation scheme so called “manufacturing innovation 3.0
strategy implementation plan.” The use of "manufacturing
innovation 3.0" was meant not to have the intact copy of the
Industry 4.0. A clear strategic goal to promotemanufacturing
and information technology (ICT) integration, thereby cre-
ating a new industry, to enhance competitiveness of Korean
manufacturing industry, is put forward. Positioning Korea as
an information technology power, with basic manufacturing
and information technology industry integration was also
one of the other aim of this program. Itis reported that South
Korean government also plans in 2020 to build 10,000
intelligent production facilities aiming to spend about 24
trillion won (US $23 billion) of funds. 10% of this will
directly go into the South Korean government and the rest
were to be adopted to attract private capital investment to
solve (Sangmahachai 2015).

French government launched “New Industrial France” ini-
tiative in 2013 aiming to be an innovation leader and to push
the technological frontier to create the products and the uses
of tomorrow. The government is intended to seize the oppor-
tunities created by the industrial revolution that is sweeping
through the economies which requires unprecedented effort
in terms of research and investment. It is reported by the

Department of Economy and Finance that the Government
maintained the research tax credit and introduced the higher
depreciation allowanceon industrial investments, a one-time-
tax incentive to support investment. This last measure was in
addition to thee2bn in loans made available by Bpifrance to
companies investing in Industry of the Future projects (DEF
2016). This report also explains that a genuine industrial pol-
icy was also taken as strategic movement towards shaping
the nation’s industry. It is also reported that this program
supported over a Thousand projects with 47 key technolo-
gies. The following 7 areas are considered to be important
for improving the industrial over France;

• Digital technology, virtualization and the Internet of
Things.

• The human factor in manufacturing plants, robotics, aug-
mented reality.

• Additive manufacturing (3D printing).
• Monitoring and control.
• Composites, new materials and assembly.
• Automation and robotics.
• Energy efficiency.

This initiative also reported to providemodernization sup-
port to 1500 SMEs.

China generated a 3-stage industry strategy, taking the
nation from innovation “sponge” to innovation “leadership”.
It tries to generate formidable players in industries where
innovation is themain business driver. The innovation, in this
context, is considered to be about meeting unmet consumer
needs or driving efficiencies in manufacturing. It is reported
by McKinsey (2017) that in the last year, China spent nearly
$200 billion on research and development, the second-largest
investment by any country in absolute terms (and about 2%
of Gross Domestic Products). China’s universities gradu-
ate more than 1.2 million engineers each year—more than
any other country. And it leads the world in patent applica-
tions, with more than 825,000 in 2013, compared with about
570,000 for the United States. It seems that China aims to
have a big leap in science-based innovation. In this approach,
newproducts are developedparticularly through the commer-
cialization of research results. The innovation in this respect
is supported by the Nation for the industries such as pharma-
ceuticals, biotechnology, and semiconductor to play the key
role in sustaining innovation leadership all over the world.

Turkey pays attention to the digital transformation and
took that into the government agenda. Science and Tech-
nology High Commission gathered under the chair of the
Prime Minister in 2016 and took the decision “to promote
and spread intelligent manufacturing systems with the coor-
dination of all related sectors by defining the key technologies
along this line and change the funding priorities respectively.
Cyber physical systems, artificial intelligence, sensor tech-
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nologies, internet of things, big data, cyber-security, cloud
computing etc. are to be prioritized. TUBITAK (Turkish Sci-
ence andTechnologyResearchCouncil) is authorized to fund
the respective projects which is continuously running calls
for projects.

Similar governmental support program can also be seen in
different countries all over theWorld. However, the reviewed
provided above is considered to enough to take the attention
of the reader to governmental supports.

Research process and researchmethod

In order to carry out this extensive review, the authors ben-
efited mainly from eight publication databases (CiteSeerX,
ACM, AISeL, EBSCOhost, Emerald Insight, Taylor Fran-
cis, Science Direct) and Google Academic to cover related
publications in engineering, manufacturing andmanagement
in both academic and business areas. Some other literature
found on internet is also reviewed for their contribution
to related topics. This literature survey intents to highlight
the central aspects of Industry 4.0 to generate a common
definition well accepted by both research and practical com-
munities. This survey is conducted by first searching the term
“Industry 4.0”. The related terms such as M2M, Internet of
Things, Cloud computing etc. are than searched. Top 100
headings, abstracts and key words for each term were inde-
pendently analyzed to ensure the comprehensiveness and
reliability of the review process.

Industry 4.0 components were originally thought of
as Cyber Physical Systems (CPS), Smart Factories, and
Smart Products. Topics such as cloud system, Data Mining,
Machine to Machine (M2M) interfaces, Enterprise Resource
Planning (ERP), Internet of Things (IoT), Virtual Manu-
facturing and intelligent robotics were also included. These
headings were analyzed in detail within the scope of their
relation to Industry 4.0.

After an initial analysis of the literature, a list which
includes the keywords as shown inTable 1 is generated.These
keywords are used to classify the related literature. Note that
the concept of “Industry 4.0” is a collective term that encom-
passes many modern automation systems, data exchanges
and production technologies. This revolution is a collection
of values of objects, internet services and cyber-physical sys-
tems. At the same time, this structure plays a major role
in the formation of intelligent factories (mainly unmanned
ones) and respective transformation from traditional man-
ufacturing to smart manufacturing. This transformation is
considered to result in more efficient business models as
it allows each data to be collected and analyzed in a well-
organized manner.

Production in an Industry 4.0 system is analogous to the
system in which machines offer services and share infor-

Table 1 Key words list

Key words Number of
publication reviewed

Industry 4.0 in general 132

Cyber physical systems (CPS) 81

Cloud, cloud systems 53

Internet of things 110

M2M, machine to machine 12

Smart factory 45

Data mining, big data 38

ERP and business intelligence 55

Augmented reality, simulation 21

Virtual manufacturing 23

Intelligent robotics 30

Others (projects and national
initiatives)

20

Total # of publication 620

mation in real time with products. Industry 4.0 also includes
some additional features such as; facilitating systemmonitor-
ing and diagnostics, the system is environmentally friendly
and sustainable through resource saving behaviors,more effi-
ciency systems. The titles on the list make the systems more
environmentally friendly.

Background analysis

The first industrial revolution was the introduction of
mechanical production facilities starting in the second half of
the eighteenth century and being intensified throughout the
entire nineteenth century. From the 1870s on, electrification
and the division of labor (i.e. Taylorism) led to the second
industrial revolution. The third industrial revolution, also
called “the digital revolution”, set in around the 1970s, when
advanced electronics and information technology developed
further the automation of production processes. An initiative
called “Industry 4.0”, in which representatives of business,
politics and academics gathered (Kagermann et al. 2011),
promoted the idea of digitization together with some auton-
omy and self-behavior of the machines as an approach to
strengthening the competitive power of the German manu-
facturing industry was then introduced. Figure 1 depicts the
industrial progress in historical perspective.

When the developments of human history are examined,
it can be seen how effective the evolution and change of
production techniques are in most of the revolutionary devel-
opments. In the first phase of the industrial revolution, the
combination of steam, coal and iron has opened the “railway
age” with its significant political, economic and social con-
sequences (Adeyeri et al. 2015). While coal has provided the
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Fig. 1 Historical perspective of industrial revolutions. Reproduced with permission from BCMCOM (2017)

Fig. 2 Change in manufacturing systems. Reproduced with permission from Oztemel (2010)

required power to vehicles moving in railways, the railroads,
in turn, are used to transfer the coal to the places that are too
far away. During the second phase of the industrial revolution
changes in basic raw materials and energy sources emerged
(Bauer et al. 2014). As steel, electricity, petrochemicals as
well as coal and iron went into production, industrialization
took on the shape as still seen today. Iron played a major
but non-dominant role in the second phase of the industrial
revolution. It is assumed that the discovery of computers and
advanced technological developments constituted the third
stage of the industrial revolution (Bauernhansl 2014). This
was also pointed out byChang et al. (2012)when they discuss
contemporary IT-related issues, policy trends and new indus-
trial services which will lead to successful transfer toward
intelligent ubiquitous society.

In terms of manufacturing, Lucke (2008) pointed out the
importance of manufacturing systems and technology stand-
ing on a new frontier, facing up to the challenges posed by the
ever-evolving requirements of global sustainability. Kowal-
ska et al. (2018), Layuan and Chunlin (2002), Lee et al.
(2013) represents a technologically optimistic future where
objects will be connected to the internet and make intelli-
gent collaborations with other objects anywhere, anytime.
The change and transformation from the first revolution to
the fourth one is depicted in Fig. 2 as provided by Oztemel
(2010). As can be seen form the figure, the manufacturing
facilities are being and will be equipped with more and more
self behaving capabilities in the historical progress. This is
not the prediction about the future. But in fact, it is becom-
ing the reality to some extend as the manufacturing systems
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emerges. Themain idea behind Industry 4.0 is based on those
studies where previous applications encouraged the scientist
to talk about not only on digitalization but also developing
intelligent, integrated and fully autonomy factories (smart or
dark factories).

The term Industry 4.0 was first introduced in 2011 as “In-
dustrie 4.0” by a group of representatives fromdifferent fields
(such as business, politics, and academia) under an initiative
to enhance the German competitiveness in the manufactur-
ing industry. The German federal government has supported
the idea by announcing that Industry 4.0 will be an integral
part of the “High Technology Strategy for Germany 2020”
initiative which particularly aimed at leading the techno-
logical innovation. Subsequently, the “Industry 4.0 Working
Group” developed the first application proposal, which was
later published in April 2013 (Kagermann et al. 2013). This
understanding clearly supports the idea of generating dark
factories or smart factories, which have already begun to
emerge, adopt a completely new approach to production and
manufacturing processes. Naturally, the products have also
been becoming intelligent to cope with both functional and
utilization requirements. The manufacturing lines seems to
be involving more and more of these products as they can be
uniquely identified and can be found at any time and state of
their own history.

Similarly, embedded manufacturing systems with differ-
ent technologies and methodologies are becoming vertically
linked more and more to business processes. They are tied
horizontally to disparate value networks that can bemanaged
in real time on an order to logistics basis. In addition, both
require end-to-end engineering throughout the entire value
chain (Fallera and Feldmüllera 2015). The industry word has
begun to be used for the first time in Germany and has gradu-
ally been passed on to other countries with similar meanings
and words (Lasi et al. 2014). It is therefore worth looking
at comparable ideas from a global perspective. For exam-
ple, General Electric gives a similar idea under the name
“Industrial Internet” (Bungart 2014; Evans and Annunziata
2012). This is defined as “the integration of complex physical
machinery and devices with networked sensors and software,
used to predict, control and plan for better business and soci-
etal outcomes (Corcio 2016). It was reported that the US
Government supports research and development activities in
the area of the Industrial Internet with a 2 billion dollars
fund for Advanced Manufacturing (Sun 2012). Other simi-
lar ideas can be found under “Integrated Industrial Terms”
(Bürger and Tragl 2014), “Intelligent Industry” or “Intel-
ligent Manufacturing” (Hermann et al. 2016). Similarly, a
fully automated manufacturing environment is also defined
and a reference model so called REMIMS is introduced by
Oztemel and Tekez (2009a). A systematically knowledge
exchange mechanism between various manufacturing agents
are also provided to facilitate autonom manufacturing envi-

ronment (Oztemel and Tekez 2009b). Figure 3 schematically
represents a fully agent based nested autonommanufacturing
environment proposed as REMIMS (a Reference Model for
Intelligent Integrated Manufacturing Systems).

Similar understanding and trend in generating fully
autonom factories produced the concept of “dark factories”,
in other words factories where lights are extinguished and the
manufacturing environments are equipped with fully auto-
mated systems and do not require the presence of any human
beings. Many of today’s factories have dark factory features,
but the work of the employee such as removing parts is still in
place where typical human power is required. In order to pre-
vent the gap between the activity and the supply/demand of
today’s consumer sector,many factories begun to use demand
management for growing demand. This is achieved within
the possibilities of technology at their capacities aiming to
increase the financial strength of the factory. There is little or
no human intervention in the dark factories, from the entrance
of the raw material to the factory to the exit of the product
factory (Lee 2008).

The fourth industrial revolution encourages the idea of
unmanned factories and promotes global understanding to
emerge along this line day by day through recommending
more firmly connected companies and countries worldwide
through supply chains and sensor networks. Although prod-
ucts may be difficult to trade across some national borders,
Industry 4.0 can be means to overcome the obstacles (if any)
by allowing companies to transfer the ideas as well as respec-
tive systems including the software with protected manufac-
turing networks. For example; 3D printing technology brings
unlimited design for systems with spare parts, and industrial
equipment. The success achieved with Industry 4.0 depends
on opening the possibilities of data and using analytics with
creative and effective methods (Bauernhansl et al. 2014).

There has been severalmotivation andprogress in business
which also effected the direction of especially manufactur-
ing and, in turn, the society. These are summarized in Fig. 4
as depicted in the report by TUSIAD—Turkish Industry and
Business Association (TUSIAD2016) by referring to Boston
Consulting Group (2016). Many trends that can be gathered
in four main themes have begun to shape the business world.
Regional trends—Increase in social interaction and trade
between countries, Economic trends—With rising emerging
strong economies and flows of financial resources Increasing
globalization, Technological trends—Increased connectivity
and development of platform technologies, Meta trend-
s—Increasing concerns about increasingly scarce resources,
environment and safety (Kagermann 2014).

These trends call for a value chain beyond a single enter-
prise, in which sensors, machines, work pieces, and IT
systems will be connected. These connected systems should
interact using standard Internet-based protocols and analyze
the data to predict failure, to configure themselves, and to
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Fig. 3 A nested agent based autonom manufacturing environment architecture. Reproduced with permission from Oztemel and Tekez (2009a)

Fig. 4 Various streamlines of economies effecting business. Reproduced with permission from Boston Consulting Group (2016)
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adapt the changes. Industry 4.0 aims to make it possible to
prepare and analyze data from the machines for this purpose.
This enables more faster, more flexible, and more efficient
processes to produce higher-quality goods. It will increase
manufacturing productivity, better economics, greater indus-
trial growth, and a new workforce profile (Schlick 2014).

Based upon the understanding outlined above, catching
Industry 4.0 up will likely require significant changes to
company’s practices and related attitudes yielding the re-
development and re-establishment of complete product and
service solutions to the customers. Being able to achieve this,
will naturally generate a progressive environment in estab-
lishing partnerships with various skills and capabilities to
enrich the manufacturing competency (Shafiq et al. 2015).

It is now well accepted by the introductory information
as such that the Industry 4.0 provides a new vision for the
manufacturing systems. This vision definitely produces a
manufacturing environment composed of product, intelli-
gence, communication and networking (Lasi et al. 2014).
It is no doubt that with the introduction of Industry 4.0, new
business models have to be emerged. There are now compa-
nies having the largest part of business in their sector with
only running a software (without any extra investments).
Some examples of these sort of companies may include
UBER a well-known taxi company, facebook a communica-
tion and social interaction platform, airbus, travel and tourism
agency, Alibaba a famous e-commerce company etc. (Lee
et al. 2015a). These types of companies are heavily dependent
upon their information network and IT automation. However,
the competition along this line will make those providing
better facilities which are more suitable to the demander
to become more powerful in the market. This can only be
sustained through autonomy and self-decision-making capa-
bilities empowered by Industry 4.0 (Lee et al. 2016).

About the literature reviewed

As stated above and provided in Table 1, the literature search
on Industry 4.0 is thoroughly based on same key words
including Cyber-Physical Systems (CPS), The Internet of
Things, Smart Factory, Big data, M2M and Cloud Systems.
Keeping the idea of Kagermann (2014) saying that the paper
writers view big data and cloud computing as data services
that use data generated by Industry 4.0 applications but not
as independent components of Industry 4.0, into account,
the “Big Data” and “Cloud Computing” is also considered
to be searched in this review with their relation to the topic.
With these in mind, 9 basic Industry 4.0 components will be
reviewed in this respect (see Table 1). The intention is to pro-
vide the most-read definition and describe each component’s
connection with Industry 4.0. Table 1 also indicates number
of references reviewed for each component.

General introduction of Industry 4.0
and respective studies

Industry 4.0, the fourth phase ofManufacturing and IT (Drath
and Horch 2014) is one of the pioneering research area espe-
cially in the last half of a decade. For the first time in the
history of the industrial revolution, a prejudice is envisaged
that shapes the future of researchers and companies in this
area in a planned manner (Kagermann et al. 2013). That is to
enhance and improve the efficiency of operations and, ulti-
mately, the productivity of newbusinessmodels, services and
products that will have tremendous economic impact relative
to other industrial revolutions (Bauer et al. 2014). Heng et al.
(2014) studied Germany’s Industry position and capabilities
for dijital transformation. It is estimated that the initiative by
Germany for constructing Industry 4.0 will contribute up to
e 78 billion to German GDP by 2025 (Lichtblau et al. 2016).
This indicates the importance of this philosophy in industrial
life of the nations. Figure 5 shows the basic components of
Industry 4.0 systems as introduced.

From a different perspective, Sangmahachai (2015)
defines the framework as given in Fig. 6, focusing the atten-
tion on Cyber Physical Systems and the internet of things
as well as virtualization, modularity and real-time operation
and interoperability of the services. Some of the research
including Riedl et al. (2014), Rosas et al. (2017), Schuh et al.
(2014b) and Schweer and Sahl (2017) studied Industry 4.0
components and focused especially on CPS and IoT sys-
tem capabilities. Ong et al. (2008) used Augmented reality
applications in manufacturing and their survey analyzed per-
formance for Industry 4.0.

Industry 4.0 also aims to generate smart factories. Figure 7
depicts Industry 4.0 components including smart factories in
a secure cloud environment. Feeding smart machines with
smart material may lead to the generation of smart products.
Cyber physical systems are to utilize M2M communication
and utilizing application platform. More than one company
could be generated and maintained in one secure cloud net-
work.

Similarly, a lot of researcher studied this concept from
various aspects. To mention some; Qin et al. (2016) prepared
a fundamental framework for Industry 4.0 system. They ana-
lyzed Industry 4.0 process in four layers; factory, business,
products and customers. Adeyeri et al. (2015) presented an
overview Industry 4.0 focusing the attention on agent based
systems. Filippi and Barattin (2012) classified activities in
Industry 4.0 aiming to support respective transition. They
intended to provide a road map for the companies to get
ready for the future. Sogoti (2014) prepared a report for
Machine to Machine communication in Industry 4.0 based
manufacturing environments. They explain the importance
of machine communication through realizing the unavoid-
able progress along this line. With the similar idea in mind,
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Fig. 5 Basic components of Industry 4.0. Reproduced with permission from Lichtblau et al. (2016)

Fig. 6 Industry 4.0 framework as depicted by Sangmahachai (2015)

Lee et al. (2015a) proposed a model for CPS within Industry
4.0 factory.

A unified 5-level architecture is proposed as a guideline
for implementation of CPSs. Pan and Kraft (2015) analyzed
the data for Industry 4.0 eco-park. They concentrated on
importance of analyzing the data and the way to handle big
data is elaborated. Analyzing data for Industry 4.0 has also
attracted some other researchers. For example, Tuncel and
Polat (2016) analyzed the data for 250 firms with differ-
ent scales and they identified basic Industry 4.0 components
as listed above. Tekez and Tasdeviren (2016) proposed a

model that assesses leanness out of four perspectives, three
level structures of leanness criterion and twenty-eight main
criteria are recommended for achieving this. Schouh et al.
(2015) introduced an empirical investigation and evaluation
of particular influence in production systems. They presented
effect of influence in an authentic production setting. Cost-
qualification and production relationship was investigated.

Some of the studies such as Schumacher et al. (2016), Lee
et al. (2015b) created and used several scenarios for problem
oriented learning of future production systems addressing
the importance of learning systems within Industry 4.0 like
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Fig. 7 Industry 4.0 smart factory pipeline—cloud based secure network. Reproduced with permission from GTAI (2017)

manufacturing environments. Unlike the others, Ruivo et al.
(2012) used value chain approach for Industry 4.0 features.
They studied measuring of ERP performance, this is also
important for Industry 4.0 concept. Zezulka et al. (2016),
presented introduce specialists from industry into the impor-
tant phenomenon of the recent technology and applications
of Industry 4.0. Vogel-Heuser et al. (2016) studied Industry
4.0 andCyber Physical Production Systems, and investigated
applicability of the concepts of self-configuration.

More generally, Liao et al. (2017) prepared Industry 4.0
literature review for past and future analysis. Zhou et al.
(2015), Zhang et al. (2014), Zailani et al. (2017), Thuemm-
ler and Bai (2017), Vogel-Heuser and Hess (2016), Ji et al.
(2014), Jing et al. (2014), Leppelt et al. (2013), Li et al.
(2011), Lian-yue (2012), Lin et al. (2017c), Liu et al. (2017b),
Longo et al. (2017), Ong et al. (2008), Paelke (2014),
Palanisamy (2008), Pisching et al. (2015) studied Industry
4.0 performance and future concepts. Their concepts are dif-
ferent from each other but all papers have future points of
Industry 4.0 concept. Gaikwad et al. (2015) presents not only
the problems and challenges come in IoT and Smart homes
system using IoT but also some solutions that would help to
overcome on some problems and challenges.

Hofmann and Rüsch (2017) studied logistics manage-
ment and Industry 4.0 interaction and status. Hossain and
Muhammad (2016) prepared a model framework for health
monitoring in Industry 4.0 concept. Inderfurth et al. (2001)
studied remanufacturing systems in Industry 4.0 system.
Jeschke et al. (2017), Lee et al. (2014) studied industry con-
cept and models for future manufacturing systems.

In addition to thosementioned above, some related articles
can be listed as the following;

• Stock and Seliger (2016) presented a review of Industry
4.0 based on recent developments in research and practice.

• Suh and Lee (2017) studied an industry of mobile system
highlighting the importance of mobile system for digital-
ization. This study is interesting for providing information
to sustain mobility of Industry 4.0 environments.

• Bourke and Mentis (2014) introduced an assessment
framework is introduced to support teachers to appreciate
the functionality of an integrated assessment approach to
document student learning and outcomes. Their education
model used Industry 4.0 components.

• Unity Consultancy and Innovation presented a report for
system engineering features of Industry 4.0 taking the
attention of the research community to especially on
design principles (UNITY 2015).

• Rosendahl et al. (2016) used value network in legacy sys-
tem. They introduced several approaches for focusing on
the design of a completely new component structure for
Industry 4.0.

• Some of the research such as ICV (2016) concentrated
on future industry systems focusing the attention on the
transition to Industry 4.0.

• Kagermann et al. (2011) researched new trends focusing
the attention towards emerging Industry 4.0.

• Adeyeri et al. (2015) prepared a model for new industry
age aiming to quite the manufacturing industry towards
the future. Like this, Mckinsey (2016) found important
points for new industry age highlighting the transformation
roadmaps. Not somuch different, Klaus (2016) prepared a
report introducing Industry 4.0 components. They showed
their new projects for the new industry age pointing out
digitalization and machine prone manufacturing word.
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• Thames and Schaefer (2016) described a basic software-
defined cloud manufacturing architecture based on lever-
aging abstraction between manufacturing hardware.

• Accenture (2016) published a report about Industry 4.0
revolution. Their report provided a maturity model taking
their processes into account.

• Brettel et al. (2016) studied production flexibility andman-
ufacturing strategy. They allocated the literature stream
of production and manufacturing flexibility in the frame-
work of Industry 4.0. Lin et al. (2016a, b) proposed a
simple approach for the transition of medium-sized fac-
tories towards Industry 4.0.

• Cheng et al. (2016) pointed out new techniques for efficient
and effective manufacturing systems.

• Peres et al. (2016) generated a new data exchange format
for the Industry 4.0 manufacturing environments. They
managed to generate a format for better performance on
systems.

• Zarte and Pechmann (2016) proposed a methodology to
use IT technology for shop floor for the sake of digitization
of industries.

• Sun (2012) intended to highlight application of RFID tech-
nology for Industry 4.0 and IOT systems. His research also
included international logistics expectations of new indus-
try age.

Moreover, some researcher such as Schumacher et al.
(2016), Xinga et al. (2009) and Lichtblau et al. (2016) take
the attention to the maturity level of Industry 4.0 implemen-
tations. They developed and used so called maturity models.
Their models measured the performance of the manufac-
turing industry with respect to Industry 4.0 principles and
features. Additionally,

• Matutinovic et al. (2016), introduced endogenous and
exogenous variables that provide negative feedbacks to
material growth and push the economic system into the
mature stage of development.

• PNC (2016) presented a report for maturity model and
respective features in Industry 4.0.

On the other hand, Hecklau et al. (2015) prepared a
human resourcemodel and a strategic approach for employee
qualifications described in this context. A comprehensive
descriptive model was developed by Albert et al. (2016)
to represent the relevant systems as well as their inter-
faces within digitizedmanufacturing environment. They also
developed the model to be descriptive enough by pointing
out other documents explaining the system objectives. Sipsas
et al. (2016), presented an Industry 4.0 system that provides
decision support for operators and maintenance personnel,
wheremaintenance immediate response (preditictivemainte-
nance) is taken as the prime importance. They also proposed

several quality layers within their models to generate a sus-
tainable maintenance system. The research along this line
produced some other interesting studies such as;

• Weyer et al. (2015) proposed a procedure to standardize
Industry 4.0 systems.

• Ivanov et al. (2015) developed an algorithm for Industry
4.0 factory for creating an effective management.

• Shafiq et al. (2015) facilitated in real time critical, creative,
and effective decision-making system for virtual engineer-
ing factories.

Some of the research like the one carried out by Reuter
(2016) pointed out a general Industry 4.0 framework for a
specific company. Along this line, Intel published a report
about IOT in new industry age (Intel IOT Report 2016).
This report also introduced new intel projects within the
framework of Industry 4.0. Song and Niu (2017) prepared
some strategic plans aiming to support great chances for
the recovery of coal industry. Chi et al. (2011) studied
machine communications and Human to human characteris-
tics. They used simulation for optimize service performance.
Tsai et al. (2016) investigated two different big data prob-
lems for Industry 4.0, distributed procedure based on the data
parallelism andMapReduce based procedure under the cloud
computing platform. Theorin et al. (2016) investigated future
manufacturing systems and a so-calledLine InformationSys-
tem Architecture (LISA) highlighting specific framework of
Industry 4.0. Shafiq et al. (2015) enhanced manufacturing
systems with predicting capabilities, facilitating decision-
making in engineering processes knowledge handling. Shah
(2016), Sun et al. (2015), Shrouf and Miragliotta (2015),
Song et al. (2017) studied internet of things technology for
applications and production performance. Spath et al. (2013)
and Sundmaeker et al. (2010) studied Iot and challenges
in terms of architecture, connectivity, efficiency, security
and provision of services among many others. Vachon and
Klassen (2008) and Vandaie (2008) studied ERP perfor-
mance, role of organizational knowledge, manufacturing
performance in Industry 4.0 revolution.

Some of the researcher pointed out the importance of
intelligent systems in designing Industry 4.0 systems. Lee
and Lapira (2014) showed new methods for Industry 4.0.
They emphasized the use of artificial intelligence formanage-
ment systems along this line. Yusof et al. (2013) and Tavana
et al. (2013) analyzed business intelligence of systems for
generating better smart factories. Wang et al. (2015b) pre-
sented their simulation results to assess the effectiveness of
the proposed negotiation mechanism and deadlock preven-
tion strategies. They implemented multi agent systems for
feedback generation. They observed performance of some
parameters significantly effecting the performance of the sys-
tem. Similarly,
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• Fallera andFeldmüllera (2015) proposed a learning factory
model for SMEs.

• Jeng et al. (2016) designed fabrication of a temperature
diagnosis system for intelligent rotation.

• Ramezani and Jassbi (2017) used a Hybrid Expert Deci-
sionSupport System (EDSS)model,NeuralNetwork (NN)
Expert System (ES) for detecting unnatural processes and
to estimate the corresponding parameters. They imple-
mented their model in Plaster producing company.

• Jiao et al. (2015) studied group decision making and
heuristic-nonlinear-aggregation for generating well per-
forming decision making system.

Not only the industry paid attention to Industry 4.0, there
has been some studies outlining the national initiatives.
Although there have been similar activities all around the
world, some of them are particularly devoted to the concept
of Industry 4.0. For example,

• Zhang (2016) introduced Industry 4.0 projects carried out
in China.

• Turkish Industry and Business Association, published an
introductory report on Industry 4.0 and provided a road
map for Turkish industry (TUSIAD 2016).

• German Ministry of Education (2016) prepared a report
for Industry 4.0 recommendations. They showed new tech-
nologies for future schools.

• Bently (2016) prepared a report for Oracle Company. This
report includes UK Manufacturer Industry 4.0 readiness
report. Internet of Things for UK education system is also
elaborated as given in UK Government Office (2016).

Industry 4.0 is not only discussed and reviewed within
the scope of manufacturing. There has been some research
out of this scope as well. For example, Lom et al. (2016)
proposed the conjunction of the Smart City Initiative and the
concept of Industry 4.0 in this respect. Rennunga et al. (2016)
generated a framework for service industry and examined
the relevance of services for the future project. Pfohl and
Yahsi (2016) investigated the relationship between Supply
Chain Management (SCM) and Industry 4.0. They also tried
to conceptualize new concept of SCM 4.0.

This reviewwould not be complete if the studies on Indus-
try 4.0 and respective education systems are not mentioned.
Baygin et al. (2016) highlighted the importance of Industry
4.0 components for education and proposed a methodology
for getting benefit along this line. Similarly,

• Richert et al. (2016) prepared empirical studies for new
education systems and technologies.

• Miškuf andZolotová (2016) used deep learning for design-
ing new education system.

• Giasiranis and Sofos (2016) prepared a road map for edu-
cational transformation. Their education plan included
imbedding new technologies in the scope of the curricu-
lum.

• UK Government Office (2016) described Internet of
Things (IoT) systems for education system. They intended
to highlight the impact of Industry 4.0 on education and
showed the utilization of especially IoT in designing the
education systems.

As some of those listed above, there is a huge amount of
studies going on all around the world about Industry 4.0 and
related topics. The literature mentioned above is considered
to be enough for outlining the respective studies of Industry
4.0. However, the review of the studies carried out on spe-
cific component of Industry 4.0 as well. Some of those are
mentioned below.

A set of goals to achieve Industry 4.0

Although there have been some studies for generating a clear
road map for those industries wishing to implement digital
transformation, some hint and directions are provided by the
literature. For example, Drath and Horch (2014) described a
basis for achieving the Industry 4.0 by outlining eight plan-
ning goals. They are;

• Standardization of systems and creation of a reference
architecture Many standards have to be developed so that
a network between different factories and companies can
be interconnected and integrated (Dudek et al. 2015).

• Performing efficient management The future plants will
have larger and complex systems that need to be man-
aged efficiently. Appropriate plans should be made and an
explanatory model should be developed to optimize man-
agement (Oesterreich and Teuteberg 2016).

• Establishing a comprehensive and reliable industrial
broadband infrastructure Industry 4.0 imposes stringent
criteria in communication networks for the sake of being
reliable, comprehensive, and high-quality (Hermann et al.
2016).

• Setting a safe and secure environment out Care should
be taken to ensure that the production facilities and the
products themselves do not pose a threat to humans and
the environment and should prevent unauthorized access
or misuse of the products (Intel IOT Report 2016).

• Organizing and designing the work Industry 4.0 is all
about making more demands on production management
to achieve content, processes and environmental changes,
humanitarian, automation, green production and manage-
ment (Ivanov et al. 2015).

• Personnel training Businesses have an obligation to edu-
cate their employees. Lifelong learning and ongoing
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professional development programs are needed to help
workers cope with new demands of work as well as base-
line skills (Kagermann 2014).

• Creating an organizational framework The new innova-
tions bring new challenges such as organizational data,
responsibility, personal data and trade restrictions. There
are requirements for standards, model contracts, agree-
ments, supervision and other appropriate control measures
(Kagermann et al. 2011).

• Increasing the efficiency of resource utilization The use
of new materials, new processes, new technologies, and
other measures may improve resource utilization effi-
ciency while reducing and balancing resource use caused
by environmental pollution and imbalance (Kagermann
et al. 2013).

Additionally,

• Self -behavior Industry 4.0 should aim to generate self-
behaving systems where minimum human interaction is
possible (Oztemel and Tekez 2009a).

• Product and Process interaction Equipping the products
andmachines and enriching themwith autonomy behavior
generate a well operating product and process interaction.

• Big data analysis Having the capability to handle big
amount of data and performing well defined analysis to
be able to run the overall system aligned with the manu-
facturing goals.

• Adaptability and flexibilityPerforming analysis on big data
enrich the systems interoperability as well as responsive-
ness to the changes.

Industry 4.0 components with respective literature

The flowing chapters of the paper is providing the informa-
tion on the basic components of Industry 4.0 together with
the respective literature. First, a basic introduction of Indus-
try 4.0 is provided and respective studies are highlighted.

Cyber physical systems (CPS)

Cyber Physical Systems (CPS) is the integration of comput-
ing and physical processes which are essential components
of Industry 4.0 implementations. They integrate imaging and
control functionalities into the relevant systems. The impor-
tant feature of these systems is to respond any feedback
generated. They allow instantly control and check of pro-
cess feedbacks for the sake of generating expected outputs.
Bergera et al. (2016) introduced general definition of cyber-
physical sensor systems. Special types of embedded systems,
based on powerful software systems, enable the integra-
tion in digital networks and create completely new system
functionalities as part of the cyberspace. This implies that

cyber-physical systems enable completely new system func-
tions and applications such as condition-based maintenance.

Generally speaking, a typical CPS may perform the fol-
lowing functions in manufacturing.

• Process monitoring.
• Being applicable in different domain contributing to gen-
erate a large scale system.

• Integrating different disciplines in different domains.
• Handling an effective dependability.
• Substantial user interaction.
• Alive performance monitoring.
• Real time configuration, deployment and decommission-
ing.

• Self-behaving and decision making.
• Distributed an interconnected communication.

The development of a CPS is characterized by three
phases. First-generation CPS includes identification tech-
nologies such as RFID tags that allow unique identification.
Storage and analysis should be provided as a central service.
Second-generation CPS is equipped with some sensors and
actuatorswith a limited number of functions. In the third gen-
eration CPS, in addition to setting up the equipment the data
is stored and analyzed. The CPS is equipped with multiple
sensors and actuators and is designed to be network com-
patible (Bauernhansl 2014). CPSs have some functionalities
such as easier access to information, preventivemaintenance,
predefined decision making and optimization routines. It is
reported that, a CPS may effect consumption awareness and
increase consciousness. Laboratories can be remotely used.
Increased dissemination and social financing for innovation
is to be enriched with those (Jianjuna et al. 2016). On the
other hand, the CPS have some security problems in such
a way that the increasing utilization will clearly provide
increasing risks. It was highlighted that CPS equipment also
brings disruptive societal changes due to intelligent assis-
tive pr autonomous surrounding may create mental diseases.
This may create some prejudice for adopting new technology
and may limit the acceptance and usage Mucci et al. (2016).
Persson and Håkansson (2015) prepared a communication
protocol for cyber-physical systems forwireless technologies
and cloud system information exchange between objects.

Cyber Physical Systems consist of two important ele-
ments;

• A network of objects and systems communicating with
each other over the internet with a designated address and,

• A virtual environment that is created by computer simula-
tion of objects and behaviors in the real world.

With these, Cyber-Physical Systems promises tomean the
creation of solutions that we could not even imagine today,
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the improvement of resource utilization, and the improve-
ment of productivity.

There has been numerous studies on generating and utiliz-
ingCPSmostlywithin the framework of Industry 4.0.Mikusz
(2014) presented an interesting study on conceptualization
of the industrial software-product-service and theoretical
considerations on the concept of industrial product-service
systems and substantiated by suggested future research direc-
tions.Mucci et al. (2016) concerned on the adaptation of CPS
in terms of their performance, flexibility, and reliability. They
also provided a systematic literature review by searching four
major scientific data bases, resulting in 1103 candidate stud-
ies and eventually retaining 42 primary studies including for
data collection. The review process is carried out by looking
at the various aspects of the focus of the studies appeared on
the relevant publications.

Bagheri et al. (2015) used an adaptive clustering method
as an advanced analytical method for interconnected sys-
tems in Industry 4.0 production concept. Angeles (2005)
used RFID (Radio-frequency identification) technology for
supply chain management. They studied RFID effect in
Industry 4.0. Baheti and Gill (2011) used CPS for control-
ling systems. This study is important for Industry 4.0 control
approach. Erol et al. (2016) and Foehr et al. (2017) presented
a methodology for Cyber-Physical Automation System and
all components Architecture for Industry 4.0 concept. Some
of the research presented results for Industry 4.0 components
and supply chain management and performance in Industry
4.0 (see for example, Foerstl et al. 2015; Gunasekaran and
Kobu 2007; Lim et al. 2017; Linton et al. 2007; Machowiak
2012; Madani and Rasti-Barzoki 2017; Ou et al. 2010; Pag-
ell and Shevchenko 2014; Pokharel and Mutha 2009; Song
et al. 2017; Prajogo et al. 2012, 2015; Riel and Flatscher
2017; Sedera and Gable 2010; Shaikh et al. 2017; Testa
and Iraldo 2010; Viswanadham 2002; Vlacheas et al. 2013).
Gaikwad et al. (2015) used survey method for understand-
ing IoT and CPS effects. Gelbmann and Hammerl (2015)
suggested innovative business models for devising sustain-
able product-service. Gorecky et al. (2014) studied machine
interactions and Industry 4.0 era. Kim et al. (2013) used par-
allel scheduling for CPS system and analyzed a self-driving
car and used cyber-physical systems architecture for Indus-
try 4.0-based manufacturing systems. Hassanalieragh et al.
(2015) used CPS and Iot for health systems monitoring pro-
cess (Ângelo et al. 2017).Acomprehensive reviewof existing
literature about compounding of medicines is provided and
six digital services identified: Supply management, Product
traceability, Quality management, Order management, Dig-
ital assistant, and Product experience.

Some research concentrated on philosophical understand-
ing and meaning of CPS and describing various the features
of CPS (see for example, Hartunga et al. 2015). In another
study, Industry 4.0 and cyber-physical production systems on

the technology side are determined, and several approaches
for learning factories are proposed by Seitza and Nyhuis
(2015). Greenyera et al. (2016) presented an approach for the
distributed execution of such specifications (embedded con-
trol systems: development steps, specification languages, and
analysis tools) based on naive and inefficient broadcasting.

Setting CPS equipment is an important issue in design-
ing Industry 4.0 environments. Zhang et al. (2010b) used
RFID in real time manufacturing information for tracking
infrastructure (RTMITI) to address the real-time commu-
nication of manufacturing data. They also used RFID for
work in process inventory and cost reduction. They pro-
vided a case study when developing the proposed framework
and explain corresponding methodologies. Using hetero-
gonous physical devices for communication, computation,
sensing, and actuatingmanufacturing equipment is examined
and some recommendations are generated (Klimeš 2014).
A priority-assignment policy that lowers the system opera-
tion cost in terms of efficiency of CPSs are proposed (Lee
and Shin 2017). Kolberg et al. (2016) showed a framework
named cyprof for designing the CPS. This framework aimed
to reduce engineering efforts for CPS projects. Smirnova
et al. (2015) managed to interlink the appropriate smart
room devices which are able to interact in cyber space
while physical devices interacting in physical space. Hert-
erich et al. (2015) connected equipment paves and provided
an additional opportunity for the service business among the
lifecycle and pivots of traditional maintenance, repair and
overhaul (MRO) services.

Most of the time, simulation technology is utilized in
setting up Industry 4.0 with respect to employing CPSs.
To mention some of those studies, Sacala and Moisescu
(2015) facilitated the integration of real world simulation
with virtual environment simulation. Core data requirements
and the “network of networks” that serves as the underly-
ing simulation structure for utilizing the CPS are described
by Perkinsa and Mullera (2015). Wua et al. (2015) com-
pared simulation results against historical performance data
for cyber-physical systems, building information modeling,
wireless sensor networks. They explained working mecha-
nism and implementation’s feasibility of this concepts. Cane-
doa and Richterb (2014) designed a space exploration model
using multi-disciplinary simulations capable of performing
detailed multi-domain design space exploration of realistic
automotive architectures. Galaske and Anderl (2016) pre-
pared a simulation for each disruption event and finding the
best possible strategy for decisionmaking on production pro-
cess.Matena et al. (2016) performed a set of simulation of the
robot communication systems utilizing CPS and described
robot communication via dynamic collaboration group. They
showed that their simulation enabled fast prototyping and
easily implemented autonomous components.

123



Journal of Intelligent Manufacturing

Generating a framework and architecture definition took
the attention in research community. For example, Lee et al.
(2015a) discussed a systematic architecture for applyingCPS
in a manufacturing system called 5C (Configure, Cogniton,
Cyber, Conversion,Connection). Similarly,AlamandSaddik
(2015) described the key properties of the CPS and prepared
composition of fuzzy rule base with the Bayes network that
further enables the system with reconfiguration capability.

CPSs should deal with big data and make decisions
without delaying respective manufacturing processes. Being
aware of this, Spezzano and Vinci (2015) proposed to use
a density-based data stream clustering algorithm, built on
the flocking model, for the monitoring of big data. With
the similar idea in mind, Rago (2015) prepared a model so
called “Hierarchical Formal Concept Analysis” (HFCA) for
data analysis and use of contextual objects and attributes
structured in specific contexts in utilizing CPSs. Schuh
et al. (2014a) showed the utilization of data interpretation
algorithms and an electronic tool book for data storage
and management. Petnga and Austin (2013) showed mostly
appropriateCPS for safety and performance dependent appli-
cations. This can support the idea of generating correct
responses to feedback and machine based queries.

When setting up CPSs, information security is considered
to be another area of research. The behavior of a septic a
middleware technology and its cost for handling the interac-
tion of distributed nodes are analyzed by Vallsa et al. (2017).
This study is important in order to set up a secure infor-
mation and data exchange in manufacturing suits. Similarly
Ning and Liu (2012) concentrated on migrating to a secure
CPS. They explained that the migration maintenance strat-
egy makes migration load tradeoff and components to be
migrated and replaced within the deadline time.

Gawanda and Roya (2015) used a geometric method to
detect anomaly in a control systembehavior. They introduced
a methodology to prevent cyber-attacks to some extent. With
this context, Dagli (2016) took the attention to the security
of the systems and defined a model which is based on how
the current challenges related to cyber security. Similarly,
Wardell et al. (2016) presented a method that reveals cyber
security vulnerabilities in Identification Code Service (ICS)
through the formal modeling. Friedberg et al. (2016) showed
the dependencies between cyber security vulnerabilities and
system safety. They investigated systems theoretic process
analysis (STPA) and defended the benefits of their approach.
Vincent et al. (2015) researched cyber-attacks and prepared a
process design for real-time attack detections in quality con-
trol systems. This cyber-attack detection is also important
for Industry 4.0 systems. Jones et al. (2016) used the term
Information Environment (IE) and The U.S. Department of
Defense (DoD) for the information environment is the aggre-
gate of systems aiming to assure the secure communication.

When discussing the CPSs, it should be necessary to
consider their effect on robotics systems and robot suits in
manufacturing. Along this line, Michniewicza and Reinharta
(2016) defined a robot cell during the design phase of the
product with a CAD program. Their set up are based on
utilizing CPSs for better communication and information
exchange between robots.

Generating intelligent and smart equipment for self-
behaving manufacturing systems was also elaborated in
the literature. Although generating intelligent behavior such
as the one provide by Cheng-Yu et al. (2010) was at
the top agenda item of the research community, recently
CPSs become at the heart of those studies. For exam-
ple, Jatzkowskia and Kleinjohanna (2016) proposed a robot
cell with real time self-reconfiguration capability fostering
effective communication within Cyber-Physical Systems.
By looking from a bigger picture point of view, Monostori
(2014) underlined that there are significant roots in CPS. He
presented some important concepts such as intelligent manu-
facturing systems (IMS), Biological manufacturing systems
(BMS), Reconfigurable manufacturing systems (RMS), Dig-
ital factories (DF), Production network and Holonic man-
ufacturing systems (HMS). Note that these paradigms are
important for assuring the performance of CPS through
implementation. Grzenda et al. (2012) used imputation algo-
rithm which is based on a genetic algorithm and aims to
improve prediction accuracy.A bag ofmultilayer perceptions
is also used to model the impact of deep drilling settings
on borehole roughness. Lei et al. (2013) defined of how
cyber-physical systems can be used to automatically provide
suitable services in a smart learning environment.

Like those mentioned above, some papers were deal-
ing with product design. Jeang (2015a) generated a product
design model which allows the designer to perform capa-
bility analysis. Brandmeier et al. (2016) provided a model
product designprocess through implementing cyber-physical
systems within production facilities.

CPSs are also studied in terms of generating efficient and
effective specific functionalities. For example, the applica-
tion of new technologies in computing and communication
in the cyber-physical systems of traffic control is elaborated
(Jianjuna et al. 2016) discussed.Haquea andAziz (2013) pro-
posed a false alarm detection architecture in designing CPS
for healthcare applications. Jäckel et al. (2016) introduced a
set of parameters as well as the influence of varying bound-
ary conditions on joining the result for self-pierce riveting
using CPSs. Schuhmacher and Hummel (2016) generated an
arising complexity to plan, control and monitor changeable
work and logistic systems. They recommended decentral-
ized control by utilizing CPSs. Similar to other components
of Industry 4.0, some research is devoted to human resource
requirements. For example, Dworschak and Zaiser (2014)
found links between technology forecasting and early iden-
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tification of skill needs in developing CPS. Some of the other
studies worth to mention can be listed below.

• Müller (2016) prepared a reference model for clustering
information and its methodology is implemented by tools
of the digital factory which relate to modules of CPS.

• Beckera and Sterna (2016) provided a list of current and
future tasks that can be carried out by CPSs instead of
human being.

• The resolution of wireless sensor navigation is also studied
and it was shown that it is possible to set up a wireless
sensor navigation of less than 0.67 m for smart factory
(Wan et al. 2011).

• Zhang and Jiao (2009) used demonstrated how these net
definitions (colored Petri nets, object-oriented Petri nets,
changeablePetri net structures, andnet nesting) are applied
to the specification of production process variants at dif-
ferent levels.

Last but not least, assessment of CPS implementation was
also on the agenda of the research. Nguyen et al. (2017)
provided an assessment model of the state of the art in
model based security engineering for designing CPS. Along
this line, Du et al. (2015) also performed an assessment
study, using Lagrange multipliers and gradient method for
respective evaluation. These studies clearly indicate that it
is possible to establish manufacturing environments based
on well suited CPS equipment. Ermilova and Afsarmanesh
(2007) studied and prepared a model for software that
supports variety of VBE (Visual Basic add-in model) func-
tionality. They claimed that the models will make it easy
to design an adaptable, replicable and sustainable Profile
and Competency Management System (PCMS). This study
provides information which could be important for virtual
organization and profile modeling.

Cloud systems

The term “cloud” is used for applications such as remote
services, color management and performance benchmark-
ing applications. It has taken the remarkable attention of
information technology community and its role in other
business areas will continue to grow. Along with the con-
tinuous technological improvements, the machinery, data
management and functionality will continue to shift from
traditional approaches to cloud-based solutions. The cloud
allows the delivery of much faster than standalone systems,
quick updates, up to date performance models and other
delivery options. The industry has seen a major change in
using cloud solutions and this will continue to grow and pose
a high challenge to other means of data storing. Cloud tech-
nology is the simplest online storage service that provides
operational convenience with web-based applications that do

not require any installation (Nuñez et al. 2017). Note that, the
system of storing all applications, programs and data in a vir-
tual server is called cloud computing. It facilitates operation
by ensuring that customers and employees reach the same
data at the same time. Cloud Systems reduces costs, elimi-
nates infrastructure complexity, extends work area, protects
data, and provides access to information at any time. There
are four types of system mainly (Li et al. 2017).;

• Public Cloud.
• Private Cloud.
• Hybrid Cloud (combination of public and private cloud)
and,

• Community Cloud (this refers to the co-operation of any
service on the cloud with a few companies).

The cloud systems are good source of solution to han-
dle the Big Data (large data). Note that the big data can
be structured or unstructured. Since traditional computers
may not be capable of handling big data, it would be much
easier and more efficient to perform the respective analy-
sis with the cloud system. Data analysis and cloud system
should therefore be unavoidable components within Indus-
try 4.0. The integration of cloud-connected robots into real
life and respective effect is quite extensive. For example,
high efficiency of small companies will use cloud-connected
robots in manufacturing plants. The production speed and
quality will increase not only the big companies but also the
small companies will benefit from the passage to the 4th
Industrial Revolution. Taking the above explanations into
account, there has been some research along with utiliz-
ing cloud systems in Industry 4.0 environments. Some of
them are reviewed below. There have been some studies
along this line. For example, Bellini et al. (2017) generated
a Cloud Project in the cloud facility of a national cloud ser-
vice provider within the scope of data in Industry 4.0. They
proposed a knowledge processing engine capable of running
on cloud and handling big data. The system they suggest can
generate knowledge out of data and process that for the sake
of generating better manufacturing environment which also
complies with industry 4.0 standards. Sharma et al. (2016)
prepared a taxonomy and literature review for cloud systems.
Chen (2018) studied an intelligent cloud system to support
manufacturing activities. The methodology provided can be
used to facilitate industry 4.0 implementations.

Since, the cloud system is an indispensable component
for the new industry era, any work on this subject directly
contributes to the structure of the Industry 4.0. This topic
is considered to be important especially when data manage-
ment and analysis is the main focus of operational systems.
An example of such a system is elaborated in Kba (2015).
This can be handled more effectively under cloud imple-
mentations. That is, therefore, one of the main reason for the
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cloud systems to attract the researcher of Industry 4.0. Chang
et al. (2016) analyzed big data on the cloud for sustaining
better access and they studied data infrastructure of cloud sys-
tems for assuring perform effective data manipulation. The
methodology proposed is also beneficial in designing data
analysis and interpretation systems of Industry 4.0 imple-
mentations. Some researcher such asHigashinoa et al. (2017)
investigated Complex Event Processing (CEP) and Stream
Processing (SP) and Big Data velocity dimension and pre-
sented a simulator for this systems in cloud technology,
Badawi et al. (2017) developed a model for utilizing col-
lected data for positive effect of the participants’ physical
activity level. They suggest that cloud system need big data
management methodologies and all components of Indus-
try 4.0 should be compatible with those described. Ding
et al. (2017b) proposed as an attractive platform for increas-
ingly diverse applications running on clouds. Li et al. (2017)
showedpreprocessing step in the future tomonitor land-cover
change. Their model is capable of operating on cloud and
detecting cloud shadows in multi-feature combined imagery.

Some research on cloud systems concentrated on cloud
structures and design related issues as well as efficiency and
effectiveness of utilization. Jararweha et al. (2017) intro-
duced a so called Software Defined Cloud (SDCloud) system
which is a novel cloud management framework that inte-
grates different software-related cloud components to handle
complexities of implementations. Carniani et al. (2016) pre-
sented an advanced authorization service based on a Usage
Control model in order to allow and monitor the software
access in cloud environments. Similarly, Chen and Chiu
(2017) presented a simulation model in their cloud project
for simulating a mobile factory.

On the other hand, Smara et al. (2017) developed a
Fail-Silent Cloud module which have the ability of Self-
Fault detection in operating the cloud systems. Amatoa
and Moscato (2017) showed orchestrations action, along
all the “aaS” layers of Cloud Architecture. This makes it
easy to integrate other components to cloud based systems.
Forti and Munteanub (2017) developed a cloud incident
management, a ‘continuous approach’ for setting and exe-
cuting reliable cloud native applications. Nuñez et al. (2017)
recommended elicited accountability metrics for relevant
empirical validation of cloud systems. They emphasized
that Cloud technology is the simplest online storage ser-
vice that provides operational convenience with web-based
applications. Tao and Gao (2017) developed a system known
as MTaaS aiming to provide an infrastructure-as-a-service
(IaaS). Anitha and Mukherjee (2017) implemented the mon-
itoring model (MaaS) in a cloud environment and justifed
the performance of their approach by experimental results
together with methods.

Furthermore, some studies on cloud systems took the
attention of the researcher on data security which is an essen-

tial requirement in sustaining Industry 4.0. Some examples of
the studies along this line can be given as the following. Singh
and Chatterjee (2017) developed a system capable of deter-
mining trustworthiness ofCloudService Providers. This is an
interesting study as it provides some information regarding
the robustness and security of information on cloud. Stergiou
et al. (2018) presented and reviewed new security techniques
in cloud databases providing hints and clear roadmaps for
the developers. Sotiriadis and Bessis (2017) developed an
inter-cloud bridge system for evaluating the performance of
inter-cloud services separately and as a whole. Wang et al.
(2017a, b) studied the possible trends of using fuzzy sets in
big data processing, problems of big data and fuzzy sets and
their integrations with other tools.

The hardware required to run cloud systems and related
issues are also subject to the research. Kozhirbayev and Sin-
nott (2017) utilized servers in efficient and scalable ways
through the exploitation of virtualization techniques. Zhang
et al. (2017) prepared a virtualisation access model running
on cloud that provides the real-time, accurate, value-added
and useful manufacturing information for optimal configura-
tion and scheduling of large-scale manufacturing. Saikrishna
and Pasumarthy (2016) managed to measure performance of
a web server running in cloud, and presented focuses on the
use of virtual resources as a management concept. Similarly,
Yang et al. (2017) built a web page to allow the users to
easily access and control the cloud virtualization and com-
pared a range of existing container-based technologies for
the Cloud. On the other hand, Michona et al. (2017) stud-
ied simulation process and its accurate predictions making
this feature a helpful means for user. Piccialli et al. (2017)
compared several design alternatives for mapping informa-
tion on social media. The system collected and analyzed
in real-time the tweets issued in an entire region. Yaseen
et al. (2017) presented a methodology so that the CPU
(computer performance) is minimized to achieve high per-
formance in running the cloud systems. Junghanns et al.
(2016) studied an architecture based on a novel secure cloud
gateway that allows client systems to store sensitive data.
And investigated the code quality and the respective per-
formance. Ojha et al. (2017) developed a model for energy
optimization and introduced the respective framework and
duty scheduling mechanisms in order to conserve energy in
the sensor-cloud framework. Deng et al. (2015) used value
model for cloud service and reflected the value between dif-
ferent participants in cloud systems. This study reflects the
value linkages among different participants. Huang et al.
(2017) proposed a methodology relationship of modular
architecture for disassembling components over the cloud
for the sake of generating environmental friendly products.

Some researchers take the attention of science commu-
nity to Mobil systems integrated with cloud. For example;
Oesterreich and Teuteberg (2016) proposed an interesting
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approach for the cost- and capacity heterogeneity of aMobile
Cloud Network infrastructure. Nawrocki and Reszelewski
(2017) took the attention on mobile cloud and recommended
a Mobile Cloud Computing environment which is said to be
a good way of constraining resource demands. They recom-
mended that applying common Cloud Computing patterns to
Mobile Cloud Computing environment is good enough for
constraining the resource demands in Industry 4.0.Risso et al.
(2016) presented a cloud-based mobile system to support
and improve homecare for respiratory diseases. Abdoa and
Demerjianb (2017) investigated mobile cloud architectures
and compare their performance against existing resource
demanding applications.Yang et al. (2017) presented amovie
recommendation system according to the scores provided the
users. They used virtual machine and different algorithms
for assessing the IOT performance.Mobile-Edge Computing
(MEC) technology is used in the public cloud which guaran-
tees the high efficiency requirements of the transmission of
the multimedia.

Naturally, performance of cloud systems was and still
is on the agenda of heavy research within the last decade.
This issue is also traced for assuring the systems running
on Industry 4.0 standards. Ding et al. (2017a) proposed an
Industry 4.0 cloud system and they managed to improve the
performance of their corresponding objectives. They showed
that the cloud system is needed for inter-machine commu-
nication, productivity, data estimation as well as system
performance. Bui et al. (2013) showed significant result in
reducing the energy consumption as well as maintaining the
system performance. This study indicated that a consumer
can provision computing capabilities automatically without
requiring human interactionwith each service provider. Zhou
et al. (2017) used Zero-configuration (Zeroconf) networking
standard. This standard provides a preferencemodel to quan-
titatively weight the storage performance imbalance when
data are distributed on different devices, and then distributes
data on storage. Yao et al. (2016) prepared algorithms under
different situations. These algorithms are used to highlight
the better performance of the proposed approach.

In addition to those mentioned above, Singh and Chat-
terjee (2017) provided on demand services over the Internet
with the help of a large amount of virtual storage. Kirthica
and Sridhar (2016) studied the international cloud systems
performance. They concluded that high Transaction Success
Rate can be achieved while keeping the Turnaround Time as
low as possible. They pointed out that this technology will
be the baseline for performing better data acquisition, remote
monitoring, personnel management, information on safety
production and similar ones. Wang et al. (2017a, b) searched
System on a Programmable Chip based cloud computing
platform. They showed that platform can make increasing
of energy efficiency. Rihab et al. (2016) presented a survey
focusing on the areas; remote brain, big data manipulation,

virtualization. They also focused cloud robot performance.
Their conclusion is remote brain, big data and virtualiza-
tion are important for cloud systems. Chen and Wu (2017)
proposed a new approach for effective cycle-time bounding
through utilising cloud technology.

Kagermannet al. (2013) found critical data are stored and a
notification is send to the physician or caregivers. Industry 4.0
will solve some of challenges of today’s world. Cloud-based
telepresence portals will be important in near future. Balina
et al. (2017) provided a solution to combine the parts of cloud
based knowledge management systems with business pro-
cess information systems. Duan (2017) presented solution to
open issues and challenges of cloud systems. He surveyed
evaluation approaches and identified possible opportunities
for future research. Kim and Jo (2015) presented a method-
ology to deal with right combination of pricing options. They
used new cloud systems algorithms for designing their under-
standing of Industry 4.0.

Machine to machine (M2M) communication

Machine to machine (M2M), refers to direct communica-
tion between devices using any channel, wired or wireless.
Machine to machine communication can include industrial
instrumentation, enabling a sensor or meter to communicate
the data it records to application software that can use it (Biral
et al. 2015). Such communication was accomplished by hav-
ing a remote network ofmachines relay information back to a
central hub for analysis, which would then be rerouted into a
system like a personal computer. M2M is the technology that
allows companies to establish especially, wireless communi-
cation between information centers andmachines. For exam-
ple, GSM connection helps sending SMS to mobile phones
when thief enters a house. Making communication technolo-
gies, cable orwireless, easy to implement and as cheap as pos-
sible has opened up the innovations for the sake of easier life.

Regarding Industry 4.0, M2M is also considered to be an
essential component. The research and development along
this line is outlined byAckermann (2013) as amaturitymodel
as given in Fig. 8. As indicated the applications are shifted
towards generating the value to the enterprises by introducing
new revenue sources as opposed to reducing operational cost.

Ackermann (2013) clearly states that M2M implementa-
tions has enabling aspects with various networked businesses
including;

• Remote Service as well as Asset InformationManagement
providing the information federation and lifecycle support.

• Connected Vehicles where relations and interactions
arises.

• Smart Vending which is retail and supply chain services
as well as related sub elements.
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Fig. 8 M2M maturity model proposed by Ackermann (2013)

Besides, under Industry 4.0 environments, M2M tech-
nology is poised to reshape various aspects of manufac-
turing especially on operational efficiency, quality control,
decision-making, relationships with customers, and transac-
tional opportunities. Access to real-time, actionable required
to establish more smart and agile organizations. This makes
the managements to better administer the resources, protect
enterprise specific assets, deploy intelligent e-business appli-
cations to widen the scope, and quickly respond to rapidly
changing environmental requirements. With the right intelli-
gence, delivered in real time and used appropriately, services
can be offered and tailored to customers in the best way
possible. M2M communication in a smart network allows
easy monitoring of resources and provide better utilization.
Operational costs can be reducedwhen pairedwith smart sys-
tems. When M2M is able to use data to automatically trigger
and carry out decisions that serve the objectives of business,
competitiveness can be positively sustained. There has been
various research on M2M. Some of them are outlined below.

Biral et al. (2015) described the main challenges raised
by the M2M vision, focusing on the problems related to
the support of massive Machine-Type Devices in current
cellular communication systems. Dener and Bostancıoğlu
(2015) collaborated in performing complicated tasks along
with exchanging information. They also studied life of sensor
nodes. They clearly stated the way to develop smart environ-
ments, smart architecture, smart grid with wireless sensors.
Meddeb et al. (2014) described its connection to the ETSI
(European Telecommunications Standards Institute)-M2M
platform and provided communication and service architec-
ture without human intervention. Not surprisingly, nearly all

of the research on M2M concentrated on communication
aspects. Gharbic et al. (2014) described OM2M (an open
source service platform for M2M) platform, which is an
implementation of the ETSI M2M standard. Alayaa et al.
(2014) enabled multiple communication protocols binding,
reuse of existing remote devices management mechanisms,
and interworkingwith existing legacydevices.Mawlawi et al.
(2014) reduced drastically the RTS collision probability and
the packet error rate in communication of M2M environ-
ments. Elmangousha et al. (2015) analyzed the effect of
traffic size in M2M transactions and propose a concept to
adapt gracefully to support heterogeneous traffic patterns.
Chi et al. (2011) presented the scenarios when Machine to
machine come into use. They also show that some technolo-
gies proved to be effective to (Human to Human), services.

Some of the research are particularly devoted to the
integration of M2M and IoT. Ranjan and Hussain (2016)
proposed a set of protocols and its associated mechanism for
terminal authentication in M2M systems in the context of
IoT. He et al. (2015) investigated possible ways of integra-
tion of M2M and IOT.

Similar to CPSs, some researchers take the attention of
the community toM2Mapplicationswith intelligent or smart
features. Thompsona andKadiyalab (2016) adoptM2Mtech-
nologies directly, retrofit existing assets, integrate multiple
technologies with anM2M smart system. They studied smart
systems and sensor combinations. Along with this line there
has been some studies in generating machine language for
assuring machine to machine communication, especially on
knowledge transfer. Oztemel and Tekez (2009b) developed
so called knowledge protocols for the robots and software
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agents to transfer knowledge from one to another. More
detailed information regarding knowledge protocols is pro-
vided in Oztemel and Tekez (2009c). Similarly, Finin et al.
(1995) presented an agent communication language called
KQML. This can still be actively used for generating knowl-
edge exchange capabilities between the machines. Some
other machine languages such as FIBA, KIF, ACL are also
introduced. Lakhmi and Nguyen (2009) provided review and
detailed information about these communication frameworks
in their book titled as “Knowledge Processing and Decision
Making in Agent-Based Systems”.

Smart factories

Smart manufacturing is a category of manufacturing aim-
ing to optimize concept generation, production, and product
transactions from traditional approaches to digitized and
autonom systems. When manufacturing can be defined as
the multi-phased process of creating a product out of raw
materials, smart manufacturing is the subset that employs
computer control and high levels of adaptability in achiev-
ing this. It aims to take advantage of advanced information
and manufacturing technologies in order to enable flexibil-
ity in physical processes to operate in a highly dynamic and
globalmarket. At a Smart Factory, the goal is to produce fully
flexible production at the highest speed requiring a compre-
hensive transformation from traditional methods to advanced
technologies. Although there will be a change to the machine
suits, the main purpose of the research community is to make
this transformation according to the “Plug and Play” prin-
ciple. Plug and Play usually refers to computer peripheral
devices, such as keyboards and mice, it can also be used to
describe internal hardware. The practical extension of plug-
and-play products, when applied to industrial automation,
has given way to the new term so called “plug-and-produce”.

Smart factories are also known as “dark factories”, “lights
out factories” or “unmanned factories”. These concepts pro-
vide little differences as outlined below. Everymachine in the
production can be brokendown into newelements in seconds.
A smart factory proposes a system integrated with little inter-
vention of human being. The human is entering into these
systems mainly in the problem-solving phases. The concept
known as dark (Lights out) or unmanned factories today is
an automation and autonomy enrichedmethodologies aswell
as equipment used in factories that actively perform the pro-
duction. The most prominent feature of dark factories is that
they do need no human power. In the dark factories, there is
not enough time to enter the plant from the raw material to
the exit from the factory. That is to say that in these factories,
production is carried out entirely with robotic systems.

By referring to smart factories as outlined above, it is
obvious that they will have the features required by the 4th
Industrial Revolution and respective processes. And these

processes, which are of great importance to our future of
production, will always have a sensitive place throughout the
whole manufacturing cycle. Germany is trying to generate
its own cyber-physical systems and leading the 4th Industrial
Revolution.

Smart factories are also related to some interesting soft-
ware methodologies such as virtual reality, augmented real-
ity, simulations and virtual prototyping. These technologies
make the users to be able to see and learn about the future of
the products in synthetic world before they are produced and
presented to themarket. Along this line, Siemens launched an
Industry 4.0 initiative starting with setting the stage for dig-
italization in production life cycle. It is reported that, under
this initiative, the virtual prototypeswill be produced in smart
factories. The products will be tested virtually at the same
time with the production runs and the design features as well
as some functionalities will be determined through purpose
based simulation runs (Klaus 2016).

Smart factories, naturally, have some common features
as depicted by Remon (2017) and as illustrated in Fig. 9.
As shown, there are four basic areas which seems to be
exposed to transformation and integrated with each other.
They are worker conditions, industrial process, environment
emissions and product storage conditions. Cloud and RFID
systems will be of great importance to this flow. In smart
factories components will be in great interaction and com-
munication over the internet system.

Similarly, there have been various studies focusing the
attention on smart factories. The following part of this section
provides a review of those.

While someof the researcher such asPuttonen et al. (2016)
spend some effort to define methodologies to facilitate web
service composition in factory automation, Kusiak (2017a)
presented an extensive review of smart manufacturing. He
particularly highlighted roots and pillars of this technology.
He provided six pillars of manufacturing which is considered
to be important in setting up smart facilities such as;

Manufacturing technology and processes

• Materials.
• Data.
• Predictive engineering.
• Sustainability.
• Research sharing and networking.

He particularly takes the attention on new emerging Tech-
nologies such as additive manufacturing, hybrid processes,
laser andnet-shapemanufacturing. Smartmaterials andprod-
ucts are also taken to the center of his analysis. He also
considers predictive models and related work as being one of
the core activities in generating smart environments. He also
clearly stated that different forms andmodes of transportation
will also be used to support the supply and distribution chains
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Fig. 9 Smart factory diagram. Reproduced with permission from Remon (2017)

of manufacturing. He thinks that a shared mode of trans-
portation is likely to be applied to move experts servicing the
manufacturing systems, as well as materials, parts and prod-
ucts. The paper also provides valuable information for future
manufacturing systemswith a particular note on how to trans-
form towards more smarter manufacturing environments.

Similarly, Scheer (2013), Scheuermann et al. (2015)
prepared a literature review for new Technologies. The
developed Agile Factory prototype transfers agile software
engineering techniques to the domain of manufacturing. It
explores the impact and feasibility of customer changes dur-
ing assembly-time using a commercially available software
framework. Park (2016) proposed the success factors which
are critical for the successful introduction of hyper-connected
smart factory.

SmartManufacturing Leadership Coalition (SMLC 2011)
published a report a about smart factory systems. The report
describes a framework for a proposed path forward for Smart
Manufacturing in 10 priority areas as well as potential appli-
cations and benefits. The report also provides a set of metrics
for possible assessments of smartness. Note that this report
also provides hints about infrastructural needs. Jayanthi et al.
(2009) showed significant differences among manufacturing

practices and competitive capabilities of the four strategic
groups mainly, manufacturing strategy, competitive, ecology
and complexity titles are investigated. The main motivation
behind this study is to provide some guidelines for the com-
panies transforming towards being a smart one. Recently,
Strozzi et al. (2017) prepared a comprehensive literature
review about Smart Factory. They particularly studied the
need of technology providers to focus in large-scale Smart
Factories.Wang et al. (2016) proposed a framework for smart
factory concept in Industry 4.0. They focused on negoti-
ation mechanism for dynamic reconfiguration and strategy
for deadlock prevention. Holm et al. (2016) provided a com-
prehensive overview of existing techniques of discussion of
various localization techniques. Taking the attention on han-
dling operator’s activities. Rashid et al. (2012) investigated
ERP-Smart factory concept and prepared road map for ERP
framework.

Kurth and Syleyer (2016) presented a methodology for
standardized automation for comprising single devices. They
studied single devices, production lines and higher automa-
tion system and business models. Deja and Siemiaatkowski
(2013) prepared a conceptual framework for generation
of machining process plans for generating optimum part
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manufacturing. İqbal et al. (2015) proposed a rule-based
system for trade-off among energy consumption, tool life,
and productivity in machining process. This may help utilize
the efficiency of intelligent manufacturing systems. Bryner
(2012) introduced future estimates about smart factories. He
pointed out that the future manufacturing systems will be
interconnected with suppliers, distributors, customers, and
business systems via information technology. He also took
the attention of the reader to smart ecosystem implying that
the smartness will be beyond automation and control of the
systems.

Having a smart factory requires distributed an intelligent
manufacturing suits. Murray (1999) analyzed intelligent sys-
tems for smart factories and scaled performance. He studied
intelligent tutoring system characterization of the design and
bottlenecks to having widespread use of tools applicable to
manufacturing environments. This study clearly indicates
artificial intelligence technologies are utilized from vari-
ous points of viewed of manufacturing such as unmanned
training in addition to planning, design, quality, control and
scheduling etc. On the other hand, Feldmann (2011) took the
attention on various systems running in a distributed environ-
ment, composing a manufacturing network. He contributed
to the manufacturing strategy process area by investigating
and suggesting a model for strategic decision on autonomy
in manufacturing networks. Meziane et al. (2014) looked at
the network of manufacturing functions in terms of embed-
ding intelligence and increasing smartness. They presented a
methodology to implement artificial intelligence techniques
in developing smart factories. They provided an extensive
review of manufacturing systems and artificial intelligence
technologies especially very popular ones such as neural net-
works, fuzzy logic, genetic algorithms, expert systems, case
based reasoning etc. together with relative manufacturing
applications. They particularly took the attention of reader
to smart or intelligent control, scheduling, design, process
control quality as well as maintenance. Similarly, Munera
et al. (2015) introduced a scalable and reusable hierarchy to
perform factory plans based on distributed services.

In addition to some communication languages and knowl-
edge protocols mentioned earlier, Wang et al. (2015a, b)
proposed an intelligent negotiation mechanism for agents to
cooperate with each other. Their simulation results showed
the effectiveness of the proposed negotiation mechanism.
They used a self-organized multi-agent system assisted with
big data based feedback and coordination systems. Informa-
tion exchange is facilitated through integrating ERP systems
with manufacturing equipment through CPSs or M2M com-
munication methods. Park (2010) investigated two factors
for the success of a hyper-connected smart factory. These
are the capability of vertical integration and the capability of
integrating product life cycle. First factor helps realize the
vertical integration of a production system (Sensor-MES-

ERP) while second factor shows the optimization of tailored
production through complete information exchange. Simi-
larly, Shariatzadeh et al. (2016) investigated approaches and
principles when integrating the digital factory, IT tools and
IoT in manufacturing in a heterogeneous IT environment in
order to ensure the data consistency. Lin et al. (2016a, b) stud-
ied 5Gmobile broadband (5G), Internet of Things (IoT), Big
Data Analytics (Big Data), Cloud Computing (Cloud) and
Software Defined Networks (SDN), measured performance
of 5G mobile broadband. This new technology is important
for Industry 4.0.

While some of the study are devoted to information
exchange and communication, some others focused on hard-
ware and respective set up. Carstensen et al. (2016) presented
a smart factory concept for autonomous mobile robots. They
aimed to let the factory hub control a group of mobile robots
using a self-organizing algorithm for different tasks. They
used robots equipped with a measurement system and con-
nected to factor monitoring and planning tools. Their intent
was to contribute to the intelligent plant by improving the
performance of robot systems.

On the other hand, some researchers took the attention
on learning factories. For example, Prinz et al. (2016) pre-
sented a variety of learning modules for the smart factory
in Industry 4.0. They also described the new job profile of
the employees working under Industry 4.0. Brennera and
Hummela (2016) used a business model called personalized
product emergence process for the learning factory in Reut-
lingen University. Liu et al. (2017a, b) investigated IOT and
Intelligent assembly system for smart factory concept. Their
goal was important value for applying the key technologies.
They studied a literature review, used featured mapping of
resource objects and prepared Dynamic self-adaptive opti-
mization model. Weiss et al. (2016) researched statistical
learning models and manufacture of microprocessors. They
found many complicating factors: (a) a temporally unstable
population (b)missingdata that is a result of sparsely sampled
measurements and (c) relatively fewavailablemeasurements.
The main idead behind this study is to experiment continu-
ous prediction of manufacturing performance throughout the
production lifecycle.

When generating a smart factory, energy management is
another crucial issue. This is elaborated and investigated in
several studies. Maansman et al. (2014) showed minimizing
energy costs while benefiting from the possibilities of local
electric storage systems. They studied energy management
and efficiencyof Industry 4.0 concept in smart factory. Shrouf
et al. (2014), they prepared a literature review on smart facto-
ries and investigated energymanagement systems of Industry
4.0. Lee et al. (2016) investigated energy management for
Industry 4.0 in smart factory. They used monitoring for con-
trolling the status of energy consumption.
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As all other components of Industry 4.0, simulation based
studies appeared for smart factories. This is quite normal
due to difficulty and cost of implementation of real systems.
Simulation also provide virtual control and observation of
systems before actual production and physical set up. Park
(2010) showed simulation concept of a scaled version of a
factory operation with virtual distributed electricity meters.
This simulation used Just in Time and Work in process
methods for smart factor. This is an essential activity in
generating smart companies. Moon et al. (2016) prepared
manuscript a simulation model and used for sewing machine
and recommended a better modeling tool for simulation of
sewing processes. Xu et al. (2011) used visual diagnostic
method formeasuring assembly line performance.They stud-
ied smart factory performance in Industry 4.0 and found out
that solution for many problems in the security management.
Shamsuzzoha et al. (2016) studied business process moni-
toring within virtual factory environment. They investigated
dashboard features state-of-the art business intelligence and
provides data visualization.

Utilizing mobile technology within smart factories also
attracted the researcher. Sangregorio et al. (2015) presented
an approach to implement a remote maintenance system
based on a mobile platform. They particularly recommended
mobile platforms for smart factory management in Indus-
try 4.0 and provided some highlights. Gao et al. (2014)
investigated 5G communication and connectivity for mobile
devices. They studied M2M-Smart factory and Industry 4.0
relations.

Furthermore, integrating various other components such
as big data, CPS, cloud, IoT, M2M, RFID etc. to gener-
ate a smart factory running under Industry 4.0 principles
were subject to the studies. It seems that research along this
line will also continue. Kusiak (2017b) proposed a model
for smart factory through utilizing big data. He implied
that this model will be the baseline for the manufacturing
of the new industrial age. MESA (2009) prepared a report
for smart factory applications. The applications are grouped
into several categories such as smart factory features, IOT
applications, M2M operations and cloud systems security.
Brioto et al. (2016) investigated Gross Domestic Product and
Cyber Physical Systems in smart factories. They studied pri-
vate cloud systems integration and performance applicable in
Industry 4.0 environments.Kokuryo et al. (2016) studied pro-
duction scheduling under IoT environment. They highlight
RFIDadvantages’ and IoT system’s opportunities and recom-
mends IoT and RFID using for smart factories. Hwang et al.
(2016) prepared a performance measure system for internet
of things and smart factory. They studied the effect of the
IoT-workability. Corcio (2016) highlighted important points
of manufacturing intelligence concluding that the cloud inte-
gration andM2Mperformance are considered to be important

components. Unlikely to these mentioned above Intel pre-
pared a road map for IOT systems in smart factory.

Domain based studies (fielded research) on smart facto-
ries should also mentioned in this review. Radziwon et al.
(2014) aimed to show the usage of adjective smarting respect
to technology and with a special emphasis on the smart fac-
tory and investigated smart factory opportunities especially
for SMEs. Mayer et al. (2016) described use cases from the
home automation and future manufacturing domains. They
suggested a service composition system for preparing high
degree of flexibility, as servicemashups can adapt to dynamic
environments. Agency (2008) studied about hospital man-
agement information systems and smart factory concept.
Their project is about future hospitals management systems.
Gjeldum et al. (2016) designed process for optimization of a
hybrid assembly line that would be scaled and adjusted for
industry use.

Augmented reality and simulation

Augmented Reality (AR) is an enhanced version of reality
where live direct or indirect views of physical real-world
environments are augmented with superimposed computer-
generated images. This technology is in the core of Industry
4.0 applications. Real operations and simulation industry
together emerged to this new technology which is of great
importance to the industrial society. These techniques pro-
vide great benefits especially in designing products and
production systems. Augmented reality is one of the cutting-
edge technologies involved in the Industry 4.0 trend particu-
larly in generating smart manufacturing functionalities. This
technology was seen just as a fancy toy until a few years
back, but which has now reached the right level of matu-
rity to be employed in a production environment. This was
one of the main motivation behind the study carried out by
Bower et al. (2014) who investigatedAR effect in society and
technology. Now, there are so many investments and pilot
projects going on out there which are speeding up the pro-
cess of refining the technology and getting companies ready
to improve their processes. This technology prevents errors
that could be seen at various manufacturing stages mostly on
product design and productivity improvements. For exam-
ple, Alkoc and Erbatur (1997) investigated simulation for
productivity improvement. Their simulation model is used
in a prototype advisory expert system which is designed to
present the results in a user-friendly.

On the other hand, this technology can be used to make
important decisions in investments. It is now obvious that
making the right decision is much more effective with sim-
ulation applications (See for example, Golparvar-Fard et al.
2009). Interestingly, Liao (2015) reported that augmented
reality can also be a remarkable tool offer for marketing and
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brand recognition.He investigated the influence ofmarketing
strategies on Augmented Reality technologies.

With this technology, graphics, sounds, and touch feed-
back are added into the natural world. It is a different concept
than virtual reality which requires inhabiting an entirely
virtual environment. It uses existing natural environment
and simply overlays virtual information on top of it. As
both virtual and real worlds harmoniously coexist, users of
augmented reality experience a new and improved manufac-
turing systems where virtual information is used as a tool
to provide assistance in Daily manufacturing functionalities.
Augmented reality clearly implies the upmost utilization of
IT technology for the benefits of manufacturing.

There have been some applications of AR mainly in the
following areas (inGlobe 2017).

• Operations such as Installation, assembly, machinery tool
change etc.

• Maintenance andRemoteAssistance at reducing execution
times, minimizing human errors and sending the relevant
performance analytics to maintenance managers.

• Training for both experienced people and new technicians
at the beginning of their learning curve.

• Quality control allowing to check whether the items pro-
duced respect or not the best manufacturing standards.

• Safety management making available the tools to manage
risk and safety of operators and equipment working in the
facilities.

• Design and visualization in providing tools that improve
design and prototyping.

• Logistics for improving the efficiency of warehouse man-
agement operations and logistics supporting operators
during indoor navigation and picking operations.

Although some papers such as a comprehensive litera-
ture review for Augmented Reality carried out by Berryman
(2012) is mentioned, this paper mainly provides some exam-
ples of research on AR within framework of Industry 4.0.

It is believed that Industry 4.0 applications will benefit
from Augmented Reality especially on just-in-time informa-
tion rendering and intuitive information navigation as studied
by Zhang et al. (2010a, b) Note that they used RFID and
Augmented Reality systems together for collecting and pro-
cessing the information. Similarly,Netland (2016), described
AR in terms of implementing in Industry 4.0 environments
and listed possible applications in the areas of operations,
maintenance, error prevention, and training. A small com-
parison of augmented and virtual realities is also provided.
Onime and Abiona (2016), prepared 3D mobile Augmented
Reality (mAR) interface and limited simulations as a replace-
ment for practical hands-on laboratories. This is an important
achievement when considering that the augmented reality
will be the part of real life manufacturing systems. Jernigan

et al. (2009) looked at AR form a different perspective and
studied that in terms of theatrical innovation. They encour-
aged to be innovative in their theater studies. They tried to
show that the new generation technologies can lead to major
changes in the performing arts.

Although there are some studies as mentioned on the
above paragraph, most of the research on AR is mainly trig-
gered by fielded applications. This is quite normal due to
the nature of systems to be augmented with simulation. To
mention some of those;

• Kim et al. (2005) prepared a simulation-based shipbuild-
ing system in shipyard manufacturing system. They called
the virtual assembly simulation system for shipbuilding
(VASSS).

• Ignaccolo (2003) prepared a simulation model for airport
capacity. This model is more effective for trafficmixes and
operational variables.

• Shi et al. (2017) investigated a robot for plastic surgery.
Augmented reality assists surgeons to realize position-
ing. Their model is important future of surgery and health
Industry 4.0.

• Ruiz et al. (2013) used augmented reality system for indoor
environments, which does not require special tagging or
intrusive landmarks.

• Wang and Chen (2009) prepared a framework for intel-
ligent agent based Augmented Reality. They used this
system for urban design.

• Issa et al. (2012) reviewed the evidence for the effective-
ness of AR applications on rehabilitation outcomes within
a physical context.

• Papadakis et al. (2013) prepared model for simulation of
the structural crashworthiness of automotive shells.

• Pandya et al. (2005) made a prototype for medical
Augmented Reality and extrapolated to current medical
robotics.

• Gay andNieuwoudt (2010) studied trade simulationmodel
for South Africa Fresh Orange Industry.

• McCullough et al. (2008) simulated crawfish production
by using a two-stage modeling approach.

• Pence (2010) used a two-dimensional barcode to connect
a cell phone or personal computer to information.

Apart from manufacturing, Augmented Reality also cre-
ates new opportunities for museums, libraries, schools,
entertainment industry etc. There is a huge amount of lit-
erature along this line. Since those are out of the scope of
this paper, just a few examples on education provided for
the interest of the reader. Herron (2016) also investigated
Augmented Reality using in education. Carrera and Asensio
(2016) used Augmented Reality in Landscape interpretation
and this study also important for teaching in the scope of
Geography in higher education.
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Data mining

Bigdata is beinggenerated continuously by everything in sur-
roundings. Every digital process and social media exchange
produce data. Systems, sensors and mobile devices trans-
mit those. Big data is arriving from multiple sources at an
alarming velocity, volume and variety. To extract meaning-
ful value from big data, there is a need for optimal processing
power, analytics capabilities as well as information manage-
ment skills. Hazen et al. (2014), reviewed eight theories that
can be used by researchers to examine and clarify the nature
of big data impact on supply chain sustainability, and presents
research questions based upon this review. Miloslavskaya
and Tolstoy (2017) studied appearance of two additional to
Big Data concepts: data lakes and fast data. However, these
terms can be used interchangeably. Siddiqa et al. (2016)
investigated feasible techniques of managing big data man-
agement. They prepared a taxonomy for big data literature
and provided an extensive introductory analysis. Similarly,
Dong (2016), Hashem et al. (2016), Guo et al. (2016) pro-
vided readers who are embracing the data-rich era with a
timely review on big data and its relevant technology. They
used different algorithms for optimization of data analysis
applicable to different types of areas and related data. Some
of the researcher such as Mokhtar and Eltoweissy (2017)
concentrated their research on system integration pointing
out the efficiency and effectiveness of data management
and decision-making procedures. Marron (2014) provided
and analysis on current discussion within and outside of the
field of statistics. He pointed out that data heterogeneity and
importance of big data for solving industry problems. Lokers
et al. (2016) prepared a framework for presenting structure
and analyze data incentive cases. Their paper included agro-
environmental domain concentrate on the issues of variety
andveracity.Geeta et al. (2015) used big data for enhance link
analysis considering website structure and web log file. This
method is considered to be very useful for data management.
Piccialli et al. (2017) this research work is to demonstrate
how a specific core technology and cloud platform with
micro-services can be designed andused for performing data-
intensive computations and implementing services in a real
case of social analytics. Shrimali et al. (2017), Wanka (2015)
and Hea et al. (2016) observed from experiment that data
redundancy can be easily obtained by ignoring/dropping data
packets for the information which is not of interest by other
participating nodes in network.

Expectedly, some researchers such as, Wamba et al.
(2017), Jannsenn et al. (2017), Wang et al. (2017a, b), Hardy
and Maurushat (2016), Onime and Abiona (2016), Sookhak
et al. (2017), Lee and Shin (2017), Alharthi et al. (2017)
indicated that big data is essential for processes and has
remarkable impact on systems. They also presented new
technologies for utilizing big data. They prepared a new

road map for companies to increase their performance. They
concluded that the implementation is not easy, due to uncer-
tainties surrounding the reliability of de-identification and
the requirements of privacy law, as well as a public service
culturewhich is yet to fully embrace the opendatamovement.
There are also some studies looking at various aspects of data
analysis with respective challenges (see for example; Xia and
Hea2016;Macabee et al. 2017). The information providedby
these studies are considered to be extremely useful for those
who are aiming to design and develop a manufacturing sys-
tem with Industry 4.0 standards. There are various hints that
will enrich the development process from different aspects.

Addo-Tenkorang and Helo (2016) prepared a literature
review for big data applications and supply chain manage-
ment systems in Industry 4.0. Anderl (2014) presented a
study on smart products. Ângelo et al. (2017) studied dig-
ital transformation for e-labeling systems. Atanasov et al.
(2015) used data annotation for internet of things in Indus-
try 4.0 concept. Fleisch et al. (2014) prepared new business
models for internet of things and data management. Simi-
larly, Hazen et al. (2016) used big data techniques for supply
chain management.

Today, many consultants take the attention to the impor-
tance of big data and claim that Data Analytics will be one of
the key skills of the twenty-first century. Most critical issue,
however, is the shortage of analytical talent that could turn the
high-volume data into useful information thatwill be used for
better decision making. The authors of this paper believe that
there will fully automated and well capable of automatic and
autonomy data analyzers sooner than later within manufac-
turing environments as it appears the need for those systems
are emerging quite fast.

Due to this fact, most of the research on big data is con-
centrated on data analysis within the framework of smart
factory or Industry 4.0. Golova and Rönnbäck (2016), Akoka
et al. (2016), Enget (2016), Martinez and Munizaga (2016),
Gupta and George (2016) introduced to the concepts of data
analytics in conjunction with big data. They studied differ-
ent techniques but all of them observed big data is a main
component for Industry 4.0. Gökalp et al. (2016) presents a
framework which offers a higher level to increase adoption
of big data techniques. They also recommend to use big data
analysis methodologies for Industry 4.0 applications. Kose-
leva and Ropaite (2017) also studied big data methods and
analysis as well as the importance of big data for Industry
4.0 especially for improving the energy efficiency.

Apart from all, there are several researches that are car-
ried out mainly on increasing the performance of the systems
through utilizing big data or performance of the Industry 4.0.
To mention some, Zhou et al. (2016a) studied big data per-
formance and better algorithms for programming of Industry
4.0 systems.Wang et al. (2017a, b) used datamining for huge
systems’ analysis. They highlighted that the Industry 4.0
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needs datamining for better performance. Zhou et al. (2016b)
worked inmany unexplored or under explored research areas.
They tried to highlight system performance through big data
utilization.

On the other hand, literature provides information about
the implementation of big data in various applications to
be carried out together with other Industry 4.0 compo-
nents. For example, Sena et al. (2016) pointed out that the
big data can nurture alliance in SMEs by creating real-
time solutions. They studied Industry 4.0 concept for small
factories and highlighted possible applications. Guo et al.
(2016) showed providing scholars in the healthcare informat-
ics. Their research include relation between service sector
and Industry 4.0. Through elaborating on the application of
Industry 4.0 emerging towards the service sector. Ming et al.
(2015) studied big data method in Chinese medicine. They
claimed that the big data is important for Industry 4.0 and
medicine technology.

Internet of things

The Internet of things (IoT) is the inter-networking of phys-
ical devices, vehicles, buildings, and other items embedded
with electronics, software, sensors, actuators, and network
connectivity that enable these objects to collect and exchange
data. It consists of four major layers: Perception Layer,
Network Layer, Support Layer and Application Layer as
described by Leloglu (2017). In 2013, Initiative on Internet
of Things (IoT-GSI) defined the IoT as “the infrastructure of
the information society.” (Intel IOT Report 2016). The IoT
allows objects to be sensed or controlled remotely across
existing network infrastructure, creating opportunities for
more direct integration of the physical world into based sys-
tems. Sasikala et.al (2017) provided an extensive review on
IoT ad respective countermeasures.

IoT and Industry 4.0 are very close and related concepts.
Since the production systemswith IoT is interconnected with
web-based systems, this generates more effective working
environments in a more optimistic way. This also impels key
standards playing an important role in the development of
new optimizations and strategies. IoT based manufacturing
systems make decisions that are quick, more optimistic and
faster than those of others. However, this depends upon the
architecture and related intelligence embedded into the sys-
tem. Note that, it is in the hands of human intelligence and
knowledge that optimally integrates both Industry 4.0 and
IoT to be integrated in the most efficient and effective ways.
Shaoshuai et al. (2011) prepared a multi-objective decision
making based evaluation model of service quality is pro-
posed. They also studied well-accepted IOT technologies,
suggesting their possible extension towards already available
cloud service. They expressed that effectiveness of Industry
4.0 based systems are affected by the quality of IoT systems.

In a recent study, Shrimali et al. (2017) optimized trade off
in name data network and studied data memory manage-
ment and data freshness. Huckle et al. (2016) investigated
secure shared economy distributed applications. This study
is important for understanding relationship between IoT and
Economy.

In recent years, there has been numerous studies appeared
on literature about IoT as well. Some of them that are
reviewed for the sake of better understanding Industry 4.0
concept.

Silva and Maló (2014) presented the business model of
outstanding facility in order to provide a generic Business
Model for IoT. Burke et al. (2013), researched Radio Fre-
quency Identification (RFID) tags, Quick Read (QR) code
labels and IoT systems. They observed customers by using
these technologies. Hubert and Chan (2015) described how
partners benefit from collaborating within the value network
by using IOT systems. Along this line; Ge et al. (2014),
Al-Fuqaha et al. (2015), Bello et al. (2017), Raza et al.
(2017), Atzori et al. (2017), Li et al. (2013), investigated,
in one way or another, the definition and system properties
of IoT with respect to Industry 4.0 implementations. In the
same manner some of the researcher such as Loseto et al.
(2016), Calderona et al. (2016), Ranjan and Hussain (2016),
Samaniego and Deters (2016), Atif et al. (2016), Lin et al.
(2017a, b), Wang and Wen (2017) presented new trends
about IOT applications. They showed IOT system’s features.
Their common ideas are quite similar to the concept of
Industry 4.0. Similarly, some of those particularly devoted
their studies towards generating a relationship with Industry
4.0 and IoT. They also discussed new trends and applications
of Industry 4.0 and IOT as well. See for examples of those
in Davali et al. (2016), Park et al. (2016).

Some of them considered cloud systems and big data
applications. Flammini and Sisinni (2012) studied Wireless
Sensor Networks and suggesting their possible extension
towards already available cloud services. Koo et al. (2015)
presents a schematic development of IoT application for Big
Data collection. Xiaoyinga and Huanyan (2011) prepared
a monitoring system by using wireless sensor network and
wireless communication system.

Accorsi et al. (2017) illustrated to showcase the potential
benefits and opportunities for more direct integration of the
physical food ecosystems into virtual computer-aided con-
trol environment. Giusto et al. (2010) describes the pervasive
presence of a variety of devices, are able to interact and coop-
erate with each other to reach common goals.

Providing intelligent communication is naturally on the
agenda of research along this line. For example, Chang et al.
(2014) discussed current IT-Converged security issues, secu-
rity policy and new security services which will lead to
successful transfer smart space which is a new paradigm of
future. Qiuping et al. (2011) and Guoa et al. (2012) defined
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intelligent identification system and analysis as well as its
working principle with IoT implementation. They used a
case study in railway logistics.Gubbi et al. (2013) presented a
CloudCentricVision forworldwide implementation of Inter-
net of Things. Iera et al. (2010) researched Iot performance
and capability. Khan et al. (2012) distinguished features and
possible future applications. Kiel et al. (2017) researched
business models for companies by effecting industrial rev-
olution. Lilis et al. (2017) assessed the opportunities along
with the criticism for IoT enabled and controllable intelligent
building against the well established, legacy automation sys-
tems in a fair and transparent.Majeed andRupasinghe (2017)
derived a conceptual framework to enhance inbound and out-
bound operations in ERP for Fashion Apparel and Footwear
Industry. Pang et al. (2012) and Guide and Van Wassenhove
(2009) used value creation for Iot and Supply ChainManage-
ment. Pang (2013) used architecture of ın ternet of things for
using health sector. Parkhi et al. (2015) researched future sup-
ply chain management and use new approaches. Rüßmann
et al. (2015) illustrated the effect of Industry 4.0 on productiv-
ity. Vermesan and Friess (2013) researched data protection
legislation and the cybersecurity strategy proposed by the
European Commission.

Some information regarding the infrastructure and phys-
ical networks related to IoT design as well as respective
performance issues are also elaborated. Moregård et al.
(2015) proposed clustering algorithm is evaluated on actual
IoT platform. They studied the importance of IOT platforms
prone to be used in Industry 4.0 set up. Lia and Yub (2011)
studied machine communication infrastructure of IOT sys-
tems. Similarly, Eslava et al. (2014)madeM2Mprotocolwith
an intensive use of Internet of things (IoT). They presented
M2M communications channel in IOT systems.

Chen and Jin (2012) investigated the performance of IoT
and some definition for Industry 4.0 system are generated
incorporating those. Apart frommeasuring the performance,
they also prepared road map for IOT implementation. The
implementation of IoT are also reported by various other
researchers such as; Kyriazisa and Varvarigoua (2013),
Negash et al. (2015), Samani et al. (2015), Nordahla and
Magnussona (2015) and Poghosyana et al. (2016) focused
their research on various business models of IOT. They
studied market analysis of IOT and focused on especially
relationship between IOT and M2M. Chelloug (2015) pre-
pared new business model for IOT and show its significant
performance. They measured performance for smart facto-
ries. Kothandaraman and Chellappan (2016) reportedmobile
device’s performance. They studied Industry 4.0 common
mobility concept

Augmented reality and IoT were also particularly dis-
cussed in some of the research activities. Alkhamisi and
Monowar (2013) used augmented reality for IOT applica-
tions. This study provides good hints in setting human–ma-

chine interactions up. Liu et al. (2014) proposed prospect
on virtual reality technology in substation design which pro-
vides a guideline for Industry 4.0 implementations. Yang and
Hirohide (2015) expressed elements in virtual world with
logical constraints using objects in real world with physical
constraints. Zheng (2015) discussed the basic characteristics
of augmented reality and introduces a mobile learning tool
operational on IoT. This tool is intended to be used formobile
learning tool utilizing both AR and IoT.

Boveta and Hennebertb (2013) and Peng et al. (2013)
focused on the energy management of IOT. They highlighted
the need for IOT systems and presented a framework for
assuring the performance and energy management in Indus-
try 4.0. Al-Ali and Aburukba (2015) prepared a conceptual
model for the smart gridwithin the Internet of Things context.
They studied Internet Protocol Version 6 as the backbone of
the smart grid communications layer.

Some research for IoT naturally concentrated on informa-
tion security. Neisse et al. (2014), prepared a security model
for IOT. Their model supported specification and efficient
evaluation of security policies to enable the protection of
user data.

As all other components fielded applications on utilizing
IoT are also reported in the literature. Some of them are listed
below.

• Verdouw et al. (2015), studied food supply chain by using
internet of things and e-commerce. They recommended to
use IoT for supply chain management and took the atten-
tion of their read to the future process of food supply.

• Liu and Tonga (2012), studied reliability of components
and Component-based migration maintenance strategy.

• Yu-fang and Jin-xing (2011) showed the theory and
framework of using the Internet of Things technology con-
structing digital mines.

• Monteiroa et al. (2014) studied and presented different
voltage and current values for controlling charging.

• Sampaio and Rosário (2012) prepared model supports the
performance of such periodic inspections and the moni-
toring of interior wall maintenance.

• Gajos et al. (2001) designed IOT system by using resource
management. This design is important for new indus-
try age. They prepared principles for building high-level
resource management tools for smart space.

This technology attracted some researcher outside man-
ufacturing as well. Santosa et al. (2014), prepared a RFID
system that is rapid and precise identification of each smart
entities, enriched with the capabilities of IoT, which enables
a ubiquitous and quick access to personal health records.
Sherbini and Krawczyk (2004) prepared a concept for IOT
systems. They studied receiving, analyzing, and reacting are
the key criteria of intelligent building. Dasgupta et al. (2016)
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configured an IOT platform and studied especially the com-
munication capability of IoT of Google. Steele and Clarke
(2013) used sensors for public health IOT system.

Unlikely to others; Kim and Suzuki (2015) diverted the
direction of research to community and studied social fea-
tures of IOT. Industry 4.0 and IOT platforms need social
analysis because they will change social life. Sah (2016),
aimed to change the way a consumer thinks about IoT and
to provide a solid ground to explain how beneficial it is.
Virkki and Chen (2013) investigated people’s ideas about
IoT and personal opinions. Bartezzaghi and Ronchi (2003)
showed internet technology’s process importance. They ana-
lyzed and understand main factors driving the adoption of
Internet based tools in customer supplier relationships.

When connecting the equipment in an internet environ-
ment, one of the main issue is the “Quality of Service (QoS)”
(Karakus and Durresi 2017) which is defined by transmis-
sion rates, error rates and other characteristics. The main
concern of QoS is the transmission continuity of information
in a network with high bandwidth. This transmission also
varies in open networks depending on the type of content. As
known, ‘QoS’ is a port priority technique and has been devel-
oped with various traffic shaping techniques such as ‘packet
prioritization’, ‘application classification’ or ‘queuing at bot-
tlenecks’. The main purpose is to provide priority delivery
services for applications that are trying to control latency and
reduce data loss in networks with sufficient bandwidth. Note
that, QoS gives network administrators control over network
resources and provides performance boost for Industry 4.0
and ensures that applications with critical relative and time
sensitivity have sufficient resources.

There have been various studies on QoS. To mention
some; Epstein and Givoni (2016) prepared a survey about
QoS and used 14 parameters and 13 active service for QoS.
Qiao (2009) studied QoS limitations, effective capacity for-
mulation and energy efficiency spectral efficiency. They
analyzed the effective capacity as a measure of the maxi-
mum throughput under statistical constraints, and analyzed
the energy efficiency of fixed-rate transmission schemes
over fading channels. Hong et al. (2017) proposed QoS-
guaranteed scheduling algorithm that considers the available
resources and traffic load of small cell which would easy
communication problems. Similarly, Tajiki et al. (2017) for-
mulated the resource reallocation problem as an optimization
problem with minimum network reconfiguration overhead
subject to QoS. Li et al. (2012) studied a QoS-differentiated
system model for sharing resource between different QoS-
constrained users in Cloud Computing system. Similarly,
Liu and Hu (2006) studied a novel QoS network control
system for real-time systems and constraints. Wille et al.
(2006) prepared a simple methodology to tackle the packet
network design problem, and projected an example of its
application to the optimization of link capacities and rout-

ing in a corporate Virtual Private Network (VPN). Wang
et al. (2018b) studied the suitability of link state to user’s
QoS requirements by Cauchy distribution model. They also
investigated a priority determination strategy based on QoS
and energy efficiency, a color management strategy and rout-
ing mechanism which consists of Internet packet routing
and Data packet routing. Lakshimi et al. (2017) studied
a new routing protocol known as clustered QoS routing
protocol (CQRP). Tripathy and Tripathy (2018) took the
attention on uncertainties and studied dynamic and fuzzy
QoS-aware service when different users follow different
fuzzy reasoning in various contexts. Ahmed and Kohno
(2017) studied Universal Mobile Telecommunications Sys-
tem (UMTS) and Wireless Body Area Networks (WBAN).
These technologies are important for the quality of services
especially over mobile networks. Hayyolalam and Kazem
(2018) focused to systematically categorize and evaluate the
current research approaches and strategies on QoS-aware
cloud service composition. Wang et al. (2018c) investigated
a service recommendation approach based on collaborative
filtering and make QoS prediction based on user mobility.
Gonzales-Comaet al. (2018) studiedMultiple Input-Multiple
Output (MIMO) Broadcast Channel (BC) region is studied
and the impact of the CSI uncertainty over the overall system
performance is evaluated. Further information about QoS is
available in the literature each concentrating on a different
aspect (see Armentia et al. 2017; Gabrel et al. 2018;Wu et al.
2018;Wang et al. 2015a, b; Albodour et al. 2015; Zhang et al.
2018; Liang and Du 2017; Hu et al. 2017; Lin et al. 2017a, b;
Fanjiang et al. 2016; Gursoy et al. 2008; Dechene and Shami
2013; Fariss et al. 2018; Wang et al. 2018a).

Enterprise resource planning (ERP) and business
intelligence

Enterprise resource planning (ERP) is a generic name given
to information systems designed to integrate and efficiently
use all the resources of an enterprise. An ERP software
is a system that assists an enterprise in bringing together
processes and data that are executed in all over the pro-
cesses from sales to accounting, from production to human
resources, from stock management to purchasing. This
makes ERP systems to provide an integrated approach to
information utilization. Data are entered the ERP system at
the beginning of the foreseeable period, and it is transformed
into information by being processed in different departments.
Figure 10 shows connection between Industry 4.0 and ERP.
As shown in the figure, big data, cloud, Manufacturing Exec-
utive Systems (MES) and ERP are integrated. It is important
that all processes in the design phase as well as the customer
journey are compatible with the Industry 4.0 approach. The
ERPprocess is also an important component in this structure.
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Fig. 10 ERP-Industry 4.0 process. Reproduced with permission from Jaehne and KalalChelvan (2017)

Industry 4.0 concept need connectivity and collaboration
parameters. It is important to receive feedback from end users
and to provide instant added value to all interested parties, not
just suppliers. Industry 4.0 is the collective personalization
of the main purpose not mass production. Network systems
must be intelligent in order to make personalization possible.
A telecommunications operator may be able to monitor net-
work performance at fluctuations in network performance, by
using preventive scenarios to minimize the amount of cus-
tomer dissatisfaction. These characteristic features can be
supported by a well-structured ERP system. Keeping this in
mind, ERP systemsmay enrich Industry 4.0 implementations
especially with the following benefits.

• Real time data can be analyzed and early indication of
exceptional cases would be possible

• ERP systems can provide sales and purchasing trans-
parency via automated business rules.

• Mobil applications may use ERP data to convey the mes-
sages not only to the manager but also to the machines
running in manufacturing suits to perform expected oper-
ations.

• ERPmaymake the life easy for generating a design capac-
ity within production framework.

• Information can be centrally aggregated and optimized for
any batch size.

• Through effective ERP system strategic operation could
be easy and the access of information to suppliers, cus-
tomers, and other partners could be possible for assuring
the efficiency of on-line operations.

• Optimum resource utilization could be possible even under
varying job descriptions.

• Customers may be able to track the status of their orders
on-line receive the information required without delay.

Aswith the other components, there has been huge amount
of research and literature available on ERP systems. Some of
them are directly related to Industry 4.0 implementation. For
example, Sadrzadehrafieia et al. (2013) categorized ERP into
strategic, tactical and operational benefits in each function.
They studied ERP performance for Industry 4.0 implemen-
tation on dry food packaging. Ince et al. (2013) used to test
the research hypotheses for SCM and ERP system imple-
mentations. They also studied Turkish companies’ digital
infrastructure for Industry 4.0.Above all, Tamang andKumar
(2015) studied database management system for automobile
industry. Kumar and Zaveri (2016) used Hierarchical Clus-
tering algorithm for Dynamic and Heterogeneous Internet of
Things. Theirmodel and systemare friendly in business intel-
ligence and ERP. Chatterjee (2015) investigated failed ERP
projects and prepared a design model and framework for bet-
ter ERP projects. Zhu and Dong (2010) analyzed Enterprise
Resource Planning (abbreviated as ERP) of Chinese service
industry. Carboneras et al. (2003) presented ERP concept
production complexity in this industry and the key benefits
obtained. Pollock and Cornford (1999) present manufactur-
ing systemandERP importance.All these papers also studied
implementation of ERP and ERP-Industry 4.0 connection
and explained the rationale for this opinion, different tech-
niques. Lee et al. (2015c) investigated ERP software package
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and prepared a method for achieving positive results for
implementation. This problem is also important for Indus-
try 4.0 ERP concept.

Nofal and Yusof (2013) and Krawatzeck and Dinter
(2015) published literature review articles about business
intelligence and studied respective actions of BI. They
also investigated agile business intelligence and benefits
of BI actions. Gudfinnsson et al. (2015) focused volume-
operation companies and complex systems companies for
using BI systems. They studied knowledge regarding BI
usage and maturity in complex-systems companies. Jourdan
et al. (2008) prepared a literature review for BI technol-
ogy. They also investigated some areas that need further
exploration. Foster et al. (2015) investigated development
of a business intelligence competency center at a multi-line
insurance company. They also studied data governance, IT
responsibilities and Business Intelligence Competency Cen-
ter. Gash et al. (2011) investigated cloud systems and BI
systems. They focused moving out of a traditional in-house
hostedBI environment to cloud system.Olszak (2016), intro-
duced chances and possibilities of BI in organizations. Three
theories—the Resource-Based View, Maturity Models, and
Critical Success Factors—were used to investigate Business
Intelligence issues. Trieu (2017), focused BI business value
process has been studied and are still most in need of research
and also presented a picture of how organizations can and do
obtain value from BI. BI article is important for Industry 4.0
concept for using business intelligence to detect significant
events and identify/monitor business trends to adapt quickly
to their changing environment or scenario. Business intelli-
gence software will improve the visibility of these processes
and make it possible to identify any areas that need improve-
ment.

Some researchers implemented Artificial Intelligence
methods to make the systems more and more intelligent.
For example, Pimenov et al. (2018) studied artificial intel-
ligence for automatic prediction. They employed a series
of artificial intelligence methods including random forest
(RF), standard Multilayer perceptrons (MLP), Regression
Trees, and radial-based functions. Oztemel (2015) provided
a very brief overview of current progress of intelligent
technologies for manufacturing society and presented well
organized set of information fostering intelligent manufac-
turing. Jeang (2015a, b) studied robust product design and
process planning also showed an economical and quality
process capability analysis for product and process design
becomes possible at an earlier time in the design stage. Along
this line, several approaches such as bi-objective heuris-
tic genetic algorithm (Zhao et al. 2018), nesting problem
optimization (Tang et al. 2017), embedded evolutionary opti-
mizer (Tarimoradi et al. 2017) neuro-fuzzymodel for surface
roughness monitoring (Tsang and Huang 2016) Random
Key Genetic Algorithm (RKGA) and Immune Algorithm

(IA) for scheduling problems (Mirsanei et al. 2011) are also
proposed to be implemented in various manufacturing envi-
ronments.

Chien et al. (2014) studied digital manufacturing and
manufacturing intelligence. This study can be considered as
an effective guide for fosterin Industry 4.0. They showed
that manufacturing innovation and manufacturing intelli-
gence technologies are developed to empowermanufacturing
excellence via soft computing, decision technologies, and
evolutionary algorithms. Intelligent algorithms and solu-
tions can be embedded in various information systems for
enterprise resources planning (ERP), advanced production
system (APS), advanced process control and advanced equip-
ment control (APC/AEC), manufacturing execution system
(MES), engineering data analysis (EDA), and supply chain
management (SCM) to enhance decision quality as well as
the design chain management as described by Chu et al.
(2013). Note that this is also an essential requirement within
Industry 4.0.

On the other hand, some of the research on ERP are
related directly to the implementation of ERP software’s.
Elmonem et al. (2016) prepared a detailed systematic lit-
erature review for ERP systems. They also studied cloud
systems. They indented to highlight benefits of implemen-
tation of ERP. Note that these characteristics is essential in
creating an Industry 4.0 implementation. In this line, Lia and
Yub (2011) studied increasing the flexibility of ERP sys-
tem and effectively solve many non-standard and unfixed
business problems. This capability is important for Indus-
try 4.0 making the systems to be able to adapt the changes
without loosing the information. Similarly, Candra (2012)
helped to understand the key success factor in enterprise
resource planning implementation. He used survey method
and gained some statistical results. The findings of this
research indicate the list of factors to be taken into account
when setting up Industry 4.0 information network. Simi-
larly, some of them such as Seethamraju and Sundar (2013)
focused the attention on agility of the information processing
systems. They claimed that poor process optimization prior
to ERP implementation are restricting process agility. They
studied key defining features of enterprise systems environ-
ment which can enrich the information processing capability
within Industry 4.0 framework through sustaining enough
amount of agility. Elragal (2014) established the relations
between big data at the product or tool level, as well as rela-
tionship with social media, and with Internet of things. This
study is a good example of understanding the huge amount of
data generated in Industry 4.0 environments and the impor-
tance of related data analysis.

ERP development and respective framework definition
were also on the agenda of the related research community.
For example, Bouwers and Vis (2009) discussed the require-
ments for the Software Monitor. They showed a ERP case
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study for commercial ERP language. They studied ERP’s
importance of Industry 4.0. Within the same scope, Had-
dara and Elragal (2015) answered the research question: “Are
today’s ERP systems ready for the Factory of the Future?”
They concluded that their results projected ERP systems are
enough for future concept. Azevedo et al. (2014) prepared
a case study developed in Portugal, discussing strategies
towards using ERP software for system integration projects.
There is a need for a similar methodology proposed to inte-
grate the Industry 4.0 systems and components for efficient
and effective process utilization. Magdić and Car (2013)
introduced a company model used in everyday work of
a software implementing. They studied this implementing
modification process and they highlighted the significant
advantages in various areas, from internal organization, cus-
tomer satisfaction. Schumann (1999) gave an introduction on
ERP and shows the role ofMESwhich is an essential require-
ments Industry 4.0 and digital capacity. Zhai and Zhang
(2009), Tsai et al. (2009) both studied the performance of
ERP systems. They suggested better performance ways in
implementing ERP software. It is believed that this method-
ology will easy the Industry 4.0 set ups.

Above all, some studies are also carried out on assur-
ing the infrastructure for easy ERP implementation, which
also be very beneficial within the framework of Industry
4.0. Ruivo et al. (2013) packaged ERP contribution makes
to their business performance. They studied ERP effects on
company’s digital capability. They also investigated cloud
system’s importance for ERP systems and showed the value
propositions of ERP delivered SaaS model. Some researcher
concentrated on implementing ERP using cloud computing.
Johansson et al. (2015) found that a hybrid solution integrat-
ing cloud systems with ERP. Chlen et al. (2012), Elmonem
et al. (2017), Esfahbodi et al. (2016), studied the System-
atic Literature Review (SLR) research method to explore
the benefits and challenges of implementing ERP systems
over a cloud environment Similarly, Johansson et al. (2015)
found that a hybrid solution integrating cloud systems with
ERP. They studied how a company determine an effec-
tive ERP system. This approach is already being utilized
for traditional information processing. However proposed
methodology is considered to open the way to Industry 4.0
implementations andmake the life easier. Some other studies
also took the attention to integration process. For example,
Sharma and Gupta (2014), Lorenc and Szkoda (2015), Huf-
nagel and Vogel-Heuser (2015) presented a modular and
parallelizable integration process. They studied planning,
coordination, control of logistic flows involved in the flow
of materials, finance and information in the entire supply
chain. Similarly Framinan and Pierreval (2012), Seok and
Nof (2018),Backhaus andReinhart (2017) aswell asGen and
Hwang (2011) provided novel approaches for implementing

advanced models for logistics management and optimization
of manufacturing.

Some of the research along this line such as He et al.
(2015), Ke et al. (2015), Chen and Liu (2012), Orasiz and
Yörök (2012), Chen and Wang (2010) and Yeh (2006) are
not directly related to Industry 4.0, but the methodology pro-
posed can be very useful in setting up smart factories or in
designing digital manufacturing environments. They mainly
concentrate on developing key performance indicators for
ERP Systems or provided approaches for risk avoidance. An
example of generating smart systems for using such a per-
formance system can be found in Tsai et al. (2015). Ruivo
et al. (2014) presented integration between systems can posi-
tively influence value from IT investments. They investigated
assessing the commercial-packaged ERP contributionmakes
to their business. They showed importance of ERP system on
way of Industry 4.0.

Virtual manufacturing

Virtualmanufacturing (VM) is the use of computers tomodel,
simulate and optimize the critical operations and entities in
a factory plant. Virtual manufacturing started as a way to
design and test machine tools but has expanded to encom-
pass production processes and the products themselves.
The main technologies used in VM include computer-aided
design (CAD), 3D modeling and simulation software, prod-
uct lifecycle management (PLM), virtual reality, high-speed
networking and rapid prototyping.

Virtual manufacturing uses computer modeling technol-
ogy which is one of the important distinguishing factor. It
also provides a system to analyze the manufacturability of
part of a process. If virtual manufacturing is design centered,
it provides information aboutmanufacturing process (Gaurav
2017). It includes production centered and control centered
processes. Generally, it is aimed to test production in virtual
environment (Yang et al. 2016). For this purpose, optimiza-
tion of these criteria can be targeted by taking the product,
control or design as the forefront. Figure 11 illustrates this
concept by indicating that the process design, facility design,
assembly, product design, ergonomic, fixture are important
points within a virtual manufacturing environment.

For setting up a virtual manufacturing environment, there
is a huge amount of possible use cases involving all kind
of operations that can be executed on the shop floor, from
core manufacturing activities such as production to support
processes such as maintenance. Operations, maintenance,
training, quality control, safety management, design and
logistics are potential usage scenarios for this approach.
People create and manage virtual experiences including
object tracking, data management and tasks creation. Enrich-
ing virtual manufacturing facilities with augmented reality

123



Journal of Intelligent Manufacturing

Fig. 11 Virtual manufacturing flow. Reproduced with permission from
Gaurav (2017)

capabilities makes the life so much easier for Industry 4.0
developers.

As with the other components, there are some research
going on for virtual manufacturing. To mention some, Sha-
habi et al. (2010), Peng et al. (2007) and Tong et al. (2016),
prepared capacity analysis and used decision making meth-
ods for virtual manufacturing. These studies can be very
beneficial to Industry 4.0 developers as they provide a brief
introduction of virtual manufacturing technology and intro-
duces a simulation model of Industry 4.0.

On the other hand, some studies produced systems and
methodologies from which Industry 4.0 can benefit. Aalaei
andDavoudpour (2016) provided several cases about validity
of a proposed solution model developed for goal program-
ming and they solved model for favorite solution. Their
model minimized the total cost of supply chain design which
includes holding cost, outsourcing cost, maintenance and
overhead cost. Yang et al. (2013) used web programming to
implement a resourcemanagement systemwith power saving
method for virtual machines. Those machines are impor-
tant for Industry 4.0 because of their specifically designed
capabilities like predictive maintenance. Martin and Dantan
(2011) generated solutions to the system with models using
different algorithms and they intended to generate models
which can help Industry 4.0 performance. Wang and Chen
(2013) introduced the virtual manufacturing system devel-
oped. They studied design criteria for virtual manufacturing.

Both Kusiak et al. (2010) and Francis and Kusiak (2017)
studied predictive models, neural networks, autoregressive
integrated moving average. They generated a linear regres-
sionmodels outperforming neural networkmodels generated
earlier. Theses studies are good examples of Industry 4.0
because of their data management and predictive model
approach. On the other hand, Kusiak (2009) provided some

recommendations for future technological progress. Data
mining approach is promoted as being a point for Indus-
try 4.0 concept. The authors of this paper beleives that those
could be a good guideline for generating Industry 4.0 manu-
facturing environments. Similarly, Kusiak (2013) described
and implemented a living Innovation Laboratory. He studied
virtual manufacturing concept in this study concluding that
all processes and functions could be simulated and tested by
means of engineering software.

Last but not least, Kusiak (2012) used data mining algo-
rithms are employed to construct prediction models for wind
turbine faults. Heragu and Kusiak (1987) presented expert
systems developed for the design problem. Looking at the
literature it would not be wrong by saying that most of the
studies on virtual manufacturing are one way or another
related to the concept of Industry 4.0. Infect most of them
already elaborated on this topic from various aspects.

Intelligent robotics

Technology provides more and more suprising products and
systems. Flying cars, holographic television, the intercon-
nections of thousands of electronic devices to be implanted
into human body will not be a dream soon. Not so long time,
human-like robots will be part of the dailiy life. One of the
challenge is the communication among them which will be
sorted out through recreational activities. This is an inevitable
progress for the employment of humanoid robots in facto-
ries. Robots are now able to play games, walk around any
terrain and perform very complex tasks. Recent innovations
have brought about techniques that enable the robots to con-
trol their environment. Artificial intelligence will contribute
progress of having robot teams cooperating and collaborating
in achieving certain tasks defined for a specific purpose.

Some research fostering robotics which can be of use
in supporting effective dijital transformation. Du et al.
(2017) developed a prototype of Robot Cloud using the
popular Google App Engine to demonstrate their design
method. Mohammed and Wang (2018) presented a case
study of a system to assist the operator in coordinating
a collaborative assembly task of a car engine manifold.
Yun et al. (2016) identified the importance of the business
model in addition to leading firm effect, standardization, and
regulation. This can provide a base lin e for dijital trans-
formation. Daim et al. (2018) prepared a decision model
and a framework for emerging robotics technology. Filaretov
and Pryyanichnikov (2015) studied construction of efficient
mobile robots (MRs) and their group control in the virtual
laboratory tested in 5 univesities. They presented an elab-
oration of scientific and educational tasks for the students.
Houda and Lakel (2015) presents the implementation of
a communication system Bluetooth for synchronous com-
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munication between autonomous robots moving between
predefined appointments points. Flores-Abad et al. (2014)
presented a literature review of the recently developed
technologies related to the kinematics, dynamics, control
and verification of space robotic systems for manned and
unmanned on-orbit servicing missions. This survey pro-
vides useful information about various aspect of robotics
to be utilsied in Industry 4.0 enviornment Brunete et al.
(2017) studied short-term and long-term exploitation of the
results which should significantly increase the future robot
usage in the machining operations. Bertacchini et al. (2017)
designed a social-like interaction where the robot carries
out actions with the customer. This is a good example
of Man–Machine interaction. Kim et al. (2018) studied a
robotic excavator with various hardware and software mod-
ules including a task planner, environment sensors, GPS
and other sensors to acquire an excavator’s status, elec-
tronic valves and other mechanisms. Villani et al. (2018)
discussed advantageous of robotics, highlighting how col-
laborative solutions are intended to improve the efficiency
of the system where little human intervention is required.
Similarly, Mourtzis et al. (2017) proposed a augrmented
reality model for supporting robot maintenance. They val-
idated their model in a real-life case study. Xu et al. (2015)
introduces the research in application of computer vision
technology for generating a real-time tracking capability for
the robots.

Some of the researcher including Andrade et al. (2014),
Zujevs et al. (2015), Aburaia et al. (2015) studied sensor
systems, robotic and autonomous systems and related techon-
logies to take the attention of th reader to robotic capabilities.

Recent progress indicates that the robots are becoming
key players in various domain suc as education (Ospen-
nikova et al. 2015), strategic tehnology management (Daim
et al. 2018), mobile robots (Kermorgant 2018), ship building
process (Lee 2014), Colorectal surgery (Damle et al. 2017),
service providers (Decker et al. 2017), procurement (Aleina
et al. 2018), needle-punching system (Chen et al. 2018),
smart home applciations (Do et al. 2018), electronic beacons
(Alanso-Martin et al. 2017) and robotic surgery (Iavazzo and
Gkegkes 2017) etc.

İt is obvious that the robotic is of great importance in
Industry 4.0. Robots can carry out difficult or big things.
They can also work in dangerous or unfavorable conditions.
They form the standard for routine operations. Despite con-
struction and maintenance costs, robots seem to become the
main source of labor force. They can close social exploits by
reasonably communicating with people. This will be another
main requirement in the following years.

This review would ne be complete if the debate about the
robotics having an important effect on society. There is dis-
cussion about the effect of robots in society. Some believes
that they will outmaneuver human and they will not be kept

under control. Second debate is unemployment. If robots are
going to do every job human can, then what would human
do for living? This question is asked in several discussions.
It is for sure that the robots will be everywhere and will
take the control of most of the task carried out by human.
But this will not be a problem for the people there will be a
need for human being to create robots and respective intel-
ligence. The work profile will change and whoever aligns
his/her capabilities with the changes and progress will have
new opportunities. However, if this alignment is not assured
then technological unemployment will be inevitable. On the
other hand, the robots will always carry out the tasks using
the inteligence provided by human. They will improve their
intelligence if human models this capability. This indicates
clearly that human will keep overall control if he is willing
to sustain and improve. This brings another question out.
That is “robotic ethics” which should be the topic of another
investigation.

Some Industry 4.0 projects

There has been several projects running especially to pro-
totype Industry 4.0. Some of those carried out by industrial
consortiums formed by companies running business mainly
in machining industry and universities aiming to generate
the factory of the future. European Parliamentary Research
Service published a report in 2015 stating that “the Large
investments are needed if enterprises are to make the move
to Industry 4.0; these are projected to be e40 billion annu-
ally until 2020 for Germany alone (perhaps as much ase140
billion annually in Europe). These investments can be par-
ticularly daunting for small and medium-sized enterprises
(SMEs) who fear the transition to digital because they cannot
access how it will affect their value chains.” (EPRS 2015).
This report also notes that in April 2015, France launched
a plan for the Factory of the Future to create demonstra-
tion centers (virtues technologies) to showcase new products
and services. Particular emphasis has been placed on aid to
small and medium-sized enterprises, with e1 billion avail-
able in loans toSMEs thatwant to start robotics, digitalization
or energy-efficiency projects. This new plan, and six oth-
ers in the same industrial support programmed (dealing with
robotics, the Internet of Things, Big Data, high performance
computing, Cloud Computing and augmented reality), have
been grouped together in a larger framework called ‘Industry
of the future’, that focuses on specific products such as an
energy-efficient car and an electric airplane.

As some of them already reviewed above, there has been
several more projects running for looking at the strategic and
organizational effects of Industry 4.0 implementations. Just
an example is the project carried out by SMI which started
new research project on Industry 4.0 in collaboration with
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the Canton of Zurich. Specific focus will be given to the
strategic and organizational effects on firm’s R&D activities
and innovation (SMT 2017).

Similarly, some of the projects are focusing the atten-
tion to overall digitization projects. For example, I4MS—A
European mechanism is a Project trying to open the gateway
to access to the latest digital technologies for any industry
in Europe, regardless of sector, size or geographical loca-
tion. To achieve this a digital innovation hub in every region
with a competence center at its core is proposed. These hubs
are expected to be networked to ensure excellence, shared
learning and access from any region. The competence cen-
ters which can offer services for the digital transformation
of companies including support for research and testing,
supporting new product manufacture and showcasing tech-
nologies in pilot factories are also recommended (I4MS
2016). This clearly indicates that the topic is on the agenda of
overall Europe and in other countries. Some of the projects
along this line are very briefly reviewed below. The informa-
tion is collected mainly from relevant web pages.

ENTOC

This project is carried out to provide the required models
of individual components for the virtual commissioning, a
standardized description of the components in Automation
to enable a continuous tool chain is sought. The standard-
ization helps to ensure that various software tools have a
consistent data format. The project team aims to generate
an engineering process so that the resulting virtual commis-
sioning is simpler and more uniform. By doing this, real
accidental collisions could be prevented, process sequences
with regard to cycle time are optimized and control sequences
programmed before the real commissioning. Note that this
project is being funded by the German Federal Ministry of
Education and Research (BMBF). Detail information can be
found in ENTOC (2017).

ARIZ

This Project is so called “work in the industry of the
future” (ARIZ). One of the main focus is to generate a safe
human–robot cooperation. As stated in its web page, ARIZ
Project tries to establish a flexible and adaptive production
assistant. An adaptive and flexible robot is intended to be
used at changing production workplaces. It is supposed to
relieve the employees assisting the human and taking over
monotonous, ergonomically repetitive tasks from it. In this
respect, the safety of the employees has the ultimate priority.
Working together with representatives of the trade associa-
tions, these safety aspects are being examined. Another aim
of the project is reported to be finding out the special qual-
ification requirements of the employees that work with the

robots at the production workplaces and to then put an appro-
priate learning system into practice. This learning system is
expected to enable the employees to best prepare for their
future task. This Project is also supported by the German
Federal Ministry of Education and Research (BMBF). Detail
information can be found in ARIZ (2017).

MetamoFAB

MetamoFAB, intends to develop solutions to enable a meta-
morphosis into intelligent and networked factories. People,
machines, workpieces and information technology are all
involved in this project. The Project also aims to describe
phases of the transition and possible ways of implementation
those phases especially in integrating successive cyber-
physical systems with existing modernization and develop-
ment plans. The research project is funded by the German
Ministry of Education and Research (BMBF). Detail infor-
mation about this Project is given in MetamoFAB (2017).

ParsiFAI 4.0

In the ParsiFAl 4.0 research project, several cooperating
partners are working on developing thin electronic systems,
so-called smart sensor system (S3) labels, with the support
of the project sponsor VDI/VDE-IT. The S3 labels are to be
based on microcontrollers, sensors, thin displays and inte-
grated communication interfaces, which are all embedded in
foils.

The data recorded is expected to be used to evaluate the
condition of a component, in order, for example, to proac-
tively service plants. This will allow the maintenance costs
for production plants to be reduced considerably. In the logis-
tics and packaging field, this enables the transport route of
sensitive goods to be reliably tracked. Similar to other, this
project is also supported by the German Federal Ministry
of Education and Research (BMBF). Detail information is
provided in ParsiFAI (2017).

SOPHIE

SOPHIE is a Industry 4.0 project for connecting the real
production and the digital factory in real time. Virtual tech-
nologies and process simulations are using for this project.
They want to manage enormous amounts of data in a digital
factory. Sophie also brings developing and testing concepts.
They plan support purposes by using integrating an agent-
based software. Also, project brings production simulation
and decision-making support for organizational integration.
Detail information can be found in SOPHIE (2017).
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OPAK

Another project name is OPAK. (Open engineering platform
for autonomous mechatronic automation components in a
function-oriented architecture) They wants to endeavor to
make complexity controllable because production facilities
are becoming more and more complex. Projects aims simple
engineering processes and components with a digital mem-
ory. Also, they have a demonstration system for practical
research (OPAK 2017).

ESIMA

ESIMA project is working with other project participants
to develop an approach to optimizing resource efficiency in
production systemswhere energy independent sensors play a
key role. ESIMA’s aim is to measure the energy consumption
of machines more easily using wireless sensors. The detail
information is provided in ESIMA (2017).

PLANSEE

Power Semiconductor and Electronics Manufacturing 4.0
(PLANSEE), is another Industry 4.0 project for development
of the autonomous factory. Areas of research include smart
production, cyber-physical production systems, algorithm-
based process improvement or secure data traffic over a
multitude of interfaces. PLANSEE (2017) provide some
more information about the details of this project.

#1 Smart (SMT) factory

This Project intents to break down the Industry 4.0 concept
to the specific requirements and processes of its customers in
the electronics manufacturing industry. The main goal is to
realize a smart factory describing step-by-step transforma-
tion into intelligent smart factories. Four central innovation
drivers for the #1 Smart Factory is defined mainly, best-in-
class equipment, automation, process integration, material
logistics. The Project will enable the manufacturers to
produce smarter, more flexible anymore future oriented elec-
tronics. Detail information can be found in SMT (2017).

e-F@ctory

This is a support platform providing information for easing
the digital transformation. E-F@actory intends to provide a
flexible framework supported by fast connection with reli-
able data and sensitive control procedures to utilize robust
technological achievements. This project also aims to con-
nect Industry 4.0 product manufacturers all over the world.
Detail information can be seen in e-Factory (2017).

INESA smart factory

It is reported that INESA Display was selected as a model
factory for the Smart Manufacturing Project under the Made
in China 2025 plan, and it is intended to achieve digital
transformation. To adapt itself to a new era, INESA Dis-
play, while continuing to manufacture, is also driving the
development of information industry, and it has established
a strategic goal of helping build smart cities as part of its busi-
ness model, thus working to create a new industry that fuses
ICT with manufacturing. INESA Display has been making
numerous efforts to use IoT and big data. Thus, it holds vast
amounts of data on facilities, the environment, manufactur-
ing processes, and so forth as well as generates hundreds
of thousands of data items per hour. It is also reported that
INESA Display has alleviated the slow speed and instabil-
ity of communications in its existing large-scale network by
building a low-cost system to automatically collect plant
energy consumption data, including information on elec-
tricity, water, and gas by using unique intelligent network
communications technologies, It is noted that this system
aggregates and centralizes manufacturing progress data col-
lected through sensors and other IoT devices. To process and
analyze the accumulated big data in real time while main-
taining a high level of security, a big data analysis platform
was built that enables warning signs of problems in manu-
facturing equipment to be detected. Detail information can
be found in INESA (2016).

FUSION

FUSION (Featured eUrope and South Asia mObility Net-
work) is an EU (ERASMUSMUNDUS) project, aims to fos-
ter partnerships of emerging Asian countries (Afghanistan,
Bangladesh,Bhutan,Nepal, Pakistan,China, India, andThai-
land) with the EU countries (Bulgaria, France Germany,
Hungary, Italy, Portugal, Sweden, and UK) to reinforce the
existing collaborations developed through the EU funded
projects. The key objective of the FUSION consortium is to
enhance the capacity for international cooperation between
universities in the Asian and EU countries by facilitating
transfer of people, know-how, culture and best practice in
training the next generation of researchers and academic
staff in certain thematic areas to foster centers of excellence.
Although not so much information provided in their web
sites, the user can visit and see some extra information in
FUSION (2016).

AWS IoT

AWS IoT is reported to be a managed cloud platform that
lets connected devices easily and securely interact with cloud
applications and other devices. It is clearly noted that AWS
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IoT can support billions of devices and trillions of messages,
and can process and route those messages to AWS endpoints
and to other devices reliably and securely.WithAWS IoT, it is
aimed to generate a communication system where company
specific applications can keep track of and communicatewith
all devices within the enterprise, all the time, even when
they aren’t connected. It offers several other opportunities
provided by Amazon to be utilized as mentioned in AWs
(2017).

Productivity 4.0

Productivity 4.0 aims at industrial transformation and the cre-
ation of greater value added across the entire value chain in
key industries in Taiwan. It incorporates the objectives and
technologies of Industry 4.0, the European connected indus-
trial automation strategy particularly associated with Ger-
many. It is reported that theGovernment has planned to spend
NT$36 billion (US$1.12 billon) over the next 9 years after the
initiation of the project to elevate Taiwan’s status in the global
supply chain especially on electronics/information technol-
ogy, metals, transportation, machinery, foodstuffs, textiles,
distribution and agriculture, helping to build smart factories
to realize massive but diversified production (Sangmahachai
2015). Part of the Productivity 4.0 model is considered
to be the rival of a former model for industry wide, con-
nected entrepreneurship, known as the A-Team model. This
model played a key part in the establishment of Taiwanese
industry in the 1950s and 1960s. Revising and utilizing the
A-Team model, and promoting Productivity 4.0 through-
out the nations is expected to help numerous small and
medium-sized enterprises effectively develop their compet-
itiveness. This Project is also supported by The Ministry of
Education by reviewing the comprehensiveness of teaching
materials of relevant courses in the formal education system,
including technical and vocational schools, universities and
post-graduate studies.

New era of human centric manufacturing

This project carried out as part of the Japanese IVI effort (area
4). The idea is to generate a robotics line building for SMEs
using cloud knowledge database. Proactive machine com-
municating with workers in IoT environment is generated
to facilitate this. Advanced quality assurance by connecting
data—Towards zero failure production was become possi-
ble. On the other hand, standardization of working styles
in “Man–Machine collaborative factories” is established.
Remote consulting service of production engineering by
bill of process information is also introduced (Nishioka
2016).

Air liquide: an industry of the future emblematic
project

Air Liquid is setting up an operations center in France capa-
ble of remotely managing the production, energy efficiency
and reliability of manufacturing sites. The Project is reported
to have another goal which is to introduce the latest digi-
tal technologies (3D scans, augmented reality, touch tablets,
etc.) into the daily work of teams at various sites. The
new center, which is expected to be operational in 2017, is
expected to pilot production and energy consumption, while
a site’s teams will focus on security and equipment availabil-
ity. Detail information can be received from (AIR-LIQUIDE
2016).

Conclusions

It now obvious that Industry 4.0 is a philosophical transfor-
mation of the society. This transformation is expected to lead
to major changes in society, education, economy and trade,
just like any other industrial revolutions. By keeping this in
mind, this article provides some information about the ongo-
ing debate around Industry 4.0 in both the scientific and the
industrial communities. Practical contributions of the paper
are twofold: First, given definition for Industry 4.0 helps clar-
ify the basic concept among practitioners. Second, it can be
used to support the implementation of six design principles of
Industry 4.0 scenarios. It helps determine potential situations
and will be a source of guideline during implementation.

Note that, although the component market is dominated
by a few big players, there are thousands of production facil-
ities all over the world ready to expand their manufacturing
lines to either work along with the Industry 4.0 standards or
to produce products to ease Industry 4.0 implementations.
There is no doubt about that these factories will continue to
produce components in the future because of the spread of
electronics in all areas human life through extensive “digiti-
zation” of everything possible.

The correct use of real-time information is expected to
lead the next industrial revolution. High level of variability
is the key to understanding what variability is, in order to
reduce it and integrate it into production management tools,
leading to high level of confidential information. Today we
call for more focus on the basic understanding of production
systems and the greater use of industrial data in research to
find solutions for tomorrow’s “intelligent Industry”. Provid-
ing intelligence to industry is wide spread out from using
support vector machine to energy entropy (He and Li 2016)
to utilizing risk-value graphs (Shah et al. 2016), from fuzzy
riskmanager (Safari et al. 2016) to experimental design using
fuzzy desirability function (Pandey and Panda 2015) etc.
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As we have seen in the literature review, Industry 4.0 is
not just an industrial revolution. A new flow angle that gives
direction to the future. A scale showing what the companies
digitalism levels are also one of the main areas of research.
Assessment of capabilities, compatibilities, and knowledge
driven infrastructure along with Industry 4.0 standards has
not yet cleared.

It is now obvious that future manufacturing will be more
intelligent, more flexible, more adaptive, more autonomy,
more unmanned, more sensor based (Industry 4.0 standards).
More and more augmented reality will take place in produc-
tion suits. This will naturally change theman power profile as
well. There is a need to carry some research along this line.
More over, future manufacturing systems will not only be
based upon Industry 4.0 standards but will be more extended
towards generating fully automated and unmanned systems
with having robots enriched with human-like behaviors.

Also note that the paper takes the attention of research
community to digital economy and society by providing fun-
damental baseline provided by Industry 4.0. It also points out
the importance of sustainable economy through innovative
manufacturing environment, intelligent mobility and cloud
computing capabilities as well as information security, those
ofwhich canbe consideredbasic requirements of Industry 4.0

This new trend will not only affect the economy and man-
ufacturing industries but the whole society, education, health
and law. It can be considered a well-accepted start that will
guide the human live in the future. Today, all of the compo-
nents considered in this paper are assembled to some degree
one way or another to serve economies. It should not be for-
gotten that the Industry 4.0 is a goal, this definition will be
more and more well formatted by the effective integration
of all the parts it contains. No matter whether the nations
call it Industry 4.0 (as it is promoted by Germany), “in-
novation leadership” or “Made in China 2025” (as said in
China), “Advanced Manufacturing Program” (of USA), 4IR
(as taken on agenda by UK), “Industrial Value Chain Ini-
tiative” of Japan or some other names they generated by
themselves.

This review also found out that there are some studies
concentrating on the future of Industry 4.0 and respective
progress. Some studies, such as the one provided byQin et al.
(2016) reviewed Industry 4.0 components and elaborated on
the innovations along this line. They particularly took the
attention of the research community towards future progress
by analyzing the research gaps between current manufactur-
ing systems and Industry 4.0. Similar to this study, Henriques
et al. (2018) analyzed 56 articles for making the future
effect of Industry 4.0 as clear as possible. They defined and
analyzed positive variables and their effects. Granell et al.
(2016) examined new internet technologies and identified the
future changes and challenges of these technologies. They
also studied mainstream internet capabilites with sensor and

geospatial technologies. Nazarko (2017) explained a biblio-
metrics and the logical construction method and provided
future oriented technology analysis. Sachsenmeier (2016)
took the research stream one step ahead and discussed indus-
try 5.0. He showed that the next industrial revolution will
evolve over developments in the field of biotechnology. He
focused his attention on DNA analysis, bio-circuits, minimal
genomes, protocells, xenobiology are investigated. Hsiao
(2018) studied difference between technology-enabled and
technology-dependent user behavior and concluded that too
much emphasis on the role of technologywith too little atten-
tion on motivation would distort the behaviour of technology
user. Vaidya et al. (2018) studied new trends, applications,
challenges and issues in Industry 4.0 by investigating the
future of various components of Industry 4.0. Shallock et al.
(2018) paid attention to the design of a learning factory for
Industry 4.0 that addresses the growing demand for future
skills of production staff. Potts andCunningham(2008) intro-
duced four models of creative industries which could have
main effects in designing future systems. These are: welfare
model, competitionmodel, growthmodel, innovaitonmodel.
The common point of all these studies is: Industry 4.0 inno-
vations and the detailed analysis of respective components.
There is a consensus that Industry 4.0 will be short-lived
and the new industrial revolution will be coming soon after
originated from the progress in biotechnology and nanotech-
nology.

After all, the literature survey implies a fast growing
advancements especially on implanted and wearable tech-
nologies, unmanned vehicles as well as more humanoid
robots. It seems that artificial intelligence will be dominant
research area and fielded applications will spread all around
the world in any domain requiring human intelligence. AI
based systems and robots will e employed in even manage-
rial functionalities of enterprises (i.e. robot member of the
decision board). Decision support systems will emerge to
intelligent decision makers. Work profile of human being
will in turn change along this line and new profession such as
data scientists and knowledge engineering seems to be more
popular than traditionally famous ones. The society will also
be readier to assimilate the changes and accept the societal
transformation more willingly.

This review provided some examples of implementation
of Industry 4.0 or related components. It also revealed the
following advantageous and disadvantageous of this avoid-
able transformation. Industry 4.0 or related components is
expected to generate tremendous amount of benefits some of
them are the following;

• Improved innovation capability.
• Easy monitoring a diagnosis of system multifunction.
• Increased self-awareness and maintenance capabilities of
systems.
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• High productivity with environmental friendly products.
• Improved flexibility with decreased costs.
• More faster production development process with new
business ad service models.

• Unbiased, real time and knowledge based decision mak-
ing.

• Nationwide participation for contributing to the economy.
• Increased e-business with more spread markets and access
to global markets.

• More easy access to public services (education, health,
local service etc.).

• Penetrated products and service increasing life quality.
• Smart cities/buildings/factories and distance control.
• More customized products.
• Easy to access personal information.

As with the opportunities and benefits listed above, there
are some disadvantageous human being has to deal with.
Some of those are;

• Not much privacy to be sustained.
• Increased cyber-attacks, and reduced information security.
• More distractions leading to hazardous accidents.
• Increased plagiarism and difficulty to keep intellectual
properties.

• Dissemination of worn knowledge and improved manipu-
lation.

• Restricting the access to knowledge (mainly for mislead-
ing the society).

• More demand on 7/24 running services.
• Not being able to remove or hide unwanted information
flow.

Spending more time, and performing active research will
produce solutions to most of the above problems. However,
they will still survive as being undesired situations here and
there all over the world.

Generating a well-accepted definition was also the prime
objective of this research. A comprehensive definition is
required covering various aspects of the transformation.
Based on the reading the authors of this paper recommend
the following definition.

Industry 4.0 is a manufacturing philosophy that
includesmodern automation systemswith a cretin level
autonomy, flexible and effective data exchanges encor-
ing the implementation of next generation production
technologies, innovation in design, and more personal
and more agile in production as well as customized
products.

This definition clearly indicate automation (M2M, IoT)
implementations with autonomy decision making capabil-
ity (smart factories), effective data exchange (ERP, Cloud),

supporting the innovation and invention of future generation
technologies (augmented reality) as well as more personal
utilization of data (mobile systems, big data).

This study aimed at defining the boundaries and charac-
teristics of Industry 4.0. There is still a high uncertainty and
fuzzy understanding among the manufacturers with respect
to the way to implement Industry 4.0 philosophy. They wish
to learn what are the basic requirements for a better transfor-
mation. In today’s manufacturing environment, companies
have to keep on top of their agenda the continuously innovat-
ing the products or modernizing (digitizing) the production
processes. Note that, the transformation process still contin-
ueswith a remarkably high speed. That is to say that, industry
5.0 is ad the edge of scientific improvements. It may start
to take root in factories today and the collaboration between
man andmachinemay continue to advance. Industry 5.0may
enhance both machine and human roles in the manufactur-
ing industry, leaving the monotonous, recurrent tasks to the
mechanical world and opening up the creativity side to the
biological systems. More intelligence can make the systems
to be more capable of performing activities and robots to be
more humanized. This is a clear and obvious area for the
research community to concentrate.

Finally, this review is also intended to provide an insight
for Industry 4.0 implementation and generating respected
road maps. This implies the need for a taxonomy of Industry
4.0 which will be the topic of the following paper the authors
of this paper intend to produce.
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Magdić, J., & Car, Z. (2013). A company model supporting ERP and
CRM software development and implementation processes. In
12th International conference on telecommunications (ConTEL),
26–28 June 2013, Zagreb, Croatia.

Majeed, A. A., & Rupasinghe, T. D. (2017). Internet of things (IoT)
embedded future supply chains for industry 4.0: An assessment
from an ERP-based fashion apparel and footwear industry. Inter-
national Journal of Supply Chain Management, 6, 25–40.

Marron, J. S. (2014). Big data in context and robustness against het-
erogeneity. Computer Science, 2, 73–80.

Martin, P., & Dantan, J. (2011). Virtual manufacturing: Prediction of
work piece. International Journal of Computer Integrated Manu-
facturing, 24, 620–626.

Martinez, G., & Munizaga, M. (2016). Workshop 5 report: Harnessing
big data. Research in Transportation economics, 59, 236–241.

Matena, V., Bures, T., Gerostathopoulos, I., & Hnetynka, P. (2016).
Model problem and testbed for experiments with adaptation
in smart cyber-physical systems. In Software engineering for
IEEE/ACM, 11th international symposium on adaptive and self -
managing systems (SEAMS), 16–17May 2016, Austin, TX, USA.

Matutinovic, I., Salthe, S.,&Ulanowicz, R. (2016). Themature stage of
capitalist development:Models, signs, policy, implications. Struc-
tural Change and Economic Dynamics, 39, 17–30.

Mawlawi, B., Dore, J., Lebedev, N., & Gorce, J. (2014). Performance
evaluation of multiband CSMA/CA with RTS/CTS or M2M. In
International conference on selected topics in mobile and wireless
networking, Rome, Italy (Vol. 40, pp. 108–115).

Mayer, S., Verborgh, R., Kovatsch, M., & Mattern, F. (2016). Smart
configuration on smart environments. IEEE Transactions on
Automation Science and Engineering, 13(3), 1247–1255.

McCullough, A., Gempesaw, C., Daniels, W., & Bacon, R. (2008).
Simulating the economic viability of crawfish production: A two
stage modeling approach. Aquaculture Economics and Manage-
ment, 5(2), 69–79.

Mckinsey. (2016). Industry 4.0: How to navigate digitization of the
manufacturing sector. https://www.mckinsey.de/files/mck_indus
try_40_report.pdf. Available on August 22, 2017.

McKinsey. (2017). China develops from ‘sponge’ into innovation
leader. https://www.your-bizbook.com/en/Club-China-News/
mckinsey-china-develops-from-sponge-into-innovation-leader.
Available on November 19, 2017.

Meddeb, M., Alaya, S., Monteil, T., Dhraief, A., & Drira, K. (2014).
M2Mplatformwith autonomic devicemanagement service.Com-
puter Science, 32, 1063–1070.

MESA. (2009). Smart manufacturing in industry 4.0 systems, mesa
international report for industry 4.0 systems. http://www.mesa.or
g/en/resources/MESAWhitePaper52-SmartManufacturing-Land
scapeExplainedShortVersion.pdf. Available on August 22, 2017.

MetamoFAB. (2017). https://www.festo.com/group/en/cms/10275.
htm. Available on August 30, 2017.

Meziane, F., Vadera, S., Kobbacy, K., & Proudlove, N. (2014). Intelli-
gent systems in manufacturing: Current developments and future
prospects. Integrated Manufacturing Systems, 11(4), 218–238.

Michniewicza, J., & Reinharta, G. (2016). Cyber-physical robotic-
s—Automated analysis, programming and configuration of robot
cells based on cyber-physical-systems. Engineering Services, 15,
566–575.

Michona, E., Gossa, J., Genaud, S., Unbekandt, L., & Kherbache, V.
(2017). Schlouder: A broker for IaaS clouds. Future Generation
Computer Systems, 69, 11–23.

Mikusz, M. (2014). Towards an understanding of cyber-physical sys-
tems as industrial software-product-service systems. Procedia
CIRP, 16, 385–389.

Miloslavskaya, N., & Tolstoy, A. (2017). Big data, fast data and data
lake concepts. Procedia Engineering, 88(2016), 300–305.

Ming, B., Shuo, T., Mingsan, M., Jiaojiao, J., & Weiyun, X. (2015).
Big data applications in traditional Chinese medicine research.
International Journal of Services, Technology and Management,
21(4), 294–300.

Mirsanei, H. S., Zandieh, M., Moayed, M. J., & Khabbazi, M. R.
(2011). A simulated annealing algorithm approach to hybrid flow
shop scheduling with sequence-dependent setup times. Journal of
Intelligent Manufacturing, 22, 965–978.

Miškuf, M., & IZolotová, I. (2016). Comparison between multi-class
classifiers and deep learning with focus on industry 4.0. Cyber-
netics & Informatics (pp. 1–5), 2–5 February 2016.

Mohammed, A., & Wang, L. (2018). Brainwaves driven human–robot
collaborative assembly. CIRP Annals Manufacturing Technology,
1781, 1–4.

Mokhtar, B., & Eltoweissy, M. (2017). Big data and semantics man-
agement system. Ad Hoc Networks, 57, 32–51.

Monostori, L. (2014). Cyber-physical production systems: Roots,
expectations and R&D challenges. Procedia CIRP, 17, 9–13.

Monteiroa, V., Ferreirab, J., & Afonso, J. (2014). Smart platform
towards batteries analysis based on internet-of-things. Procedia
Computer Egineering, 17(2014), 520–527.

Moon, S., Kang, S., Jeon, J., & Chun, I. (2016). Simulation modeling
of sewing process, for evaluation, of production schedule in smart
factory. In 2016 International conference on industrial engineer-
ing, management science and application (ICIMSA), 23–26 May
2016, Jeju, South Korea.

123

https://www.mckinsey.de/files/mck_industry_40_report.pdf
https://www.your-bizbook.com/en/Club-China-News/mckinsey-china-develops-from-sponge-into-innovation-leader
http://www.mesa.org/en/resources/MESAWhitePaper52-SmartManufacturing-LandscapeExplainedShortVersion.pdf
https://www.festo.com/group/en/cms/10275.htm


Journal of Intelligent Manufacturing

Moregård, A., Haubenwallera, A., & Vandikasb, K. (2015). Computa-
tions on the edge in the internet of things. Computer Science, 52,
29–34.

Mourtzis, D., Zogopoulos, V., & Vlachou, E. (2017). Augmented real-
ity application to support remote maintenance as a service in the
robotics industry. Procedia CIRP, 63, 46–51.

Mucci, H., Sharaf, M., & Weyns, D. (2016). Self-adaptation for
cyber-physical systems: A systematic literature review. In 2016
IEEE/ACM 11th international symposium on software engineer-
ing for adaptive and self -managing systems (SEAMS), 16–17May
2016, Austin, TX, USA.

Müller, R. (2016). Planning and developing cyber-physical assembly
systems by connecting virtual and real worlds.Procedia CIRP, 52,
35–40.

Munera, E., Luis, L., Lujan, P., Luis, J., Yagüe, P., Simo, J., et al. (2015).
Control kernel in smart factory, environments, smart resources
integration. In The 5th annual IEEE international conference
on cyber technology in automation, 8–12 June 2015, Shenyang,
China.

Murray, T. (1999). Authoring intelligent tutoring systems: An analysis
of the state of the art. International Journal of Artificial Intelli-
gence in Education, 10, 98–129.

Nawrocki, P., & Reszelewski, W. (2017). Resource usage optimization
in mobile cloud computing. Journal Computer Communications,
99(C), 1–12.

Nazarko, L. (2017). Future-oriented technology assessment. Procedia
Engineering, 182, 504–509.

Negash, B., Rahmani, A., Westelund, T., Liljeberg, P., & Tenhunen, H.
(2015). LISA: Lightweight internet of things service bus architec-
ture. Computer Science, 52(2015), 436–443.

Neisse, R., Steri, G., & Favino, I. (2014). A model based security
toolkit for the IOT. In 9th International conference on availability,
reliability and security (ARES), 8–12 September 2014, Fribourg,
Switzerland (pp.78–87).

Netland, T. (2016).Augmented reality: Ready formanufacturing indus-
tries. Better Operations, The Routledge Companion to Lean
Management. http://better-operations.com/2016/10/07/augmente
d-reality-manufacturing/. Available on August 28, 2017.

Nguyen, P., Shaukat, A., & Tao, Y. (2017). Model-based security engi-
neering for cyber-physical systems: A systematic mapping study.
Information Software, 83, 116–135.

Ning, H., & Liu, H. (2012). Cyber-physical-social based security archi-
tecture for future internet of things.Advances in Internet of Things,
2, 1–7.

Nishioka, Y. (2016). https://iv-i.org/en/docs/doc_160428_hannover.
pdf. Available on August 30, 2017.

Nofal, M., & Yusof, Z. (2013). Integration of business intelligence
and enterprice resource planning within organizations. Procedia
Technology, 11, 658–665.

Nordahla, M., & Magnussona, B. (2015). A lightweight data inter-
change format for Internet of Things in the PalCom middleware
framework. Computer Science, 56(2015), 284–291.

NTIO. (2017). Smart Cities Taiwan: Opportunities for Dutch compa-
nies. https://www.rvo.nl/sites/default/files/2017/05/taiwan-ambit
ion-and-development-of-smart-citiesv2.pdf.

Nuñez, D., Fernández, G., & Luna, J. (2017). Cloud system. Procedia
Computer Engineering, 62, 149–164.

Oesterreich, D. T., & Teuteberg, F. (2016). Understanding the implica-
tions of digitalization and automation in the context of Industry
4.0. Computers in Industry, 83, 121–139.

Ojha, T., Misra, S., & Raghuwanshi, N. (2017). Sensing-cloud: Lever-
aging the benefits for agricultural applications. Computers and
Electronics in Agriculture, 135, 96–107.

Olszak, C. (2016). Toward better understanding and use of business
intelligence in organizations. Information Systems Management,
32(2), 105–123.

Ong, S. K., Yuan, M. L., & Nee, A. Y. C. (2008). Augmented reality
applications in manufacturing: A survey. International Journal of
Production Research, 46, 2707–2742.

Onime,C.,&Abiona,O. (2016). 3Dmobile augmented reality interface
for laboratory experiments. International Journal of Communica-
tions, Network and System Sciences, 9, 67–76.

OPAK. (2017). A industry 4.0 project “open engineering platform for
autonomous mechatronic automation components in a function-
oriented architecture”. https://www.automation.com/automatio
n-news/industry/festo-to-demonstrate-opak-industry-40-researc
h. Available on August 28, 2017.

Orasız, S., & Yörök, G. (2012). Key performance indicators used in
ERPperformancemeasurement applications. In IEEE10th jubilee
international symposium on intelligent systems and informatics
(SISY) (pp.43–48), 20–22 September 2012, Subotica, Serbia.

Ospennikova, A., Ershov, M., & Iljin, I. (2015). Educational robotics
as an inovative educational technology. Social and Behavioral
Sciences, 214, 18–26.

Ou, C. S., Liu, F. C., Hung, Y. C., & Yen, D. C. (2010). A structural
model of supply chain management on firm performance. Inter-
national Journal of Operations & Production Management, 30,
526–545.

Oztemel, E. (2010). Intelligent manufacturing systems. In L. Beny-
oucef & B. Grabot (Eds.), Artificial intelligence techniques for
networked manufacturing enterprises management, chapter 1.
Berlin: Springer. ISBN 978-1-84996-118-9.

Oztemel, E. (2015). Special issue on “Current progress of intelligent
technologies, for manufacturing society”. Journal of Intelligent
Manufacturing, 26, 959–960.

Oztemel, E., & Tekez, K. (2009a). A general framework of a ref-
erence model for intelligent integrated manufacturing systems
(REMIMS). Engineering Applications of Artificial Intelligence,
22(6), 855–864.

Oztemel, E., & Tekez, E. (2009b). Integrating manufacturing systems
through knowledge exchange protocols within an agent based
knowledge network. Robotics and Computer-Integrated Manu-
facturing, 25(1), 235–245.

Oztemel, E., & Tekez, E. (2009c). Knowledge protocols. In M. M.
Cunha, E. F. Olivera, A. J.Tavares, & L. G.Ferreira (Eds.), Hand-
book of research on social dimensions of semantic technologies
and web services (pp. 304–324). ISBN: 978-1-60566-650-1,
Chapter 15, IGI Global, USA, PA.

Paelke, V. (2014). Augmented reality in the smart factory: Supporting
workers in an industry 4.0.Environment, emerging technology and
factory automation (ETFA) (pp. 1–4).

Pagell, M., & Shevchenko, A. (2014).Why research in sustainable sup-
ply chain management should have no future. Journal of Supply
Chain Management, 50(1), 44–55.

Palanisamy, R. (2008). Organizational culture and knowledge man-
agement in ERP implementation: An empirical study. Journal of
Computer Information Systems, 48(2), 100–120.

Pan,M., &Kraft,M. (2015). Applying industry 4.0 to the Jurong Island
eco-park. Energy Procedia, 75, 1536–1541.

Pandey, R. K., & Panda, S. S. (2015). Optimization of bone drilling
using Taguchi methodology coupled with fuzzy based desirabil-
ity function approach. Journal of Intelligent Manufacturing, 26,
1121–1129.

Pandya, A., Siadat, M., & Auner, G. (2005). Design, implementation
and accuracy of a prototype for medical augmented reality. Com-
puter Aided Surgery, 10(1), 23–35.

Pang, Z. (2013). Technologies and architectures of the ınternet-of-
things (IoT) for health andwell-being.Doctoral dissertation, KTH
Royal Institute of Technology. https://pdfs.semanticscholar.org/2
22d/206e8fc758c19ac06680db61a555fd6b71ed.pdf.

Pang, Z., Chen, Q., & Zheng, L. (2012). Value creation, sensor port-
folio and information fusion of internet-of-things solutions for

123

http://better-operations.com/2016/10/07/augmented-reality-manufacturing/
https://iv-i.org/en/docs/doc_160428_hannover.pdf
https://www.rvo.nl/sites/default/files/2017/05/taiwan-ambition-and-development-of-smart-citiesv2.pdf
https://www.automation.com/automation-news/industry/festo-to-demonstrate-opak-industry-40-research
https://pdfs.semanticscholar.org/222d/206e8fc758c19ac06680db61a555fd6b71ed.pdf


Journal of Intelligent Manufacturing

food supply chains. Information Systems Frontiers, Information
Systems Fronties, 17, 289–319.

Papadakis, L., Schober, A., & Zaeh, M. (2013). Considering man-
ufacturing effects in automotive structural crashworthiness: A
simulation chaining approach. International Journal of Crash-
worthiness, 18(3), 276–287.

Park, H., Kim, H., Joo, H., & Song, J. (2016). Recent advancement in
the IOT related standards a one M2M perspective. ICT Express,
2(3), 126–129.

Park, J. (2010). A smart factory operation method for a smart grid,
information systems engineering. In 2010 40th international con-
ference on computers and industrial engineering (CIE), 25–28
July 2010, Awaji, Japan.

Park, S. (2016). Development of innovative strategies for the Korean
manufacturing industry by use of the connected smart factory.
Computer Science, 91(2016), 744–750.

Parkhi, S., Joshi, S., Gupta, S., & Sharma, M. (2015). a study of
evolution and future of supply chain management. Supply Chain
Management, 9, 95–106.

ParsiFAI. (2017). https://www.festo.com/group/en/cms/12002.htm.
Available on August 30, 2017.

Pence, H. (2010). Smartphones, smart objects, and augmented reality.
The Reference Librarian, 52(1), 136–145.

Peng, Q., Chung, C., Yu, C., & Luan, T. (2007). A networked virtual
manufacturing system for SMEs. International Journal of Com-
puter Integrated Manufacturing, 20, 71–79.

Peng, Y., Xie, D., & Shemshadi, A. (2013). A network storage frame-
work for internet of things. Computer Science, 19, 1136–1141.

Peres, R., Parreira-Rocha, M., Rocha, A., Barbosa, J., Leitão, P.,
& Barata, J.(2016). Selection of a data exchange format for
industry 4.0 manufacturing systems, industrial electronics soci-
ety. In IECON 2016—42nd annual conference of the IEEE
(pp. 5723–5728), 23–26 October 2016, Florence, Italy.

Perkinsa, C., & Mullera, G. (2015). Using discrete event simulation
to model attacker interactions with cyber and physical security
systems. Procedia Computer Science, 61, 221–226.

Persson, M., & Håkansson, A. (2015). A communication protocol for
different communication technologies in cyber-physical system.
Engineering Services, 60, 1697–1706.

Petnga, L., & Austin, M. (2013). Ontologies of time and time-based
reasoning for MBSE of cyber-physical systems. Procedia Com-
puter Science, 16, 403–412.

Pfohl, H., & Yahsi, B. (2016). The impact of industry supply chain.
Published in: Innovations and strategies for logistics an Wolf-
gang Kersten, Thorsten Blecker and Christian M. Ri, Vol. 2,
pp. 120–131, Proceedings of the Hamburg International Con-
ference of Logistics (HICL) ISBN (online): 978-3-7375-4059-9,
4430.

Piccialli, F., Benedusi, P.,&Amato, F. (2017). S-InTime:A social cloud
analytical service oriented system. Future Generation Computer
Systems, 45, 699–705.

Pimenov, D. Y., Bustillo, A., &Mikolajczyk, T. (2018). Artificial intel-
ligence for automatic prediction of required surface roughness by
monitoring wear on face mill teeth. Journal of Intelligent Manu-
facturing, 29, 1045–1061.

Pisching, M. A., Junqueira, F., Santos Filho, D. J., & Miyagi, P. E.,
(2015). An architecture for organizing and locating services to the
industry 4.0. InProceedings of 23rdABCM international congress
of mechanical engineering (pp. 1–4).

Plansee. (2017). Industry 4.0 project. https://www.plansee.com/en/ne
ws-archive/News/detail/research-project-on-industry-40-shapin
g-the-future-together.html. Available on August 28, 2017.

Plattform Industry 4.0. (2014). Plattform industry 4.0. http://ec.europ
a.eu/information_society/newsroom/image/document/2016-27/1
0__pi40_diemer_16494.pdf. Available on August 28, 2017.

PNC. (2016). PNC industry 4.0 report. https://www.pnc.com/conten
t/dam/pnc-ideas/articles/insurance-industry-article.pdf.Available
on August 28, 2017.

Poghosyana, G., Pefkianakisb, I., Guyadecc, P., & Christophidesd, V.
(2016). Mining usage patterns in residential intranet of things.
Computer Science, 83(2016), 988–993.

Pokharel, S., & Mutha, A. (2009). Perspectives in reverse logistics: A
review. Resources, Conservation and Recycling, 53, 175–182.

Pollock, N., & Cornford, J. (1999). Customizing manufacturing sys-
tem for universities. International Journal ofMassCustomization,
4(3), 171–194.

Potts, J., & Cunningham, S. (2008). Four models of creative industries.
International Journal of Cultural Policy, 14(3), 233–247.

Prajogo, D., Chowdhury, M., Yeung, A. C., & Cheng, T. C. E.
(2012). The relationship between supplier management and firm’s
operational performance: Amulti-dimensional perspective. Inter-
national Journal of Production Economics, 136, 123–130.

Prinz, C., Morlock, F., Freith, S., Kreggenfeld, N., Kreimeier, D.,
& Kuhlenkötter, B. (2016). Learning factory modules. Procedia
CIRP, 54, 113–118.

Puttonen, J., Lobov, A., Soto, M., & Lastra, M. L. (2016). Cloud
computing as a facilitator for web service composition in factory
automation. Journal of Intelligent Manufacturing, 27, 689–700.

Qiao, D. (2009). The impact of QoS constraints on the energy effi-
ciency of fixed-rate wireless transmissions. IEEE Transactions
on Wireless Communications, 8, 5957–5969.

Qin, J., Liu, Y., & Grosvenor, R. (2016). A categorical framework of
manufacturing for industry 4.0 and beyond. Procedia CIRP, 52,
173–178.

Qiu, X., Luo, H., Xu, G., Zhong, R., & Huang, G. Q. (2015). Physical
assets and service sharing for IoT-enabled Supply Hub in Indus-
trial Park (SHIP). International Journal of Production Economics,
159, 4–15.

Qiuping, W., Shunbinga, Z., & Chunquan, D. (2011). Study on key
technologies of internet of things perceivingmine.Procedia Engi-
neering, 2011, 2326–2333.

Radziwon, A., Bilberg, A., Bogers, M., & Madsen, E. S. (2014).
The smart factory: Exploring adaptive and flexible manufactur-
ing solutions. Procedia Engineering, 69, 1184–1190.

Rago, F. (2015). A smart adaptable architecture based on contexts for
cyber physical systems. Engineering Services, 61, 301–306.

Ramezani, J., & Jassbi, J. (2017). A hybrid expert decision support
system based on artificial neural networks in process control of
plaster production—An industry 4.0 perspective, technological
innovation for smart systems. IFIP advances in information and
communication technology (Vol 499, pp. 55–71).

Ranjan, A., & Hussain, M. (2016). Terminal authentication in M2M
communications in the context of internet of things. Computer
Science, 89(2016), 34–42.

Rashid, M., Riaz, Z., Turan, E., Haskilic, V., Sunje, A., & Khan,
N. (2012). Smart factory: E-business perspective of enhanced
ERP in aircraft manufacturing industry. In 2012 Proceedings of
technologymanagement for emerging technologies (PICMET’12)
(pp. 3262–3275), 29 July–2 August 2012, Vancouver, BC,
Canada.

Raza, S., Misra, P., He, Z., & Voigt, T. (2017). Building the internet of
things with bluetooth smart. AdHoc Networks, 57, 19–31.

Remon, D. (2017). Smart factory: Reducing maintenance costs and
ensuring quality in the manufacturing process. http://www.libeli
um.com/smart-factory-reducing-maintenance-costs-ensuring-qu
ality-manufacturing-process/. Available on August 22, 2017.

Rennunga, F., Luminosua, C., & Draghicia, A. (2016). Service provi-
sion in the framework of industry 4.0. Behavioral Science, 221,
372–377.

Reuter, T. (2016).Kuka industry 4.0 research,KUKAAktiengesellschaft
Zugspitzstraße 140, Augsburg, Vol. 1, pp. 1–50 (in German).

123

https://www.festo.com/group/en/cms/12002.htm
https://www.plansee.com/en/news-archive/News/detail/research-project-on-industry-40-shaping-the-future-together.html
http://ec.europa.eu/information_society/newsroom/image/document/2016-27/10__pi40_diemer_16494.pdf
https://www.pnc.com/content/dam/pnc-ideas/articles/insurance-industry-article.pdf
http://www.libelium.com/smart-factory-reducing-maintenance-costs-ensuring-quality-manufacturing-process/


Journal of Intelligent Manufacturing

Richert, A., Shehadeh, M., Plumanns, M, Groß, K., Schuster, K., &
Jeschke, S. (2016). Educating engineers for industry 4.0: Vir-
tual worlds and human–robot-teams empirical studies towards a
new educational age. InGlobal engineering education conference
(EDUCON), 2016 IEEE, 10–13 April 2016, Abu Dhabi, United
Arab Emirates.

Riedl, M., Zipper, H., Meier, M., & Diedric, C. (2014). Cyber-physical
systems alter automation architectures. Annual Reviews in Con-
trol, 38, 123–133.

Riel, A., & Flatscher,M. (2017). A design process approach to strategic
production planning for industry 4.0. In European conference on
software process improvement (pp. 323–333).

Rihab, C., Ellouze, F., Koubaa, A., Qureshi, B., Preira, N., Youssef, H.,
et al. (2016). Cyber-physical systems clouds: A survey.Computer
Networks, 108, 260–278.

Risso, N.A., Neyem,A., Benedetto, J., Carillo,M., Farias, A., Gajordo,
M., et al. (2016). A cloud-basedmobile system to improve respira-
tory therapy services at home. Journal of Biomedical Informatics,
94, 467–479.

Rosas, J. C., Aguilar, J. A., Tripp-Barba, C., Espinosa, R., & Aguilar
P. (2017). A mobile sensor fire prevention system based on the
internet of things. In International conference on computational
science and its applications (pp. 274–283).

Rosendahl, R., Schmidt, N., Lüder, A., & Ryashentseva, D. (2016).
Industry 4.0 value networks in legacy systems. In IEEE 20th con-
ference on emerging technologies & factory automation (ETFA)
(pp. 1–4), 8–11 September 2015, Luxembourg.

RTI. (2014). https://www.slideshare.net/RealTimeInnovations/34248
8-io-t-influence. Available on August 30, 2017.

Ruivo, P., Johansson, B., Oliveira, T., & Netoa, M. (2013). Commer-
cial ERP systems and user productivity: A study across European
SMEs. Procedia Technology, 9(2013), 84–93.

Ruivo, P., Mestrea, A., Johanssonb, B., & Oliveira, T. (2014). Defining
the ERP and CRM integrative value. In Conference on enterprise
information systems (CENTERIS) (Vol 16, pp. 704–709).

Ruivo, P., Oliveira, T., & Neto, M. (2012). ERP post-adoption: Value
impact on firm performance. In 7th Iberian conference on infor-
mation systems and technologies (CISTI) (pp. 1–6), 20–23 June
2012, Madrid, Spain.

Ruiz, A., Canovas, O., & Lopez-de-Teruel, P. (2013). A vision-
enhanced multi-sensor LBS suitable for augmented reality appli-
cations. Journal of Location Based Services, 7(3), 145–164.

Rüßmann, M., Lorenz, M., Gerbert, P., Waldner, M., Justus, J., Engel,
P., et al. (2015). Industry 4.0: The future of productivity and
growth in manufacturing industries. Boston Consulting Group.
https://www.bcg.com/publications/2015/engineered_products_p
roject_business_industry_4_future_productivity_growth_manuf
acturing_industries.aspx. Available on December 28, 2017.

Sacala, I., & Moisescu, M. (2015). Cyber physical systems oriented
robot development platform. Engineering Services, 65, 203–209.

Sachsenmeier, P. (2016). Industry 5.0—The relevance and implications
of bionics and synthetic biology. Engineering, 2, 225–229.

Sadrzadehrafieia, S., Chofrehb, S., Hosseinia, N., & Sulaimana, R.
(2013). The benefits of enterprise resource planning (ERP) sys-
tem implementation in dry food packaging industry. International
Conference on Electronics Engineering and Informatics, 11,
220–226.

Safari, H., Faraji, Z., & Majidian, S. (2016). Identifying and evaluat-
ing enterprise architecture risks using FMEA and fuzzy VIKOR.
Journal of Intelligent Manufacturing, 27, 475–486.

Sah, P. (2016). Saving environment using internet of things: Challenges
and the possibilities. Advances in Internet of Things, 6, 55–64.

Saikrishna, P., & Pasumarthy, R. (2016). Multi-objective switching
controller for cloud computing systems. Control Engineering
Practice, 57, 72–83.

Samani, A., Ghenniva, H., & Wahaishi, A. (2015). Privacy in internet
of things: A model and protection framework. Computer Science,
Lecture Notes in Computer Science, 52, 606–613.

Samaniego, M., & Deters, R. (2016). Management and internet of
things. Computer Science, 94, 137–143.

Sampaio, A. Z., & Rosário, D. (2012). Virtual reality technology
applied on maintenance of painted walls of buildings. Journal
of Software Engineering and Applications, 5, 297–303.

Sangmahachai, K. (2015). Kasetsart energy and technology manage-
ment center. http://www.wise.co.th/wise/Knowledge_Bank/Refer
ences/Everything_4/Revolution_to_Industry_4.pdf. Available on
August 30, 2017.

Sangregorio, P., Cologni, A. L., Owen, F. C., & Previdi, F. (2015).
Remote maintenance system for semi-automated manufacturing
machines. In 2015 IEEE 1st international forum on research and
technologies for society and industry leveragingabetter tomorrow
(RTSI) (pp. 457–461), 16–18 September 2015, Turin, Italy.

Santosa, A., Macedoa, J., Costaa, A., & Nicolau, M. (2014). Internet
of things and smart objects for M-health monitoring and control.
Procedia Technology, 16, 1351–1360.

Sasikala, B., Rajanarajana, M., & Geethavani, B. (2017). Internet of
things: A survey on security issues analysis and countermeasures.
International Journal of Engineering andComputer Science, 6(5),
21435–21442.

Scheer, S. (2013). Industry 4.0:Wie sehen Produktionsprozesse im Jahr
2020, e-book, published by AWS-Institute for Digitized Products
and Processes, ISBN: 978-398-1583-328 (in Germany).

Scheuermann,C.,Verclas, S.,&Bruegge,B. (2015).Agile factory—An
example of an industry 4.0 manufacturing process, cyber-physical
systems. In IEEE 3rd international conference on networks, and
applications (CPSNA) (pp. 43–47), 19–21 August 2015, Hong
Kong, China.

Schlick, J. (2014). Industry 4.0 in der praktischen Anwendung. In T.
Bauernhansl, M. ten Hompel, & B. Vogel-Heuser (Eds.), Indus-
try 4. 0 in Produktion, Automatisierung und Logistik (Vol. 4,
pp. 57–84). Anwendung, Technologien und Migration (in Ger-
man).

Schouh, G., Gartzen, T., & Marks, A. (2015). Promoting work-based
learning through industry 4.0.CIRPConference on Learning Fac-
torie, 32, 82–87.

Schuh, G., Pitscha, M., Rudolfa, S., Karmanna, W., & Sommera,
M. (2014a). Modular sensor platform for service-oriented cyber-
physical systems in the European tool making industry. Engineer-
ing Services, 17, 374–379.

Schuh, G., Potente, T., Wesch-Potente, C., Weber, A. R., & Prote, J.
P. (2014b). Collaboration mechanisms to increase productivity in
the context of industrie 4.0. Procedia CIRP, 19, 51–56.

Schuhmacher, J., &Hummel, V. (2016). Decentralized control of logis-
tic processes in cyber-physical production systems at the example
of ESB logistics learning factory. Procedia CIRP, 54, 19–24.

Schumacher, A., Erol, S., & Sihna, W. (2016). A maturity model for
assessing industry 4.0 readiness and maturity of manufacturing
enterprises. Reconfigurable and Virtual Production, 52, 161–166.

Schumann, A. (1999). Integrated production control for batch plants.
European Control Conference. https://doi.org/10.23919/ECC.19
99.7100101.

Schweer, D., & Sahl, J. C. (2017). The digital transformation of
industry—Thebenefit forGermany. InThe drivers of digital trans-
formation (Vol. 10, pp. 23–31). Springer.

Sedera, D., & Gable, G. G. (2010). Knowledge management com-
petence for enterprise system success. The Journal of Strategic
Information Systems, 19(4), 296–306.

Seethamraju, R., & Sundar, D. (2013). Influence of ERP systems on
business process agility.Management Review, 25(3), 137–149.

Seitza, K., & Nyhuis, P. (2015). Cyber-physical production systems
combinedwith logisticmodels—A learning factory concept for an

123

https://www.slideshare.net/RealTimeInnovations/342488-io-t-influence
https://www.bcg.com/publications/2015/engineered_products_project_business_industry_4_future_productivity_growth_manufacturing_industries.aspx
http://www.wise.co.th/wise/Knowledge_Bank/References/Everything_4/Revolution_to_Industry_4.pdf
https://doi.org/10.23919/ECC.1999.7100101


Journal of Intelligent Manufacturing

improved production planning and control. In The 5th conference
on learning factories (Vol. 32, pp. 92–97).

Sena, D., Ozturk,M., &Vayvay, O. (2016). An overview of big data for
growth in SMEs. Social and Behavioral Sciences, 235, 159–167.

Seok,H.,&Nof, S. (2018). Intelligent information sharing amongman-
ufacturers in supply networks: Supplier selection case. Journal of
Intelligent Manufacturing, 29, 1097–1113.

Shafiq, S. I., Sanin, C., Toro, C., & Szczerbicki, E. (2015). Virtual
engineering object (VEO): Toward experience-based design and
manufacturing for industry 4.0. Cybernetics and Systems, 46,
35–50.

Shah, M. (2016). Big data and the internet of things. In Big data anal-
ysis: New algorithms for a new society (pp. 207–237). Springer.

Shah, L. A., Etienne, A., Siadat, A., & Vernadat, F. (2016). Decision-
making in the manufacturing environment using a value-risk
graph. Journal of Intelligent Manufacturing, 27, 617–630.

Shahabi, C., Kashani, F., Khoshgozaran, A., Nocera, L., & Xing, S.
(2010). GeoDec: A framework to effectively visualize and query
geospatial data for decision-making. IEEE Multi Media, 10(99),
1–11.

Shaikh, F. K., Zeadally, S., & Exposito, E. (2017). Enabling technolo-
gies for green internet of things. IEEE Systems Journal, 11(2),
983–994.

Shallock, B., Rybski, C., Jochem, R., & Kohl, H. (2018). Learning
factory for industry 4.0 to provide future skills beyond technical
training. Procedia Manufacturing, 23, 27–32.

Shamsuzzoha, A., Ferreira, F., Azevado, A., & Helo, P. (2016).
Collaborative smart process monitoring within virtual factory
environment: An implementation issue. International Journal of
Computer Integrated Manufacturing, 30(1), 167–181.

Shaoshuai, F., Wenxiao, S., Nan, W., & Yan, W. (2011). MODM-based
evaluation model of service quality in the internet of things. Pro-
cedia Environmental Sciences, 11(Part A), 63–69.

Shariatzadeh, N., Lundholma, T., Lindberga, L., & Sivarda, G. (2016).
Integration of digital factory with smart factory based on Internet
of Things. CIRP, 50(2016), 512–517.

Sharma, A., & Gupta, S. (2014). Identifying the role of ERP in
enhancing operational efficiency and supply chain mobility in air-
craft manufacturing industry. In 2014 International Conference
on Issues and Challenges in Intelligent Computing Techniques
(ICICT) (pp. 330–333), 7–8 February 2014, Ghaziabad, India.

Sharma, Y., Javadi, B., Si, W., & Sun, D. (2016). Reliability and energy
efficiency in cloud computing systems: Survey and taxonomy.
Journal of Network and Computer Applications, 74, 66–85.

Sherbini, K., & Krawczyk, R. (2004). Overview of intelligent archi-
tecture. In 1st ASCAAD international conferencee-design in
architecture KFUPM (pp. 137–152), December 2004, Dhahran,
Saudi Arabia.

Shi, Y., Lin, L., Zhou, C., Zhu, M., Xie, L., & Chai, G. (2017). A
study of an assisting robot for mandible plastic surgery based on
augmented reality. Minimally Invasive Therapy and Allied Tech-
nologies, 26(1), 23–30.

Shrimali, R., Shah, H., & Chauhan, R. (2017). Proposed caching
scheme for optimizing trade-off between freshness and energy
consumption in name data networking based IoT. Advances in
Internet of Things, 7, 11–24.

Shrouf, F., & Miragliotta, G. (2015). Energy management based on
Internet of Things: Practices and framework for adoption in
production management. Journal of Cleaner Production, 100,
235–246.

Shrouf, F., Ordieres, J., & Miragliotta, G. (2014). Smart factories in
industry 4.0: A review of the concept and of energy management
approached in production basedon the internet of things paradigm.
In IEEE international conference onindustrial engineering and
engineering management (IEEM) (pp. 697–701), 9–12 December
2014, Sunway, Malaysia.

Siddiqa, A., Hassem, A., Yaqoob, A., Marjani, M., Shamshirband, S.,
Gani, A., et al. (2016). A survey of big data management: Taxon-
omy and state of the art. IEEE Network, 29(5), 6–9.

Silva, E., & Maló, P. (2014). IoT testbed business model. Advances in
Internet of Things, 4, 37–45.

Singh, A., & Chatterjee, K. (2017). Cloud security issues and chal-
lenges: A survey. Journal of Network and Computer Applications,
79, 88–115.

Sipsas,K., Alexopoulos,K., Xanthakis, V.,&Chryssolouris, G. (2016).
Collaborative maintenance in flow-line manufacturing environ-
ments: An Industry 4.0 approach. Research and Innovation for
Future Production, 55, 236–241.

Smara, M., Aliouat, M., Pathan, A., & Aliout, Z. (2017). Acceptance
test for fault detection in component-based cloud computing and
systems. Future Generation Computer Systems, 70, 74–93.

SmartFactoryKL. (2014). Keyfinder production line. http://smartfacto
ry.dfki.uni-kl.de/en/content/demo/technological-demo/plant-ind
ustry4. Available on August 28, 2017.

Smirnova, A., Kashevnika, A., & Ponomarev, A. (2015). Multi-level
self-organization in cyber-physical-social systems: Smart home
cleaning scenario. Manufacturing System, 30, 329–334.

SMLC. (2011). Implementing 21st century smart manufacturing.
Workshop summary report, https://smartmanufacturingcoalition.
org/sites/default/files/implementing_21st_century_smart_manuf
acturing_report_2011_0.pdf. Available on August 28, 2017.

SMT. (2017). http://www.asm-smt.com/en/asm-smt/smart-factory.
Available on August 30, 2017.

Sogoti. (2014). Industry 4.0 report. https://www.fr.sogeti.com/globala
ssets/global/downloads/reports/vint-research-3-the-fourth-indust
rial-revolution. Available on August 22, 2017.

Song, T., Li, R., Mei, B., Yu, J., Xing, X., & Cheng, X. (2017). A
privacy preserving communication protocol for IoT applications
in smart homes. IEEE Internet of Things Journal, 4, 1844–1852.

Song, Z., & Niu, D. (2017). Focus on the current competitiveness of
local coal industry in china. Resources Policy, 51, 172–182.

Sookhak,M.,Gani,A.,Khan,M.,&Buyya,R. (2017).Dynamic remote
data auditing for securing big data storage in cloud computing.
Information Science, 380, 101–116.

SOPHIE. (2017). Industry 4.0 project. https://www.simplan.de/en/pre
ss/press-reports/562-pr15-research-project-sopie.html. Available
on August 28, 2017.

Sotiriadis, S., & Bessis, N. (2017). An inter-cloud bridge system for
heterogeneous cloud platforms.FutureGenerationComputer Sys-
tems, 54, 180–194.

Spath, D., Gerlach, S., Hämmerle,M., Schlund, S.,&Strölin, T. (2013).
Cyber-physical system for self -organised andflexible labour utili-
sation. https://blog.iao.fraunhofer.de/images/blog/paper-cps.pdf.
Available on August 28, 2017.

Spezzano, G., & Vinci, A. (2015). Pattern detection in cyber-physical
systems. Engineering Services, 52, 1016–1021.

Steele, R., & Clarke, A. (2013). The internet of things and next-
generation public health information systems, communications
and network, robot in industry 4.0 environment. Procedia CIRP,
5, 4–9.

Stergiou, C., Psannis, K. E., Kim, B., & Gupta, B. (2018). Secure inte-
gration of IoT and cloud computing.FutureGeneration Computer
Systems, 78(3), 964–975.

Stock, T., & Seliger, G. (2016). Opportunities of sustainable manufac-
turing in industry 4.0. Procedia CIRP, 40, 536–541.

Strozzi, F., Colicchia, C., Creaazza, A., & Noe, C. (2017). Literature
review on the ‘Smart Factory’ concept using bibliometric tools.
International Journal of Production Research. https://doi.org/10.
1080/00207543.2017.1326643.

Suh, Y., & Lee, H. (2017). Developing ecological index for iden-
tify roles of ICT Industry in mobile ecosystems. Telematics
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