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Abstract—Testing software to assess or improve reliability presents several practical challenges. Conventional operational testing is a fundamental strategy that simulates the real usage of the system in order to expose failures with the highest occurrence probability. However, practitioners find it unsuitable for assessing/achieving very high reliability levels; also, they do not see the adoption of a “real” usage profile estimate as a sensible idea, being it a source of non-quantifiable uncertainty. Oppositely, debug testing aims to expose as many failures as possible, but regardless of their impact on runtime reliability. These strategies are used either to assess or to improve reliability, but cannot improve and assess reliability in the same testing session. This article proposes Reliability Assessment and Improvement (RELAI) testing, a new technique thought to improve the delivered reliability by an adaptive testing scheme, while providing, at the same time, a continuous assessment of reliability attained through testing and fault removal. The technique also quantifies the impact of a partial knowledge of the operational profile. RELAI is positively evaluated on four software applications compared, in separate experiments, with techniques conceived either for reliability improvement or for reliability assessment, demonstrating substantial improvements in both cases.

Index Terms—Software Testing, Reliability, Operational Testing, Random Testing, Sampling, Operational Profile

I. INTRODUCTION

The objective of any software testing technique is to expose failures. Testers prioritize inputs according to the pursued quality attribute, e.g., correctness, robustness, reliability, security. When high reliability is desired, tester wishes to sample those failure-causing inputs that have the largest impact on operational failure probability. This is the trend followed by those techniques based on the expected operational profile to derive tests. Operational profile based testing (hereafter operational testing) selects test cases by looking for high-occurrence failure-causing inputs, as they mainly impact reliability. This is different from conventional debug testing: the latter refers to techniques whose aim is to expose as many failures as possible and remove the failure-causing bugs, regardless of their possible impact on runtime reliability. There is an inherent difference between them, since the rate of failure occurrence during actual operation affects reliability. It may happen that a technique exposes many failures, but they have low impact on reliability, i.e., their occurrence frequency is low; and, as opposite, a technique may uncover few but high-occurrence failures and deliver higher reliability. Therefore, although both can improve reliability by means of fault removal, operational testing is considered as the natural way to pursue such a goal. Besides reliability improvement, techniques based on operational profile have been largely used also for reliability assessment [1], [2], [3], [4]. This makes operational testing one of the pillars of software reliability engineering practices [5].

Nevertheless, operational testing has been strongly criticized over the years (e.g., in [6]), as it actually presents issues that limit its wide adoption in the industrial practice. Researchers and practitioners see two major limitations in operational testing: i) the unsuitability for systems demanding high reliability; ii) the assumption of knowing the operational profile of the software under test.

The reason behind the first issue is that operational testing aims at exposing failures that will occur in operation with higher probability, neglecting low-occurrence ones. Therefore, reliability will achieve a certain stable level that becomes difficult to improve further if remaining failures are not addressed. To boost reliability beyond that limit, testing should turn, at a certain point, to prefer exposing many low-occurrence failures rather than few high-occurrence ones. The same problem stands when operational testing is used for reliability assessment of high-quality software, wherein only low-occurrence failures are likely to be present, thus yielding insufficient failure data for the estimation. This aspect is emphasized by the target systems which operational testing is usually intended for, namely mission- or safety-critical systems with high reliability requirements.

Operational profile uncertainty is the second big concern. It is not always possible for practitioners to obtain meaningful profiles, and the impact of the error they commit on estimating such a profile is not known a priori. Many studies are available that discuss how this error impacts reliability observed in operation (e.g., [7], [8], [2], [9], [10]), but none of them can account for it preventively – namely, by including it in the formulation of the testing strategy. A tester would discover too late, only after a long time of operation, that the profile estimate was wrong, and that reliability achieved/assessed at the end of testing was biased. This uncertainty causes strong scepticism that makes testers prefer debug testing techniques under the assumption that more failures exposed entail higher reliability, ignoring their operational occurrence frequency.

In addressing these issues, there is a large margin of improvement for reliability testing. While it is important to exploit the knowledge of the operational profile to derive better tests for both reliability improvement and reliability assessment, a suitable solution is needed to avoid the stall of operational testing on high-occurrence failures, as well as to minimize the epistemic uncertainty of results caused by the inaccurate estimate of the usage profile.
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In this article, we propose a new approach called **Reliability Assessment and Improvement (RELAI)** testing. RELAI is an integrated technique conceived to improve the final delivered reliability and provide, in the same testing session, an accurate assessment of the achieved level, while overcoming both the low-occurrence failures problem and the inaccurate profile issue. The main contributions of RELAI are summarized by the following objectives it fulfills:

- **Improvement of reliability**: RELAI adopts an adaptive sampling approach, that iteratively learns from test execution results as they become available, and, based on them, allocates test cases to the most reliability-impacting input regions. The adaptive strategy avoids the “saturation” of the conventional operational testing, yielding better results, since, once the high-occurrence failures are removed, RELAI proactively directs the selection toward the low-occurrence ones.

- **Assessment of the achieved reliability**: within each input region with an assigned number of test cases, RELAI defines a second sampling strategy able to provide the interval estimate of attained reliability during testing. Reliability assessment through operational testing is usually conducted assuming the code being frozen (i.e., no bugs are removed during testing) [2], thus entailing a separate testing session devoted to assess reliability and accept the software [11]. RELAI removes this assumption; it addresses the problem of reliability improvement and assessment in the same testing stage, providing estimates while removing defects.

- **Assessment of the profile uncertainty impact**: RELAI predicts the error on reliability estimate caused by a tester-specified maximum acceptable error on the profile estimate. This is an unaddressed challenge so far, and the proposed solution is a first attempt toward the control of the uncertainty in the usage of operational profile for testing purposes.

The output information is useful to implement several testing policies, such as maximizing reliability given a testing budget, or minimizing the testing effort to attain a reliability goal, under a maximum tolerable profile error. Since the algorithm is iterative, tester can implement dynamic policies; he has always an updated view of the cost/benefit evolution during testing.

We evaluated RELAI by a controlled experiment on four software applications under several scenarios through four separate experiments. Results are compared with 6 techniques, 3 for reliability improvement and 3 for reliability assessment. They show a relevant gain of RELAI in terms of delivered reliability on already high reliability levels (improving reliability from 21% up to 90% with respect to the maximum achievable gain), a mean squared error (MSE) in reliability assessment ranging from 6E-4 to 2E-4 with 100 test cases up to 8E-6 to 1E-8 with 800 test case, and an ability to confidently predict the impact of the profile estimation error on reliability estimate in more than 98% of the cases.

In the following, we first survey the related work and introduce the basic concepts behind RELAI testing (Section II and III). In Section IV and V we present the strategy. Section VI describes the experiment; Section VII and VIII present the results; Section IX reports the validity threats, followed by conclusive remarks (Section X).

## II. RELATED WORK

### A. Testing based on operational profile

Testing based on operational profile estimation, known as operational testing, is historically considered as the natural approach to test software either for reliability assessment or improvement. Its rationale is to select test cases with the same probabilities as expected in operation\(^1\). Several researchers, since the end of the eighties, worked to improve this promising approach [15], [16], [12], [13], [17], [18]. As reliability assessment technique, operational testing was massively used in the frame of the Cleanroom methodology, where it was the basic technique to assess reliability and certify the software against a given MTTF [19], [15], [20], [16], [21], [22]. More recently, other techniques were proposed along this trend. In [1], [2], an adaptive testing strategy based on operational profile is used for reliability assessment via feedback-driven test case selection. The authors formulate software testing as a feedback and adaptive control problem: they use a controlled Markov chain to describe the testing process with the goal of minimizing the variance of reliability estimator. Similarly, adaptive testing is used in a recent work along with a gradient descent method [3]: results showed its superiority over uniform random testing and operational testing. The same authors, in [4], use confidence intervals as driving criterion to select test cases adaptively for reliability assessment purposes. All these works on adaptive testing are inspired to the area of software cybernetics [26], to which one of the two sampling schemes used by RELAI is also related to.

An important context where operational testing was exploited is the process defined by Musa, Software Reliability Engineering Test (SRET) [11]. In SRET, operational testing was used for reliability improvement (during development testing) and for reliability assessment as well (for acceptance testing), achieving a reduction of a factor of 10 of customer reported problems in AT&T. Operational testing is formulated as reliability improvement technique also in n [23], where an analytical study is conducted to compare operational against debug testing. Further empirical evidences in favour of operational testing are reported in [24] and in [25], where it is used with multimodal systems. In [27], operational testing is used for reliability improvement by a Bayesian method using online data as feedback. Authors use test data to estimate the failure rates and select test cases based on them, assuming that failing test cases are a very small percentage of total tests. Authors in [28] adopt robust optimization to distribute test cases across test modules, also considering the problem of inaccurate operational profile. Operational testing is also viewed as a special case of random testing, although this term is wider and refers to any distribution (not only the operational usage
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\(^1\)The term statistical testing was also used to denote this technique [12], [13]; however, it is also being used to denote testing to satisfy adequacy criteria in terms of functional/structural properties, e.g., in [14].
one)\(^2\). In the field of random testing, there is a wide share of work focusing on test effectiveness in terms of failure exposure (hence fault detection) ability. Papers more related to our idea are the ones using adaptive strategies to improve testing online. Adaptive random testing (ART) is a family of testing techniques proposed by Chen et al. [29], [30] [31], [32], [33]. The intuition is to improve random testing by using test results online in order to evenly distribute test cases across the input domain. There are many variants of ART, adopting different algorithms to select the next test cases given a test history – see [34] for a detailed survey. These, unlike conventional operational testing, are all intended to expose as many failures as possible like any debug testing approach; for what said, it is not the same as improving operational reliability, because the expected occurrence frequency in operation is not taken into account. Nonetheless, it might happen that such techniques deliver higher reliability than operational testing, if all detected bugs collectively have a larger occurrence probability than the ones removed by operational testing. Therefore, we also consider ART techniques as counterpart which RELAI will be compared to.

RELAI combines test selection strategies for reliability improvement and for reliability assessment. It formulates the reliability improvement problem as an adaptive sampling scheme, whose aim is to find, at each iteration, the distribution of test cases among partitions that maximizes the delivered reliability. Based on this, a reliability assessment step is also integrated within the improvement strategy. In fact, whenever operational testings was used for reliability assessment, the code was assumed to not change during testing, i.e., detected defects are not removed [2], [3], [4], [35]. Unlike RELAI, these techniques also assume to use a sampling with replacement (i.e., the same test case can be selected several times) and an equal probability of selection within partitions. RELAI removes these assumptions, and provides a reliability estimate while also removing detected defects. This is achieved by a new sampling scheme based on a survey sampling method admitting a sampling without replacement with unequal selection probabilities that leads to more accurate estimates.

### B. Impact of operational profile estimation

The further problem that operational-profile based testing suffer from is the estimation of a correct operational profile. The effectiveness of operational testing, both in assessing and in improving reliability, has always been seriously undermined by the difficulties in obtaining meaningful profiles. All the mentioned approaches assume a perfect knowledge of the runtime usage, which is most likely untrue. A non-negligible slice of literature proposes solutions to support the task of obtaining good profiles, e.g., through state models [37], Markovian or Bayesian models describing the expected usage [12], [38], or UML documentation [39]. But basically the accuracy of the profile depends on the accuracy of the information on how the system will be used [40], which is difficult to obtain. Empirical analyses were conducted to evaluate the impact of the profile estimation error on reliability estimate. These studies are quite contradictory. The authors in [7], [8] state a non-negative effect of operational profile errors on reliability estimate. In [41], reliability estimates are shown to be not affected by such errors. This issue has been studied also recently in [2], where authors experimentally evaluate techniques performance in assessing reliability in presence of error. Differently from the previous ones, the work by Chen et al. [9] attests relevant deviations on reliability estimates caused by the profile error. A more recent analysis shows that the relation between the profile variation and reliability depends on the error on the testing effort [10]. Despite these contrasting results, it is important to remark that the relation between the profile estimation error and reliability has been studied empirically so far, by observing the effect of the error on true reliability (assumed to be known). In a real situation, this impact would be observed only after a long operational time, when the true reliability can be assessed faithfully. To our knowledge, there is no technique to assess, preventively, the impact of a possible profile error on reliability attained soon after testing, making it hard to apply operational testing in practice. In our previous work [42], we started addressing this challenge, analyzing theoretically the relation between the profile error and the number of tests. That analysis did not end up with a practical testing method, but paved the ground to the formulation of the strategy presented hereafter.

Overall, RELAI differs from the cited works in several aspects: the test selection algorithm accounts for both reliability improvement and reliability assessment needs, which are challenges usually addressed separately; both reliability improvement and assessment are taken in a novel way, by previously unused sampling schemes (this is important especially for reliability improvement, where considerably less research has been conducted); RELAI considers the profile estimation error in its formulation, allowing accounting for the impact of such a source of uncertainty before the system goes into operation.

### III. Terminology

This Section introduces the terminology adopted in the following. Testing a program is the process of i) exercising it with different test cases, selected from the set of all possible inputs according to a selection criterion, and ii) observing the output, comparing it with the expected one such that, if they are discordant, a failure is said to have occurred. Inputs provoking failures are called failure-causing inputs or failure points. When a failure occurs, a change is made to the program to remove what is believed to be the cause of the failure, or “fault”. Since there may be several possible changes able to avoid the failure, the fault related to an observed failure is not uniquely defined. We thus rely on the notion of failure, rather than that of fault, and borrow the concept of failure region of the input space (as in, e.g., [23], [43]). A failure region is the set of failure points that is eliminated by a program change aimed at removing the fault. An input point \( t \) to a program under test is characterized by a predicate: \( y_t = 1 \) if the execution leads to a failure, namely, it is a failure point; \( y_t = 0 \) otherwise.
An operational profile is a quantitative characterization of how a system will be used. There are several models of operational profiles [44]. In this work, the Musa’s model is considered. We build the profile by assigning probability values to all input cases representing the probability that each will occur in operation. Thus, it can be thought as a probability distribution over the set of the input points. We denote this distribution with \( P \), that assigns a probability \( p_t \) to each input \( t \in D \). In operational testing, assuming a perfect estimate of the operational profile, \( p_t \) is also the probability that the input \( t \) will be selected as a test case during testing. But in the real world, the profile estimate is affected by an error, and another probability distribution is actually used to select test cases. We denote this distribution with \( \hat{P} \), and its probability values with \( \hat{p}_t \). To account for the profile estimation error, we consider the differences \( \varepsilon_t = p_t - \hat{p}_t \), representing the estimation error for each point of the input domain.

Reliability is the probability of not failing in operation; in the literature, it is mainly measured either on a continuous-time or on a discrete-time basis – the two approaches are related [45], [46]. While the former assesses the failure probability as a function of time (e.g., calendar time, CPU time), the latter uses the frequency (or probability) of successful runs, which in many cases is more meaningful [3]. Like other studies in the software testing field, this study focuses on the discrete-time definition; reliability is: \( R = 1 - \sum_{t \in D} P_t \), where the summation represents the probability of selecting at least one failure point in operation.

IV. THE RELAI TESTING STRATEGY

A. Assumptions

To formulate RELAI, we make the following assumptions:

1) Each test case taken from the input domain leads the software under test to failure or success. Given a software program under test (SUT) and a test case \( t \) applied to it, let \( \omega_t \) be the actual output value of the SUT executed with test case \( t \), and \( \omega'_t \) the expected output value under \( t \). Let \( y_t \) be a label denoting the outcome of the execution of the SUT with test case \( t \); then:

\[
\begin{align*}
   y_t & = 1 \quad \text{iff} \quad \omega_t \neq \omega'_t \\
   y_t & = 0 \quad \text{iff} \quad \omega_t = \omega'_t
\end{align*}
\]  

assuming we are able to know \( \omega'_t \) \( \forall t \). In other words, \( t \) applied to the SUT is either a failure point or not. We assume we are always able to correctly determine if a test is successful or not by comparing the actual output \( \omega_t \) with the known expected output \( \omega'_t \).

2) The possibility to select a test case at a given time is independent of previously selected and executed test cases; namely, all the non-executed test cases are selectable each time. Given the set of all the test cases \( T = \{t_1, \ldots, t_n\} \), and the set of executed test cases at a given time \( T' = \{t_1, \ldots, t_k\} \), with \( k < n \), any of the non-executed test cases \( T'' = T - T' = \{t_{k+1} \ldots, t_n\} \) can be selected. This affects the way in which a “test case” is defined, since, if the assumption is not met, a set of tasks can be grouped together in a single test case, so that at the end of the test case the system goes back to the initial state [3].

3) The output of a test case is independent of the history of testing; in other words, a failing test case is always such, independently from the previously executed test cases. Note that, even though the possibility to select a test case is not influenced by previous tests, its outcome can still be influenced. Formally, let \( T = \{t_1, \ldots, t_n\} \) be the set of all the test cases for a given program \( s \) and \( N = |T| \) the number of test cases. Denote with \( D_{K,(N-1)} \) the set of sequences without repetition (i.e., dispositions) of \( K \) over \( N-1 \) test cases, and with \( d_k \) one of such sequences. Then, given a test case \( t_j \) \( (j \in [1, N]) \) executed on \( s \) after the execution of \( K \) test cases (with \( t_i \neq t_j \), for \( i = 1, \ldots, K \)), its output \( \omega_j \) is independent from any previously executed sequence \( d_k \in D_{K,(N-1)} \) and is always the same (suppose it being equal to \( \omega^* \)):

\[
Pr(\omega_j = \omega^*|d_k) = 1 \quad \forall d_k \in D_{K,(N-1)}
\]

\[
k = 1, 2, \ldots, K; K = 1, 2, \ldots, (N-1)
\]

4) Let \( F \) be the set of \( q \) faults present in the program: \( F = \{f_1, f_2, \ldots, f_i, \ldots, f_q\} \), and \( R \) be the set of the corresponding failure regions: \( R = \{r_1, r_2, \ldots, r_i, \ldots, r_q\} \). As defined in Section III, a failure region is a set of failure points, namely: \( r_i = \{t_1, t_2, \ldots, t_k, \ldots, t_s\} \), with \( s = |r_i| \), such that \( t_k \) activates the fault \( f_i \) and causes a failure (\( y_{t_k} = 1 \)). If an executed test case \( t_j \) exposes a failure \( f_i \), namely \( t_j \in r_i \), a debugging action \( A \) is performed without introducing new faults (perfect debugging), and all the failure points of the corresponding failure region \( r_i \) are corrected, so that re-executing any test case of that region \( t_j \in r_i \) no longer causes a failure. Formally, after the execution of the debugging action \( A \), we have that:

\[
|F|_A = |F| - 1
\]

\[
|r_i|_A = 0
\]

\[
\sum_{h=1}^{R} |r_h|_A = \sum_{h=1}^{R} |r_h| - |r_i|
\]

where \( |F|_A \), \( |r_i|_A \), \( |r_h|_A \) are the cardinalities of faults and failure regions after the execution of the debugging action \( A \).

5) In this study, we assume that the selection of test cases is without replacement, namely any executed test case (either successful or not) will be no longer repeated in the future. Formally, given the set of all the test cases \( T = \{t_1, \ldots, t_n\} \), and the set of executed test cases at a given time \( T' = \{t_1, \ldots, t_k\} \), with \( k < n \), the next test case to select, \( t_j \), cannot be in \( T' \): \( t_j \notin T' \).

6) The input domain \( D \) is decomposed into a set of \( m \) subdomains: \( \{D_1, D_2, \ldots, D_m\} \). The number of subdomains and the partitioning criterion are decided by the tester. In general, there are several ways in which a tester can partition the test suite, provided that test cases in a partition have some properties in common (e.g.,
based on functional, structural, or profile criteria). These are usually dependent on the information available to test designers and on tester’s objective. The choice does not affect the proposed strategy, which just assumes the presence of subdomains, but of course different results can be obtained according to it. The effect of different partitioning criteria on results is out of the scope of this paper and is left to future research.

B. Overview

Reliability Assessment and Improvement Testing (RELAI) starts as a conventional operational testing. An estimate of the profile, \( \hat{P} \), is used as reference distribution to select test cases, with tester assigning an occurrence probability \( \hat{p}_i \) to each input\(^3\). For each subdomain, we define the probability of selecting a failure point from \( D_i \) as: \( \varphi_i = \theta_i \sum_{t \in D_i} p_t \), where \( \sum_{t \in D_i} p_t \) is the probability of selecting an input from \( D_i \), and \( \theta_i \) is the probability that an input selected from \( D_i \) is a failure point. Thus, the true reliability is computed as:

\[
R = 1 - \Phi = 1 - \sum_{i=1}^{m} \varphi_i
\]  

(4)

where \( \Phi \) is the operational failure probability. The objective of RELAI is to improve the expected delivered reliability while providing an estimate of the achieved level along with the offset caused by a possible profile estimation error. The RELAI algorithm is based on a two-stage sampling, that we call domain-level and subdomain-level sampling scheme, respectively. At domain level, sampling is to decide the number of test cases for each subdomain in order to exercise input regions mainly impacting \( \Phi \). At subdomain level, a different type of sampling is adopted to select test cases in a way to enable the estimation of \( \theta_i \), and thus \( \varphi_i \), values. At the end of each iteration, the output at subdomain level is used to drive the algorithm at domain level. The algorithm considers, as input:

- \( T \): the total number of test cases available as budget;
- \( R_0 \): the reliability target (and, optionally, the desired confidence interval, denoted as CI\((R_0)=[R_0^l; R_0^u]\), at the specified \( C_{R_0} \% \) confidence level);
- \( \varepsilon_0 \): the maximum error on the operational profile estimate that the tester decides to tolerate. It is expressed as \( \varepsilon_t < |\varepsilon_0| \), with \( t \in D_i \), in at least \( C_{\varepsilon_0} \% \) of cases (e.g., the error is \( \varepsilon_t < |0.01| \) for 99% of input points). It represents an important input for an accurate reliability assessment, as it allows RELAI accounting for the error that tester inevitably commits in estimating the profile.

Depending on the tester choice, these inputs are used to implement (at least) the following policies:

\(^3\text{In} \cite{2,11} \text{and others, a global profile value is assigned to an entire subdomain (i.e.,} \sum_{t \in D_i} p_t = \hat{p}_i); \text{namely, the within-domain distribution is uniform, with every input having} p_t = p_t/D_i. \text{Depending on the partitioning strategy, other choices could be done assigning the same} p_t \text{values to groups of inputs (e.g., to boundary values of a functionality with the same expected occurrence, or to a functionality’s inputs in a subdomain including more similar functionalities). Here we are considering the more general case of each input with an assigned probability value.}

Policy 1 - Reliability improvement:
Goal: maximize expected reliability. The algorithm selects test cases in order to improve the expected delivered reliability.
Input: the budgeted number of test cases \( T \); the maximum acceptable profile error \((\varepsilon_0, C_{\varepsilon_0} \%)\); optionally, the desired confidence \( C_{R_0} \% \), determining the output confidence interval.
Output: the interval estimate of the achieved reliability \((\hat{R}, CI(\hat{R}))\) at \( C_R \% \), and the impact of the specified profile error on reliability assessment accuracy – let us denote it, for now, as a generic offset \( \Delta \).

Policy 2 - Reduction of the number of test case to execute:
Goal: reducing the number of required test cases to achieve a reliability target. The algorithm tries to attain the target as soon as possible, and runs until it is reached.
Input: the reliability target, \( R_0 \); the desired acceptable error \((\varepsilon_0, C_{\varepsilon_0} \%)\); optionally, the desired confidence interval \( CI(R_0)=[R_0^l; R_0^u]\) at \( C_{R_0} \% \) confidence level.
Output: the output is the number of executed test cases, the interval estimate of the achieved reliability, and the possible offset \( \Delta \) under the specified profile error. This information can be used to stop testing according to several criteria. For instance, tester can consider the point reliability estimate \( \hat{R} \), stopping testing when \( \hat{R} \geq R_0 \), the lower bound of the interval estimate \( \hat{R}_l \) (which is a more conservative choice, requiring \( \hat{R}_l \geq R_0 \)); or the upper bound \( \hat{R}_u \) (e.g., to stop testing earlier, as soon as \( \hat{R}_u \geq R_0 \) at the expense of less confident results).

The algorithm provides this estimate at each iteration, thus supporting informed decisions during testing. The high-level steps to implement these policies are schematized in Figure 1:

1) Choose the policy and provide the corresponding inputs.
2) Decide the number of test cases to execute at the first iteration, denoted as \( T^{(0)} \), and distribute them to each
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![Figure 1: Block scheme of RELAI](image-url)
subdomain $D_i$ by the domain-level sampling scheme. $T_i^{(0)}$ denotes the number of test cases to draw from $D_i$. 
3) At each iteration $k$, with $k \geq 0$:
   a) Select and run test cases by the subdomain-level sampling scheme, drawing $T_i^{(k)}$ test cases from each subdomain. From the observed results, compute: $\hat{\varphi}_i^{(k)}$, namely the estimates of $\varphi_i$ at iteration $k$; the interval estimate of reliability, $\{\hat{R}(k), CI(\hat{R}(k))\}$; the offset $\Delta$.
   b) For policy 1, evaluate if the number of test cases executed so far is not less than $T$; if yes, stop the testing, providing results of 3.(a) as final output; otherwise, go to step 3.(d).
   c) For policy 2, evaluate if the current estimate satisfies the target $\langle R_0, CI(R_0) \rangle$. If yes, stop the testing, provide the number of run test cases and results of 3.(a) as output; otherwise, go to step 3.(d).
   d) By using the $\varphi_i^{(k)}$ estimates and the domain-level sampling scheme, compute the number of test cases for each subdomain for the next iteration, assigning more tests to subdomains more likely to improve reliability. Skip to the next iteration.

In the following, we detail the main steps of the algorithm, considering first the case of no profile estimation error ($\varepsilon_t = 0$, $\forall t \in D$), and then the case of profile estimate affected by error.

C. Initial test case assignment - step 2

This step is accomplished by the domain-level sampling scheme. It is based on the Importance Sampling (IS) method. Importance sampling is a Monte Carlo method that has been used successfully in many domains [47]. It is an inference method to approximate the computation of the true distribution of variables of interest, which in many practical tasks is intractable. The method samples from the true (unknown) distribution, representing the beliefs (i.e., hypotheses) about the state of the system by sets of samples. Each sample is associated with a probability that the belief is true, and at each iteration: (1) the hypotheses are modified to account for changes in the system, (2) the probability of each hypothesis is updated by examining some samples of that hypothesis; and (3) a larger number of samples are drawn from hypotheses with a larger (relative) probability, to be analyzed in the next iteration [48]. The goal is to converge, in few iterations, to the true probability distribution over the set of hypotheses, identifying the ones more likely to be true. We also used this procedure in [49] for the problem of selecting testing techniques adaptively. Referring to RELAI, we formulate the problem as follows: samples are the selected test cases in each iteration; the hypotheses are the tester’s belief about which subdomain $D_i$ is more likely to improve reliability if test cases are selected from it; the true unknown distribution to approximate is the optimal number of test cases for each subdomain that maximizes reliability.

As first step, importance sampling requires a relatively small initial set of samples. The number of test cases at the first iteration ($T_i^{(0)}$) is only required to be much smaller than the total number of test cases [48], as it is needed only to start the algorithm. If no information is available about the likelihood that some subdomain will contribute more to reliability improvement, the number of test cases may be distributed uniformly among the $m$ subdomains: $T_{i}^{(0)} = \frac{T^{(0)}}{m}$. In this case, the initial probabilities are $\pi_{i}^{(0)} = \frac{T_{i}^{(0)}}{T^{(0)}}$. An alternative criterion is to distribute $T^{(0)}$ proportionally to the subdomain size. In the following, we opt for this choice and distribute test cases as follows:

$$T_i^{(0)} = T^{(0)} \cdot \frac{|D_i|}{|D|}$$

with initial probabilities being $\pi_{i}^{(0)} = \frac{|D_i|}{|D|}$.

D. Reliability assessment - step 3.(a)

The output of step 2 is the number of test cases to run per subdomain, $T_i^{(0)}$. Step 3.(d) provides such values for the $k$-th iteration, with $k > 0$. These values ($T_i^{(k)}$) are the inputs of step 3.(a). The goal of the subdomain-level sampling scheme adopted here is to select, for each subdomain, $T_i^{(k)}$ test cases in such a way to get unbiased estimates of the $\varphi_i^{(k)}$ values. These are used both for reliability assessment (Eq. 4), and for the next reliability improvement step (step 3.(d)).

Let us formulate the estimation problem. The parameter of interest for each subdomain is $\varphi_i = \theta_i \sum_{t \in D} p(t)$, representing the probability of selecting an input from $D_i$ and that such input is a failure point. At this stage, we assume a correct profile estimate, hence: $\hat{p}_i = p_i$, $\forall t \in D$. While $p_i$ values are given for each input, an unbiased estimator of $\theta_i$ is the proportion of residual failure points over $|D_i|$ after the test iteration run. The proportion assesses the probability that an input selected from $D_i$ will fail: $Pr(y_i=1)$, with $y_i$ being realizations of a Bernoulli distribution. Therefore, as $|D_i|$ is given, we estimate the total number of residual failure points, that are the initial failure points minus the removed ones. Let us recall that, differently from most studies on reliability assessment, we see the test case selection as a sampling without replacement problem, with selection probability regulated by the testing profile distribution $P$ – thus with unequal selection probability – and the sample unit being the input $t$ (either a failure or a correct point) with probability of selection $p_i$.

There is however a peculiarity in our problem, as the population characteristics change during testing: when a failure is exposed, failure points are removed from future selection, but the corresponding failure region becomes a set of correct input points that are still available for future selection. Therefore, at the end of the test iteration, we have not the same situation we had at the beginning; we have: i) a number of undetected failure regions, each with an unknown number of failure points

4Studies on reliability assessment assume a sampling with replacement and equal probability of selection among partitions, that is relatively easy to manage. Choosing sampling without replacement (and with unequal probability of selection) is known to be theoretically more efficient than sampling with replacement, at the expense of more complex mathematics. Moreover, this choice reflects more the actual practice whenever defects are removed during testing, because, in reality, test should not be repeated [31] (once verified that the defect has been really removed). This applies to our case because the actions that we take on the code are only bug removals and, as per assumption 4, the bug removal process is assumed to be perfect.
(this is what we want to estimate, let us denote it as \( Y_R \) i.e., “Residual”), and ii) a number of failure regions that have been detected by selecting exactly one failure point and have been soon eliminated (namely, all its failure points are converted into correct points) – we denote the failure points that exposed the failure region (exactly one per region) as \( Y_D \), i.e., “Detected”. In this problem, the actual estimate we get is not the total number of initial failure points, but the (smaller) sum: \( \hat{Y} = \hat{Y}_R + \hat{Y}_D \). It represents the total initial number of failure points in an ideal situation where we have (one or) many failure points for the undetected regions but exactly one failure point for each detected failure region. It resembles the situation at the end of the iteration, and is even finer for our purpose, since we are interested in \( \hat{Y}_R \). The latter is obtained as: \( \hat{Y}_R = \hat{Y} - \hat{Y}_D \). Since \( \hat{Y}_D \) is known, the problem reduces to estimate \( \hat{Y} \). Let us set up an unbiased estimator for this problem. We denote with \( N_t \) the population size for the subdomain \( D_t \); \( T_i^{(k)} \) is the sample size from which we get the estimate; \( \hat{Y}_t \) is the population total to estimate. For this sampling without replacement with unequal probability of selection scheme, it would be relatively simple to adopt an unbiased estimator (e.g., the Horvitz and Thompson estimator [50]) only when the sample is of little size (\( \leq 2 \)). However, when the sample size is greater than 2, we need methods acting also on the sampling scheme itself (and thus on the test case selection strategy). We use the Rao, Hartley and Cochran (RHC) scheme [36], which is a popular sampling method adopted in numerous contexts for its simplicity and practicability. The method steps follow:

1) Suppose we have to execute \( T_i^{(k)} \) test cases for the subdomain \( D_i \) at iteration \( k \). Each input of the subdomain is associated with a rescaled selection probability \( \hat{p}_i = \frac{\hat{p}_i}{\sum_{t \in D_i} \hat{p}_t} \), so that \( \sum_{t \in D_i} \hat{p}_i = 1 \). On this population, referred to one subdomain \( D_i \), with \( N_t \) units in the population and a sample of size \( T_i^{(k)} \) test cases, we apply the RHC strategy (steps 2, 3, and 4).

2) Divide randomly the \( N_t \) units of the population into \( g = T_i^{(k)} \) groups, by selecting \( G_1 \) units with a simple random sampling without replacement for the first group, then \( G_2 \) units out of the remaining \( (N_t - G_1) \) for the second, and so on. This will lead to \( g \) groups of sizes \( G_1, G_2, \ldots, G_g \) with \( \sum_{r=1}^{g} G_r = N_t \). The group size can be arbitrary, but selecting \( G_1 = G_2 = \cdots = G_g \) reduces the variance [36].

3) One test case is then drawn from each of these \( g \) groups independently and with a “probability proportional to size” (PPS) method - in our case, according to \( \hat{p}_i \) values.

4) Denote with \( \hat{p}_{i,r} \) the probability associated with the \( t-th \) unit in the \( r-th \) group, and with \( q_r = \frac{\sum_{t \in G_r} \hat{p}_{i,r}}{\sum_{t \in G_r} \hat{p}_{i,t}} \) the sum of probabilities in the \( r-th \) group. An unbiased estimator of the population total for \( D_i \) is [36]:

\[
\hat{Y}_t = \sum_{r=1}^{g} y_r \hat{p}_{i,r} / q_r
\]

where the suffixes 1, 2, \ldots, \( r \) denote the \( g \) units selected from the \( g \) groups separately, \( y_r = 1 \) if the test case led to failure, 0 otherwise. Since \( \hat{p}_t = p_t \) (i.e., correct profile estimate is assumed for now), the estimate is unbiased, \( E[\hat{Y}_t] = Y_t \), as showed in [36].

5) The residual failure points at the end of the iteration are given by \( \hat{Y}_t \) subtracted by the detected (and removed) failure points, that we denote as \( \hat{Y}_{D_t} = \sum_{r \in D_t} \hat{y}_r \). This leads to: \( \hat{\theta}_i^{(k)} = (\hat{Y}_t - \hat{Y}_{D_t}) / N_t \), which is the proportion of residual failure points. It follows that:

\[
\hat{\theta}_i^{(k)} = \hat{\theta}_i^{(k)} \sum_{t \in D_i} \hat{p}_t = \hat{\theta}_i^{(k)} \cdot \hat{p}_t.
\]

with \( \hat{\theta}_i^{(k)} \) representing the probability estimate of selecting an input from \( D_t \) and that such input is a failure point.

6) In accordance with Equation 4, reliability at iteration \( k \) is assessed as:

\[
\hat{R}^{(k)} = 1 - \hat{\phi}^{(k)} = 1 - \sum_{i=1}^{m} \hat{\theta}_i^{(k)} = 1 - \sum_{i=1}^{m} \hat{p}_i \cdot \hat{\theta}_i^{(k)}
\]

and, in this case, being \( \hat{p}_t = p_t \), the estimate is unbiased:

\[
E[\hat{R}^{(k)}] = 1 - E[\hat{\phi}^{(k)}] = 1 - \sum_{i=1}^{m} p_i \hat{\theta}_i = R
\]

7) We are also interested in the variance and confidence interval of the estimator. The variance computation of the estimate \( \hat{Y}_t \) is provided by the RHC method itself [36], and is as in the following:

\[
V(\hat{Y}_t) = \frac{\sum_{r=1}^{g} \sum_{t \in G_r} \hat{p}_{i,r}^2 - Y_r^2}{N_t(G_t - 1)}
\]

with \( \sum_{r} \) denoting the sum over the \( g \) groups; its unbiased estimator is also provided:

\[
\hat{V}(\hat{Y}_t) = \frac{\sum_{r=1}^{g} \sum_{t \in G_r} \hat{p}_{i,r}^2 - \hat{Y}_r^2}{N_t(G_t - 1)}
\]

8) Based on them, and assuming independence among \( \hat{\theta}_i^{(k)} \), we can compute the variance for \( \hat{R}^{(k)} \) as:

\[
V(\hat{R}^{(k)}) = V(1 - \hat{\phi}^{(k)}) = V(\hat{\phi}^{(k)}) = \sum_{i=1}^{m} \hat{p}_i^2 V(\hat{\theta}_i^{(k)})
\]

\[
= \sum_{i=1}^{m} \frac{\hat{p}_i^2}{N_t^2} V(Y_r^{(-k)}) - \frac{\hat{Y}_r^2}{N_t} = \sum_{i=1}^{m} \frac{\hat{p}_i^2}{N_t^2} V(Y_r^{(-k)})
\]

and:

\[
\hat{V}(\hat{R}^{(k)}) = \hat{V}(\hat{\phi}) = \sum_{i=1}^{m} \frac{\hat{p}_i^2}{N_t^2} \hat{V}(Y_r^{(-k)})
\]

The corresponding confidence interval at \( C(\%\%)=100(1-\alpha)\% \) is:

\[
C(\hat{R}^{(k)}) = \hat{R}^{(k)} \pm t\alpha/2 \sqrt{\hat{V}(\hat{R}^{(k)})}
\]

with \( t \) denoting the \( t\)-student distribution and \( \alpha \) the significance level. Expectedly, the variance decreases as more test cases are devoted to the subdomain, and the confidence interval is tighter. The interval estimates of reliability at each iteration are used either for steps 3.(b) or 3.(c), depending on the selected policy. Then, the improvement step takes place.
E. Reliability improvement: probability update - step 3.(d)

The next steps at the end of an iteration is to allocate test cases to subdomain for the next iteration. This is carried out at domain-level by the introduced Bayesian approach, the importance sampling (IS) method. With respect to the mentioned strategies for tests allocation to subdomains [2] [3] [4], we do not assume the code being frozen, since detected defects are removed during testing – thus the code changes, and so does the failure rate of each subdomain, making those approaches not applicable in this case. With a problem similar to ours, the approach taken in [27] also uses the Bayesian inference, taking test data to estimate the failure rates and selecting test cases based on them. But it assumes: i) a prior knowledge on failure rates (assumed to follow a Beta distribution); ii) that one failure point is removed with one defect removal, and iii) that failing test cases are a very small percentage of total tests. To overcome these problems, we follow the IS scheme to infer the real distribution of the optimal tests allocation, which learns and adapts the selection distribution; ii) defect removal, and iii) that failing test cases are a very small percentage of total tests. To overcome these problems, we follow the IS scheme to infer the real distribution of the optimal tests allocation, which learns and adapts the selection distribution.

\[ P_{\text{expected}} = \frac{1}{2} \cdot \frac{1}{n+1} - \delta \]

1 – δ is the confidence that we have in this approximation; ρp is the number of subdomains from which at least one test case has been drawn in the k-th iteration; z1−δ is the normal distribution evaluated with significance level δ; the result, \( \eta^{k+1} \), is the output number of test cases to execute in the (k+1)-th iteration. Considering this number and the probability vector of Eq. 15, the IS procedure is as follows.

### IS Procedure

The importance sampling sampling procedure. Inputs: \( D_i, \pi_i^{(k)}; i \in [1, m] \)

1. //sort such that \( \pi_i^{(k)} \geq \pi_{i+1}^{(k)} \)
2. \( \beta_1 = \pi_1^{(k)}; //Initialize Cumulative Distribution \)
3. for \( i=1 \) to \( m \)
4. \( T_i^{(k+1)} = 0; //initialization \)
5. //Compute \( \eta^{(k+1)} \) according to Eq. 16
6. \( r_1 \sim U[0, \frac{1}{\eta^{(k+1)}}] //Draw sample from uniform distribution \)
7. //Distribute test cases to each criterion
8. for \( i=2 \) to \( m \)
9. \( b_i = b_{i-1} + \pi_i^{(k)}; //Compute Cumulative Distribution \)
10. //Return re-ordered \( \{T_i^{(k+1)}\} : i \in [1, m] \)

The algorithm first computes the cumulative probability distribution of subdomains, with probabilities set in descending order. Then, it computes the number of test cases for the next iteration (\( \eta^{(k+1)} \)) according to Eq. 16, and distributes test cases to subdomains proportionally to their relative importance (that is represented by the cumulative distribution \( \beta_i \) over subdomains \( D_i \)). It is executed until the number of available test cases for that iteration, \( \eta^{(k+1)} \), ends. At the end of this step, a new iteration of RELAI starts from step 3.(a), and the assigned test cases are run, for each subdomain \( D_i \), according to the RHC scheme illustrated above.

Summarizing, step 3.(a) for reliability assessment is carried out by the subdomain-level scheme through RHC procedure, whereas steps 2, and then 3.(d) for reliability improvement are run at domain-level with the IS method. Next, we include the impact of the uncertain profile knowledge on these results.

V. Including the impact of the error

In the above algorithm, we assumed a correct operational profile as assessed by a tester. In practice, having an exact estimate of the profile is unlikely. In this Section, we account for the impact of the profile estimate error on results. Let us define the total error variable \( \epsilon = \sum_{t \in D} \varepsilon_t \), with \( \varepsilon_t = p_t - \hat{p}_t \), representing the deviation of the real operational profile \( P \) from the estimated one \( \hat{P} \). Let us first consider how the error impacts the estimate of \( Y_t^i \), and consequently of \( \phi_i \). The RHC estimator for \( Y_t^i \) is, in this case, biased, namely: 

\[ E[Y_t^i] \neq Y_t^i \]
In fact, if $p_t \neq \hat{p}_t$, Equation 6 becomes:

$$E[Y_t'] = \sum_{r=1}^{g} E[Y_{tr}/p_r/q_r]$$

$$= \sum_{r=1}^{g} \sum_{t=1}^{G_r} (p_t/q_r) \left( \frac{\mu_t}{p_t/q_r} \right)$$

$$= \sum_{t=1}^{N_t} \frac{\mu_t}{p_t} = \sum_{t=1}^{N_t} y_t (1 - \frac{\epsilon_t}{p_t})$$

(17)

where we developed the expectation within the summation, and then considered that $N_t = \sum_{r=1}^{g} G_r$. Having $p_t$ different form its estimate $\hat{p}_t$ causes a bias in the estimation of $Y_t$:

$$B_Y[\hat{Y}_t'] = E[\hat{Y}_t'] - Y_t$$

$$= \sum_{t=1}^{N_t} y_t (1 - \frac{\epsilon_t}{p_t}) - \sum_{t=1}^{N_t} y_t$$

$$= - \sum_{t=1}^{N_t} y_t \frac{\epsilon_t}{p_t}$$

(18)

When $p_t = \hat{p}_t$, then $\epsilon_t = 0$ and the bias is 0.

By knowing the bias of $Y_t'$, we can compute the bias of reliability estimate as:

$$B_R[\hat{R}] = E[\hat{R}'] - R$$

$$= (1 - E[\hat{\theta}']) - (1 - \Phi) = \Phi - E[\hat{\theta}']$$

(19)

Thus, the bias depends on $\hat{p}_t = (p_t + \epsilon_t)$, and on $E[\hat{\theta}']$.

Recalling that $\hat{\theta}_t$ is computed, in Section IV-D, as $\hat{\theta}_t^{(k)} = (Y_t - Y_{D_t})/N_t$, its expected value is:

$$E[\hat{\theta}'] = \frac{E[Y_t'] - Y_{D_t}}{N_t} = \frac{B_Y(\hat{Y}_t') + Y_t - Y_{D_t}}{N_t}$$

(20)

Putting together Equation 19 and 20, the bias of reliability estimate, under the error $\epsilon$, is:

$$B_R[\hat{R}] = \sum_{t=1}^{m} (p_t\hat{\theta}_t - (p_t + \epsilon_t) B_Y(\hat{Y}_t') + Y_t - Y_{D_t})$$

(21)

The variance of the reliability estimate and its estimator, as well as confidence interval, expressed, respectively, in Equations 12, 13, and 14, are modified by just replacing $\hat{Y}_t$ with $Y_t'$, and setting $\hat{p}_t = (p_t + \epsilon_t)$.

By these equations, the tester can specify the tolerable error for each input $t$, $\epsilon_t$, imposing constraints like “the maximum error for input $t = 1$ is $\epsilon_t = 0.01$, for $t = 2$ is $\epsilon_t = 0.05$”, and so on, and will obtain the actual reliability estimate $\hat{R}'$ under this error. Although this is fine for cases in which the granularity of the input $t$ with assigned a probability value $p_t$ is coarse (e.g., we have the same $p_t$ for an entire partition or a functionality), it can be too expensive if we have one $p_t$ value for each single input. Thus, we hereafter specify properties of the error at global level in order to allow tester synthesizing just one constraint on the error. In particular, tester can express the desired maximum error as a triple $\langle \epsilon_0, \epsilon_\mu, C_{\%} \rangle$, meaning that he wants the error to be: $\epsilon_0 - \epsilon_0 \leq \epsilon_t \leq \epsilon_\mu + \epsilon_0$ in at least $C_{\%}$ of cases (e.g., for 99% of inputs). From the Chebichev inequality, it follows that:

$$P_r(\epsilon_0 - \epsilon_0 \leq \epsilon_t \leq \epsilon_\mu + \epsilon_0) \geq 1 - \frac{1}{(\epsilon_\mu/\epsilon_0)^2} = C_{\%}$$

$$\Rightarrow \sigma_0 = \epsilon_0 \sqrt{1 - C_{\%}}.$$  

(22)

Eq. 22 tells that the requirement expressed by a tester as desired triple $\langle \epsilon_0, \epsilon_\mu, C_{\%} \rangle$, can be satisfied by any error distribution with standard deviation $\sigma_0$. Without any specific knowledge on the error, $\epsilon$ can be supposed to be normally distributed with zero mean (i.e., the tester commits an error either underestimating or overestimating $p_t$, with equal probability). Zero mean, $\epsilon_\mu = 0$, allows tester to specify, in a more concise way, the desired error as a pair $\langle \epsilon_0, C_{\%} \rangle$. Note, however, that this assumption is not strictly necessary, as the Chebichev inequality is independent from the distribution. The procedure explained hereafter works also with non-normal distributions and with non-zero mean6. Expressing the maximum tolerable error in such a way, we implement the following Montecarlo-based procedure to consider its potential impact:

1) Start from the estimated profile $\hat{P}$ and generate $K$ ideally correct profiles, $P_h$, with $h = 1, \ldots, K$, so that $p_t = \hat{p}_t + \epsilon_t$, $\forall t \in D_t$, and $\epsilon_t$ has the characteristic required, namely $\epsilon_t \leq |\epsilon_0|$ in at least $C_{\%}$ of the cases. $P_h$ is generated in the following way:

a) for each $t$, add an error $\epsilon_t$ to $\hat{p}_t$, obtaining $p_t = \hat{p}_t + \epsilon_t$, drawing it from a normal distribution, with zero mean and standard deviation $\sigma_0$. This guarantees that $\epsilon_t \leq |\epsilon_0|$ in $C_{\%}$ of cases.

b) Rescale the distribution so that $0 \leq p_t \leq 1$ $\forall t \in D_t$ and $\sum_t p_t = 1$; thus $p'_t = 0$ if $p_t < 0$ and then $p'_t = p_t / \sum_t p_t$ $\forall t \in D_t$. We call $P_h$ the new distribution made up of $p'_t$ probability values.

2) The new profile $P_h$ represents an ideally correct profile, deviating from $\hat{P}$ by the required error $\langle \epsilon_0, C_{\%} \rangle$. With this, we assess reliability $\hat{R}_h$ assuming $P_h$ as the correct profile (again, by Eq. 8), and the offset of the real estimation from it: $\Delta(\hat{R}_h, \hat{R}) = \hat{R}_h - \hat{R}$. It represents the impact on reliability estimate accuracy of the profile error random variable in one specific realization.

Repeating this procedure for $h = 1, \ldots, K$ provides us with a distribution of $\Delta(\hat{R}_h, \hat{R})$ over the $K$ possible ways of deviating from a correct profile. Tester selects the expected value of this distribution: $\Delta(\hat{R}_h, \hat{R}) = E[\Delta(\hat{R}_h, \hat{R})]$, using it as offset deviation prediction. The number of repetitions $K$ determines the accuracy of such prediction. We compute $K$ by the bootstrap method, in order to be independent from the distribution selected to generate the profile. It works as follows: given a set of repeated measures, they are randomly sampled $M$ times with replacement; the measure is computed for each sample to obtain an estimate of its statistical distribution and of its $C_{\%}$ confidence interval. The number of repetitions $K$ is considered sufficient if the error margin of the estimated measure (i.e., the half-width of the confidence interval) is less than $r\%$. We adopt common values, i.e.: $C_{\%} = 99\%$, $r\% = 5\%$. In our experiment, $K=50$ was far sufficient to satisfy the criterion. Note that creating the modified profile is a fully automatic operation requiring the generation of $|D|$ random numbers to add to the $p_t$ values, with a negligible cost in

6Tester might want to specify a non-normal distribution or an error biased by a value $\epsilon_0 \neq 0$, e.g., if he has some knowledge on the characteristics of the error committed in the past. Zero-mean normal error is assumed for simplicity and for its suitability to represent a non-systematic random error.
terms of execution time, increasing linearly with $K$.

Summarizing, the output of this procedure is: under a maximum acceptable profile error as threshold, the estimate of reliability $\left(\hat{R}, \text{CI}(\hat{R})\right)$ computed as in Section IV) is affected by a deviation $\Delta_{\text{CI}(\hat{R})}$ lying within the confidence interval $\text{CI}(\Delta_{\hat{R}})$ in 99% of cases. Thus, tester has an indication of the extent to which the operational profile error impacts the reliability assessment accuracy. The offset can be used to adjust the reliability estimate, or, in general, to take more informed decisions (e.g., understanding the level of trust we can place on reliability assessment, thus deciding if keeping on testing or not; understanding the severity of the profile error, if it is really acceptable or we should improve it). The offset estimate is seamlessly used in both stopping policies of the algorithm illustrated above.

VI. EVALUATION

A. Experiments Design

The objectives of the experiments are to evaluate the following three benefits that RELAI is expected to bring: 

i) delivering higher reliability than other techniques, given the same testing budget (Policy I) or achieving a predefined reliability target with less test cases (Policy 2); 

ii) providing, at the same time, an accurate estimate of delivered reliability; 

iii) assessing the impact of the error committed in estimating the profile on the reliability estimate accuracy.

The evaluation is designed on a set of subject programs considered under several different scenarios. We consider the following factors: 

- the subject program, the number of test cases to run (Policy 1), or, conversely, the reliability target to achieve (Policy 2), the operational profile, and the testing technique. 

Based on factors’ levels defined hereafter, a full design is planned according to a Design of Experiment approach. Each treatment over a program is a testing scenario with a given number of test cases, an operational profile, and a testing technique. Since RELAI has the unique feature of pursuing the double-objective of improving and assessing reliability in the same testing session, we cannot compare it, in one single experiment, with any existing technique, whose goal is either to improve or to assess reliability. Also, the third objective (assessing the impact of profile error) requires an additional experiment. Thus, we consider, in total, four separate experiments (named Experiment 1, 2, 3 and 4): experiments 1 and 2 to evaluate the trade-off between the improvement of delivered reliability and the number of executed test cases (under Policy 1 and 2), where RELAI is compared against other “reliability improvement” techniques (namely, techniques that detect and remove defects during testing); experiment 3 is to evaluate the reliability assessment accuracy, where RELAI is compared against techniques conceived for “reliability assessment” (i.e., acting on frozen code); experiment 4 runs only RELAI with operational profiles simulated as “erroneous” profiles to evaluate the ability of predicting the impact of the inaccurate profile. After that, we also run a sensitivity analysis on parameters of the algorithm.

B. Factors: Testing Scenarios

Subject Programs

Techniques are applied to four programs, taken from the SIR repository [52]: Make, SIENA, Grep, and NanoXML, whose characteristics are in Table I. The programs have different applicative targets and characteristics - there are two C programs and two Java program, with size ranging from 6K to 35K LoC. Make is the well-known Unix build utility; the version used is 3.79. SIENA (Scalable Internet Event Notification Architecture) is a framework for constructing event notification services; the version used is 1.15. Grep is the command-line utility to search for lines matching a regular expression; the version used is 2.4. NanoXML is a simple XML parser for Java; the version used is 2.2. The programs have the availability of a limited number of test cases generated by the category-partition method [53] via TSL (Test Specification Language). As the provided test suites may largely miss part of the input space, we have enlarged them, generating test cases by means of the available TSL specifications. Test cases are generated by removing constraints (e.g., “single” and “error” constraints) and adding choices to the existing ones (e.g., environment choices), according to the category-partition method [53]. The final number of test cases is in Table I.

Programs are available with faults seeded inside; however, since faults from the SIR repository are conceived for regression testing purpose, they might be placed only in specific locations identifying the changes from one version to another. Thus, we ignored those faults and injected faults according to the G-SWFIT technique [54], [55], a source-code level approach that we also adopted in our previous work [56]. G-SWFIT technique exploits a set of fault operators derived from the well-known Orthogonal Defect Classification (ODC) [57]. We considered the same distribution as the one actually observed in field studies about the presence of ODC fault types into programs [55]. An automatic injection tool based on G-SWFIT is used (SAFE - SoftwAre Fault Emulation) [58]. The number of faults injected per program is given in Table I. With such numbers of faults and test suite sizes, the starting reliability in each program are approximately 0.84 for Make, 0.88 for NanoXML, 0.92 for Grep, 0.96 for SIENA (the exact value will depend on the operational profile).

<table>
<thead>
<tr>
<th>Program</th>
<th>Lang.</th>
<th>LoC</th>
<th>Vers.</th>
<th>Initial N. of Test cases</th>
<th>Final N. of Test cases</th>
<th>N. of Faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>Make</td>
<td>C</td>
<td>75545</td>
<td>3.79</td>
<td>1033</td>
<td>9338</td>
<td>24</td>
</tr>
<tr>
<td>SIENA</td>
<td>Java</td>
<td>6035</td>
<td>1.15</td>
<td>569</td>
<td>6846</td>
<td>6</td>
</tr>
<tr>
<td>Grep</td>
<td>C</td>
<td>10068</td>
<td>2.4</td>
<td>809</td>
<td>7041</td>
<td>12</td>
</tr>
<tr>
<td>NanoXML</td>
<td>Java</td>
<td>7646</td>
<td>2.2</td>
<td>237</td>
<td>7077</td>
<td>18</td>
</tr>
</tbody>
</table>

TABLE I: Overview of the considered programs.

Number of selected test cases and reliability levels

To evaluate techniques performance under different values of the available testing budget (Policy 1), we consider 15 points ranging from $T = 100$ to $T = 800$ test cases ($T = 150$, $T = 200$, …, $T = 800$). Similarly, we consider 15 levels of reliability target to achieve (Policy 2), ranging from 0.981 to 0.995 ($R = 0.981$, $R = 0.981$, …, $R = 0.995$). Each treatment is run with a fixed value of such levels.
Operational Profile
For evaluation purposes, we do not focus on any specific operational profile; rather, profiles are generated randomly. Specifically, in Experiment 1, 2, and 3 (namely, reliability improvement and reliability assessment) we use three randomly generated operational profiles denoted as $P_1$, $P_2$, and $P_3$, supposed to be correct, true, profiles (i.e., no error in the profile estimate by the tester). In particular, to generate a profile, we assign a value between 0 and 1 to each input test case, representing the probability with which it would actually occur in operation. Each value is obtained by a uniform random number generation in $[0; 1]$, then normalized over the sum of all values to add up to 1. Experiment 4 concerns with the impact of incorrect profiles: in this case, we generate one profile supposed to be the correct one, denoted as $P_C$. Then, we generate three random profiles that meet the required condition on $\epsilon$, with a maximum tolerable error set to $\varepsilon_0 = 0.01$, $\varepsilon_\mu = 0$, and $C_{\varepsilon_\mu} = 99\%$. Specifically, we repeatedly generate profiles and compute the error $\epsilon$ with respect to $P_C$ (by taking the sum over the single $\varepsilon_i = \hat{p}_i - p_i$ values), and discard the profile until the required condition on $\epsilon$ is not met. The three error-affected profiles generated in this way are named $P_1$, $P_2$, $P_3$, to be distinguished from the previous ones.

Testing Techniques
We compared RELAI against different techniques in different experiments, depending on the objective. Techniques are all black-box techniques suitable for system and acceptance testing purposes. RELAI performance regarding reliability improvement (Experiment 1 and 2) is compared against:

- **Fixed Size Candidate Set - Adaptive Random Testing (FSCS-ART)** [31]: it is one of the best variants of adaptive random testing (introduced in Section II), that uses a distance-based selection criterion between inputs to evaluate a fixed set of randomly generated test case candidates each time. This has been empirically showed to be one of the most effective ART criteria [59].
- **Evolutionary Adaptive Random Testing (EAR)** [33]: it is an evolution of ART that uses a genetic algorithm to select the best test case in terms of maximum input-based distance from all the previous test cases. Both in EAR and in the FSCS-ART technique, the input distance criterion is based on categories and choices of the category-partition method (i.e., on the count of categories with different choices), as explained in [32].
- **Operational testing for reliability improvement (OPv1)**: in operational testing, inputs are selected according to the estimated operational profile; this technique can be used for either improving delivered reliability [23], [11] (by detecting and removing faults during testing) or for reliability assessment [60], [1], [2] (by detecting but not removing defects). In Experiment 1 and 2, we use the reliability improvement version, and call it OP variant 1 (OPv1).

RELAI performance regarding reliability assessment accuracy is compared with:

- **Adaptive Testing-Gradient Descent (AT-GD)** [3]: this is a state-of-the-art technique, evolving from conventional adaptive testing [60], [1], [2] which selects the next test case in a way to maximize the reduction of the reliability estimator variance, based on the negative of the gradient of reliability estimator variance at a given state.

**Operational testing for reliability assessment (OPv2)**: as mentioned, each input is selected according to the estimated operational profile; we use the variant of operational testing acting on frozen code, similarly to previous works on reliability assessment (e.g., [2], [3], [4]).

- **Uniform random testing (Random)**: it is the conventional technique in which test cases are selected randomly according to a uniform distribution from the input space [61]. Again, we use it to detect but not remove defects for reliability assessment purposes, as in [2]. For this technique, a uniform operational profile distribution is used (i.e., all inputs the same probability) instead of $P_1$, $P_2$, or $P_3$. As for RELAI, we set $\gamma = 0.5$ and $\xi = 0.1$. A sensitivity analysis is then performed (Section VIII) on such parameters.

RELAI and AT-GD make use of partitions$^7$. We partition the domain into 4, 5, and 6 classes when we use, respectively, Profile P1, P2, and P3. Without loss of generality (see assumption 5 in Section IV-A), we use, as partitioning strategy, an approach based on the expected occurrence probability, thus dividing the test suite considering the potential impact of test cases on delivered reliability. Specifically, the range of expected occurrence probabilities $[p_{min}; p_{max}]$ is divided into intervals of equal size (4, 5, or 6); the inputs are assigned to classes based on their $p_i$ value (therefore, classes contain a different number of inputs). This implies that each time the profile is generated, the partitions will change too, allowing to evaluate the approach under various partitioning.

C. Procedure

The $j$-th testing scenario, $S_j$, includes these steps:

1. Select the subject program.
2. Select the total number of test cases $T^*$ as budget for Experiment 1, 3, and 4; select the reliability level $R^*$ to achieve for Experiment 2;
3. Select the operational profile (uniform profile for random testing).
4. Select one of the techniques under comparison (except for Experiment 4, which tests only RELAI).
5. Submit the test case to the program, selected according to the chosen strategy.
6. Observe if it generates a failure or not.
7. If a failure has occurred, the action depends on the technique: for RELAI, EAR, FCFS, OPv1, remove the

$^7$We used the generalized versions of OP and Random testing, since we use profiles specifying a probability value for each input – taking the sum of probabilities over partitions, we fall in the more specific case of specifying a profile specifying a global probability value for each partition (cf. with footnote 3)
faults; for AT, OPv2, and Random testing just record its occurrence.
8) Repeat from step 5 until $T^*$ test cases are executed (Experiment 1, 3, and 4) or until $R^*$ is achieved (Experiment 2).
9) At the end of the session, compute the reliability metrics, presented hereafter, useful for evaluation.

D. Evaluation criteria

Given the above scenario, we have: 15 points for number of test cases $\times$ 4 programs $\times$ 3 profiles $\times$ 4 techniques $\times$ 3 Experiments = 2160 treatments, plus further 180 treatments in Experiment 4 regarding just RELAI; these are 2340 treatments. Since testing selection criteria are probabilistic, running the same testing scenario twice does not necessarily yield the same result. To draw statistically valid conclusions, we replicate each treatment 100 times. The following metrics are computed depending on the experiment:

1) Delivered reliability improvement. As for Experiment 1, at the end of each run, we compute the actual delivered reliability after testing as: $R = 1 - \sum_{i \in Z} p_i$ where $Z$ is the set of failure points of the residual faults, and $p_i$ is their probability of occurrence in operation, according to the selected profile. Failure points correspondence with faults are known by preliminarily running all the test suite against faulty program versions (i.e., by faults matrices). Given the $j$th treatment, we evaluate the mean delivered reliability and its sample variance:

$$\text{Mean}(R_j) = \frac{1}{100} \sum_{r=1}^{100} R_{r,j}$$
$$\text{Var}(R_j) = \frac{1}{99} \sum_{r=1}^{100} (R_{r,j} - \text{Mean}(R_j))^2$$

where $R_{r,j}$ is the true reliability for the $r$-th run of the $j$-th treatment. To compare techniques with respect to reliability improvement, the absolute difference between mean reliability values is insufficient to indicate the actual gain: if a certain absolute improvement is obtained over a low reliability value, the gain is marginal; whereas if the same difference is observed on a very high reliability, it represents a high gain. To account for this, we compute the metric $G$ representing the gain of technique $a$ over $b$ (supposing that reliability delivered by $a$ is the greatest one) with respect to the maximum potential gain that could be attained:

$$G(a,b) = \frac{\text{Rel}(a) - \text{Rel}(b)}{1 - \text{Rel}(b)} \cdot 100$$

where denominator is the maximum gain achievable by $b$. Given the same absolute difference, the higher the $b$’s reliability, the higher the gain. $G$ is evaluated on both reliability means ($G_1$ and medians ($G_{Mdn}$).

In order to test Policy 2 (Experiment 2), we consider the mean and variance of the number of test cases to be executed in order to achieve a given reliability level in a treatment $j$ (for a given program, profile, and testing technique):

$$\text{Mean}(T_j) = \frac{1}{100} \sum_{r=1}^{100} T_{r,j}$$
$$\text{Var}(T_j) = \frac{1}{99} \sum_{r=1}^{100} (T_{r,j} - \text{Mean}(T_j))^2$$

where $T_{r,j}$ is the number of required test cases in the $r$-th run of the $j$-th treatment. endequation

2) Accuracy of reliability estimate. As for Experiment 3, at the end of each run $r$, we compute the reliability estimate given by the technique under test, $\hat{R}_{r,j}$. Then, the mean value over runs, its sample variance, and the mean squared error (MSE) are computed, the latter giving the accuracy of the estimate with respect to the true reliability:

$$\text{Mean}(\hat{R}_j) = \frac{1}{100} \sum_{r=1}^{100} \hat{R}_{r,j}$$
$$\text{Var}(\hat{R}_j) = \frac{1}{99} \sum_{r=1}^{100} (\hat{R}_{r,j} - \text{Mean}(\hat{R}_j))^2$$
$$\text{MSE}(\hat{R}_j) = \frac{1}{100} \sum_{r=1}^{100} (\hat{R}_{r,j} - R_{r,j})^2$$

3) Accuracy of profile estimation error impact by RELAI. Experiment 4 is run considering a profile assumed to be correct ($P_C$) and three incorrect profiles, $\hat{P}_1, \hat{P}_2, \hat{P}_3$. For each run of RELAI, we compute again the true delivered reliability and the offset, denoted as $\Delta(\hat{R}_j, R_j, r) = \hat{R}_{r,j} - R_{r,j}$. It represents the reliability estimation accuracy in presence of profile error.

We need to evaluate the RELAI ability to predict the impact of the profile error on the accuracy. In fact, for profiles $\hat{P}_1, \hat{P}_2, \hat{P}_3$, the offset will depend on the estimator’s error plus the profile error impact. RELAI aims to predict this impact by the $\Delta(\hat{R}_j, R_j, r)$ value as computed in Section V, representing the potential deviation of the assessment due to profile error; we wish to evaluate how much accurate this prediction is. To this aim, we first consider the difference between offsets obtained under the correct profile ($\Delta' = \Delta(\hat{R}_j, R_j, r = P_C)$) and offsets (for the same program and test size) under inaccurate profiles ($\Delta'' = \Delta(\hat{R}_j, R_j, r = \hat{P}_{1,2,3})$). This difference $\Delta' - \Delta''$ assesses the impact due to $\hat{P}_i$ (i.e., the share of the offset caused by the profile error); this is the value the procedure aims to predict. Then, we compute the predictions ($\Delta(\hat{R}_j, R_j, r)$) as foreseen by the presented procedure, and count how many times their confidence interval contain the actual difference $\Delta' - \Delta''$. The

---

8Note that for one failure, it might be happen that there are more faults that can be removed (failure regions are not actually disjoint); in our case we choose to remove one of them randomly (by a uniform distribution between 1 and the number of faults corresponding to the activated failure regions). As shown later, we repeat the execution of a testing session several times to have statistical significance; thus the bias of removing one fault instead of another, if there were such a case, is minimized by random selection as the number of repetitions increases.

9The 100 repetitions for each treatment were sufficient to satisfy the criterion of the error margin of 5% (cf. with Section V).

10Note that, since for reliability assessment techniques (all but RELAI) the code is frozen, the failure points (hence the true reliability) in this case are known from the beginning, they do not change during testing; the true reliability is the same across runs of each treatment: $R_{100,j} = \hat{R}_j$. This is not true for RELAI: the latter foresees the removal of detected faults during testing – hence the final reliability will be, in general, different in each run. In both cases, the metric of interest is the difference of the estimated reliability with the true one (whatever the true reliability value is), namely the MSE.
metrics computed for a given treatment are:
\[
Mean(\Delta_{(\tilde{R}_h, \tilde{R}_j)}) = \frac{1}{100} \sum_{r=1}^{100} \Delta_{(\tilde{R}_h, \tilde{R}_j)}
\]
\[hit_{\Delta_{r,j}} = \begin{cases} 
1 & \text{if } (\Delta' - \Delta'') \in CI(Mean(\Delta_{(\tilde{R}_h, \tilde{R}_j)})) \\
0 & \text{otherwise}
\end{cases}
\]
\[
hit_{\Delta_{r,j}}\% = \frac{hit_{\Delta_{r,j}}}{100}
\]

where Mean(\Delta_{(\tilde{R}_h, \tilde{R}_j)}) is the mean of predictions, and hit_{\Delta_{r,j}}\% is the percentage of times in which the actual difference is within the confidence interval of the predicted difference.

**VII. Result**

**A. Comparison in terms of delivered reliability vs test cases trade-off**

This Section targets the first evaluation criterion, comparing the three considered techniques in terms of delivered reliability given a fixed number of tests (policy 1), and in terms of test cases required to get a fixed reliability target (policy 2).

1) **Experiment 1. Delivered reliability with a fixed test budget:** Table II reports information about profiles and partitions for this experiment, showing, for each profile and program, the range [p_{min}; p_{max}], the number of test cases per partition, and the sum of occurrence probability values over a partition \(D_i (p_i = \sum_{t \in D_i} p(t))\), denoting the probability that an input will be selected from that partition.

Results are in Figure 2a-2l, depicting the sample mean of reliability achieved by each technique in each of the 12 program/profile pair scenarios, with respect to an increasing number of executed test cases. Performance of RELAI is significantly higher than the other techniques in all the experimented scenarios. The greatest differences are with 100 test cases, wherein RELAI is able to deliver a high reliability soon, while the other techniques need, in almost any case, the double of test cases to achieve the same reliability level. The absolute difference between reliability delivered by RELAI and the other techniques ranges from a minimum (with 800 test cases) of 3.60E-4 (profile P2, Grep, with respect to EAR) to a maximum of 0.0367 (profile P3, Make, with respect to OPv1) with 100 test cases. In terms of \textit{Gain} index, the difference ranges from \(G_{\mu} = 21.76\%\) (profile P1, Grep, 100 test cases, with respect to \(\text{EAR})\), to \(G_{\mu} = 90.48\%\) (profile P3, Grep, 800 test cases, with respect to \(\text{OPv1}\)). It is interesting to note that, in the average, the gain \(G_{\mu}\) obtained in scenarios with 100 test case are 44.22%, 49.28%, and 50.46%, while the gain obtained in scenarios with 800 test cases is 70.17%, 80.63%, and 79.52%: this means that, although the absolute differences are higher in scenarios with 100 test cases, the gain with respect to the maximum achievable improvement is more relevant on the highest reliability values (800 test cases). The ability of improving already high reliability is important especially for highly critical systems. Mean gain values for each program/profile pair are reported in Figure 3. The bar graph displays the mean gain over the number of run test cases in each scenario, with error bars denoting the minimum and the maximum gain achieved in the treatments of a pair program/profile. The mean gains \(G_{\mu}\) of RELAI over all scenarios are: 66.98%, 74.96%, and 74.10% with respect to \text{EAR}, \text{OPv1}, and \text{FSCS}, respectively. Considering medians instead of means, the gains \(G_{\text{Mdn}}\) are: 69.58%, 77.18%, 76.09% in the three cases. Looking at the other techniques, \text{EAR} behaves better than \text{OPv1} and \text{FSCS}, while the latter two are roughly equivalent in terms of delivered reliability.

Figure 4 reports synthetically the sample variances of all the treatments over the 100 repetitions, with mean sample variances and the minimum-maximum range in each program/profile scenario. Except few cases (SIENA scenarios) where variances are very similar, the other scenarios highlight that results provided by RELAI are more stable than the others. In particular, sample variances of RELAI are confirmed to be considerably lower than the other techniques, with an average, over the 12 scenarios, of 9.93E-6, against 3.24E-5, 3.07E-5, and 3.03E-5 of \text{EAR}, \text{OPv1} and \text{FSCS}, respectively.

For statistical significance, one-way analysis of variance (ANOVA) test is conducted (significance level 0.01). We test the null hypothesis that delivered reliability by two techniques does not differ. If the hypothesis is rejected, a post hoc analysis follows to detect the techniques that differ significantly. We
first test the properties of data, namely the normality of residuals and homoscedasticity of variances, in order to determine the type of ANOVA to apply. The Kolmogorov-Smirnov-Lilliefors (KSL) test is run to verify normality of residuals; the null hypothesis of data coming from a normal distribution is rejected at $p$-value < 0.001. Homoscedasticity is verified by the Levene’s test, being it less sensitive to non-normality. The null hypothesis of variances being homogeneous is also rejected at $p$-value < 0.001. Thus, we adopt the Friedman’s test, a non-parametric test for repeated-measures data robust to non-normality and heteroscedasticity, to detect if at least one difference among reliabilities delivered by techniques. The hypothesis of no difference among techniques is rejected at $p$-value < 0.001.

To figure out the differences among compared techniques, we run a post hoc analysis, by using the Nemenyi test [62], a powerful test for pairwise comparisons after a non-parametric ANOVA [63]. The test uses the critical difference (CD): two levels are significantly different if the corresponding average ranks differ by at least $CD = q_{0.05}\sqrt{k(k+1)}/6N$, where $q_{0.05}$ values are based on the Studentized range statistic divided by $\sqrt{2}$, and adjusted according to the number of comparisons$^{11}$, $k$ is the number of levels compared, $N$ is the sample size. Table III lists the results. Results tell that the reported differences between RELAI and the others is by far significant; the difference between EAR (the second best technique) and OPv1 is significant only at 95% of confidence, while EAR-FSCS is significant only at 90%; OPv1 and FSCS are statistically equivalent to each other.

As final remark, it is worth noting that, while EAR, FSCS, and OPv1 are not able to provide an estimate of the achieved reliability, RELAI is also able to estimate the reliability delivered at the end of testing. In order to evaluate the characteristic, we have run a further experiment (Experiment

3) to compare RELAI with techniques conceived exclusively for reliability assessment. Results of this experiment are in Section VII-B.

2) Experiment 2. Number of required test cases under fixed reliability levels: This experiment is specular to the previous one, and tests the RELAI performance in reducing the number of required test cases to attain the fixed reliability level. In particular, 15 reliability targets are set, and techniques are applied until the target is not achieved. The output performance metric is the average number of necessary test cases to attain the target. Operational profiles features for this experiment are in Table IV

![Fig. 6: Mean sample variance per scenario of required number of test cases (and min-max range). Minimum variance is RELAI in SIENA-P3 under 800 test cases: 2.06E-08](image)

lower than the other techniques, with an average, over the 12 scenarios, of 1.05E-5, against 3.27E-5, 3.08E-5, 3.12E-5 of EAR, OPv1 and FSCS, respectively.

The same statistical tests as the former are adopted in this case (data are non-normal and heteroscedastic at $p$-value < 0.001 for both KSL and Levene’s test); the Friedman

TABLE II: Operational profiles for Experiment 1

<table>
<thead>
<tr>
<th>Make</th>
<th>Profile 1</th>
<th>Profile 2</th>
<th>Profile 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nano</td>
<td>$[\text{Test cases per partition}]$</td>
<td>$[\text{Test cases per partition}]$</td>
<td>$[\text{Test cases per partition}]$</td>
</tr>
<tr>
<td>SIENA</td>
<td>$[\text{Test cases per partition}]$</td>
<td>$[\text{Test cases per partition}]$</td>
<td>$[\text{Test cases per partition}]$</td>
</tr>
<tr>
<td>OPv1</td>
<td>$[\text{Test cases per partition}]$</td>
<td>$[\text{Test cases per partition}]$</td>
<td>$[\text{Test cases per partition}]$</td>
</tr>
<tr>
<td>RELAI</td>
<td>$[\text{Test cases per partition}]$</td>
<td>$[\text{Test cases per partition}]$</td>
<td>$[\text{Test cases per partition}]$</td>
</tr>
</tbody>
</table>

TABLE III: Comparison for delivered reliability. Text in boldface indicates that the difference is significant at least at 0.01. The ranking is: RELAI, EAR, FSCS, OPv1

<table>
<thead>
<tr>
<th>Pairwise Comparison: $p$-values</th>
<th>RELAI</th>
<th>EAR</th>
<th>OPv1</th>
<th>FSCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>RELAI</td>
<td>$9.14 \times 10^{-2}$</td>
<td>$2.84 \times 10^{-3}$</td>
<td>$1.41 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>EAR</td>
<td></td>
<td>$0.0436$</td>
<td>$0.0939$</td>
<td></td>
</tr>
<tr>
<td>OPv1</td>
<td></td>
<td></td>
<td>$0.9915$</td>
<td></td>
</tr>
</tbody>
</table>

$^{11}$As the family-wise error rate is already controlled by considering $q_{0.05}$, no other multiple comparison protection procedure is needed.
Fig. 2: Sample mean of delivered reliability vs number of test cases

test provides again a \( p-value < 0.001 \), namely the technique has a significant impact on the number of test cases needed to achieve a given reliability level. Table V reports the pairwise difference \( p-values \). In this case, all the differences turned to be significant. The ranking of the best techniques is again: RELAI, EAR, FSCS, OPv1. Since these treatments
TABLE IV: Operational profiles for Experiment 2

<table>
<thead>
<tr>
<th>Profile 1</th>
<th>Profile 2</th>
<th>Profile 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Make</td>
<td>2.70E-106</td>
<td>1.83E-1</td>
</tr>
<tr>
<td>SIENA</td>
<td>1.38E-9</td>
<td>2.81E-4</td>
</tr>
<tr>
<td>Greep</td>
<td>2.86E-8</td>
<td>2.81E-4</td>
</tr>
<tr>
<td>Nano</td>
<td>1.34E-7</td>
<td>2.91E-4</td>
</tr>
<tr>
<td>FSCS</td>
<td>1.56E-61</td>
<td>1.38E-9</td>
</tr>
</tbody>
</table>

TABLE V: Comparison for number of test cases. Text in boldface indicates that the factor is significant at least at 0.01. The ranking is: RELAI, EAR, FSCS, OPv1

are characterized, in the average, by lower reliability values than Experiment 1 and few test cases, it turns out that the improvement of RELAI over the others, of EAR over the others, and of FSCS over OPv1 is, in such cases, more significant.

B. Experiment 3. Reliability estimate accuracy

Experiment 3 is to evaluate the ability of RELAI to accurately assess the achieved reliability. We consider the case of no error in the profile. Operational profiles are in Table VI.

Figures 7a-7l report, for each treatment, the estimates accuracy in terms of MSE. In all the cases, RELAI provides a relevantly lower MSE than the other techniques. The second best technique is AT-GD, whereas OP and Random testing behave similarly. Each figure’s caption reports the best MSE achieved by RELAI, with 800 test cases; values range from 1.25E-08 to 8.05E-6. The best values, for all the techniques, are achieved with those programs where the (starting) reliability estimate was higher (i.e., SIENA, with a reliability of approximately 0.96 in the three profiles). Taking the average MSE in the best scenarios, namely the treatments with 800 test cases, we have: 1.91E-06, 8.19E-5, 1.09E-04, 1.17E-4, for, respectively, RELAI, AT-GD, OPv2, and Random. The overall average MSEs are: 8.20E-5, 2.42E-4, 2.92E-4, 3.007E-4.

It is important to recall that RELAI is a technique that contemporary improves and assess the improved reliability: therefore, while for AT-GD, OPv2, and Random the code is frozen, and the reliability does not change during testing, RELAI is able to improve the delivered reliability while still providing an accurate estimate. Figure 8 reports the delivered reliability by RELAI in this experiment: considering the reliabilities before testing (of approximately 0.84, 0.88, 0.92 and 0.96 for Make, NanoXML, Greep and SIENA, respectively – the exact value depending on the profile), there is a significant improvement of delivered reliability after testing in all the cases, besides the accurate estimate in terms of MSE. Of course, this does not apply for the compared techniques, for which the final reliability is the same as the starting one.

Figure 9 reports synthetically the sample variances of all the treatments, with again the RELAI case with a variance lower than the others of an order of magnitude. The average of variances over all the scenarios are: 1.83E-5, 1.82E-4, 2.73E-4, 2.77E-4, for, respectively, RELAI, AT-GD, OPv2, and Random.

Fig. 8: Reliability achieved by RELAI in Experiment 3

Fig. 9: Mean sample variance per scenario of reliability estimate (and min-max range). Minimum variance is RELAI in SIENA-P1: 7.21E-09

The Friedman test rejects the null hypothesis of equal MSEs with a p-value = 7.66E-97. Table VII reports the pairwise difference p-values. There is a highly significant difference in all the pairwise comparisons, except the OPv2-Random case, which turned out to be statistically equivalent.
C. Experiment 4: Impact of the profile error on estimation accuracy

Experiment 4 tests the ability of RELAI to predict the profile error impact. Since we opted for a zero mean error on the profile, the accuracy in presence of error in the operational profile is only slightly worse than the case of correct profile. Thus, the impact of the profile error on the assessment accuracy deviation is small. Nonetheless, the procedure in Section V is able to detect such a deviation and closely predict its value. Profiles features for this experiment are in Table VIII. Figure 10 shows, for each program/profile scenario, the sample mean
TABLE VI: Operational profiles for Experiment 3

<table>
<thead>
<tr>
<th>Make</th>
<th>Profile 1</th>
<th>Profile 2</th>
<th>Profile 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIENA</td>
<td>[1.92E-9; 2.94E-4]</td>
<td>[4.90E-8; 2.93E-4]</td>
<td>[4.90E-8; 2.93E-4]</td>
</tr>
<tr>
<td>Test cases per partition</td>
<td>168; 1702; 1753; 1710</td>
<td>1364; 1381; 1319; 1401</td>
<td>1120; 1174; 1145; 1139; 1098; 1170</td>
</tr>
<tr>
<td>Test cases per partition</td>
<td>6.2E-2; 1.86E-1; 3.18E-1; 4.35E-1</td>
<td>3.99E-2; 1.21E-2; 2.01E-1; 2.7E-1; 3.69E-1</td>
<td>2.67E-2; 8.54E-2; 1.39E-1; 1.94E-1; 2.41E-1; 3.14E-1</td>
</tr>
<tr>
<td>Greep</td>
<td>[1.82E-8; 2.84E-4]</td>
<td>[2.90E-8; 2.84E-4]</td>
<td>[1.25E-8; 2.84E-4]</td>
</tr>
<tr>
<td>Test cases per partition</td>
<td>1742; 1737; 1800; 1762</td>
<td>1413; 1375; 1381; 1902; 1370</td>
<td>1130; 1116; 1223; 1163; 1212; 1197</td>
</tr>
<tr>
<td>Test cases per partition</td>
<td>6.03E-2; 1.84E-1; 3.19E-1; 4.37E-1</td>
<td>4E-2; 1.16E-1; 1.96E-1; 2.98E-1; 3.94E-1</td>
<td>2.64E-2; 7.85E-2; 1.43E-1; 1.9E-1; 2.55E-1</td>
</tr>
<tr>
<td>Nano</td>
<td>[5.44E-8; 2.84E-4]</td>
<td>[2.77E-10; 2.84E-4]</td>
<td>[2.04E-7; 2.84E-4]</td>
</tr>
<tr>
<td>Test cases per partition</td>
<td>1813; 1777; 1747; 1740</td>
<td>1422; 1430; 1457; 1364; 1404</td>
<td>1149; 1255; 1197; 1168; 1159; 1149</td>
</tr>
<tr>
<td>Test cases per partition</td>
<td>6.42E-2; 1.89E-1; 3.12E-1; 4.35E-1</td>
<td>3.97E-2; 1.22E-2; 2.07E-1; 2.72E-1; 3.59E-1</td>
<td>2.77E-2; 8.93E-2; 1.42E-1; 1.94E-1; 2.47E-1; 3E-1</td>
</tr>
</tbody>
</table>

TABLE VII: Comparison for predicted offset the actual offset caused by the profile error (offset under very close, with differences in the order of 1.00E-4 offset under Nano/SIENA/Grep/Make).

TABLE VIII: Operational profiles for Experiment 4

<table>
<thead>
<tr>
<th>Make</th>
<th>Profile 1</th>
<th>Profile 2</th>
<th>Profile 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIENA</td>
<td>[5.03E-8; 2.18E-4]</td>
<td>[1.76E-8; 2.51E-4]</td>
<td>[3.78E-8; 2.18E-4]</td>
</tr>
<tr>
<td>Test cases per partition</td>
<td>2377; 2242; 2354; 2265</td>
<td>1797; 1804; 1861; 1880; 1860</td>
<td>1521; 1595; 1514; 1584; 1508; 1516</td>
</tr>
<tr>
<td>Test cases per partition</td>
<td>6.53E-2; 1.83E-1; 3.2E-1; 4.32E-1</td>
<td>3.77E-2; 1.19E-1; 2E-1; 2.83E-1; 3.6E-1</td>
<td>2.73E-2; 8.7E-2; 1.38E-1; 2E-1; 2.46E-1; 3.02E-1</td>
</tr>
<tr>
<td>Greep</td>
<td>[2.97E-8; 2.93E-4]</td>
<td>[1.59E-8; 2.95E-4]</td>
<td>[7.71E-8; 2.93E-4]</td>
</tr>
<tr>
<td>Test cases per partition</td>
<td>1706; 1721; 1751; 1668</td>
<td>1422; 1396; 1367; 1304; 1357</td>
<td>1160; 1086; 1141; 1125; 1444; 1190</td>
</tr>
<tr>
<td>Test cases per partition</td>
<td>6.29E-2; 1.89E-1; 3.2E-1; 4.28E-1</td>
<td>4.26E-2; 1.24E-1; 2.03E-1; 2.69E-1; 3.61E-1</td>
<td>2.77E-2; 7.81E-2; 1.38E-1; 1.91E-1; 2.49E-1; 3.16E-1</td>
</tr>
<tr>
<td>Nano</td>
<td>[4.21E-8; 2.84E-4]</td>
<td>[1.58E-8; 2.85E-4]</td>
<td>[1.01E-8; 2.87E-4]</td>
</tr>
<tr>
<td>Test cases per partition</td>
<td>1776; 1738; 1749; 1778</td>
<td>1442; 1391; 1398; 1382; 1428</td>
<td>1222; 1183; 1169; 1155; 1159; 1153</td>
</tr>
<tr>
<td>Test cases per partition</td>
<td>6.22E-2; 1.86E-1; 3.1E-1; 4.41E-1</td>
<td>4.16E-2; 1.19E-1; 1.99E-1; 2.75E-1; 3.66E-1</td>
<td>2.9E-2; 8.53E-2; 1.4E-1; 1.93E-1; 2.5E-1; 3.03E-1</td>
</tr>
</tbody>
</table>

(over the 15 treatments with different number of test cases) of $\Delta_{(\hat{R}_P,R)}$ values, which is the prediction of the share of reliability estimate offset caused by the profile error (namely, the predicted offset), and of the value $\Delta' - \Delta''$, which is the actual offset caused by the profile error (offset under $P_C$ minus offset under $\hat{P}_{1,2,3}$). In all the scenarios, the two values are very close, with differences in the order of 1.00E-4.

Results are confirmed by the $hit\Delta%$ metric: values for each program/profile pair are reported in Figure 11. In the average, in 98.22% of the cases the actual offset share due to the profile error is within the confidence interval of the predicted one, $CI(\text{Mean}(\Delta_{(\hat{R}_P,R)}))$.

This result can be used to adjust the reliability estimate, purging it from the impact of the profile estimation error: $\hat{R} = R - \Delta_{(\hat{R}_P,R)}$, under the hypothesis that the true profile respects the initial condition imposed on the error, ($\varepsilon_0$, $C_{\varepsilon_0}%).$ Such an outcome reflects the ability of taking the error into account preventively, as the tester can implement more or less conservative stopping policies based on the predicted impact of the profile error on reliability estimate. Moreover, tester can adjust (hence get more accurate) reliability estimate, reducing considerably the uncertainty about the impact of this error. Increasing the number of repetitions for predicting the offset error can provide even more faithful $\hat{R}$ values.
VIII. Sensitivity Analysis

We hereafter report the sensitivity analysis carried out with respect to two relevant parameters of RELAI, both set at domain-level sampling, where the number of test cases to devote to each subdomain is decided. The former parameter is the desired error $\xi$ between the unknown true distribution of the main-level sampling, where the number of test cases to devote to each subdomain is decided. The former parameter is the desired error $\xi$ between the unknown true distribution of the...
optimal number of test cases per subdomain and the estimate based on samples. This parameter regulates how many test cases should be run at each iteration: the smaller the desired error, the higher the number of test cases required in a given iteration, the fewer the iterations for a fixed budget of available tests. This is important because having few iterations with more test cases is likely to improve the assessment accuracy at the expense of a worse adaption ability with respect to test cases distribution among partitions (hence, a potentially worse reliability improvement). The second analyzed factor is $\gamma$, namely the learning factor used in Equation 15, which tells how much the next allocation should depend on the previous one. To conduct this analysis, we consider four scenarios, one per program, with the maximum number of test cases ($T = 800$) and a new random profile $P$ under 5 partitions generated in the same way as for the previous experiments. Figure 12a-12d report the variation of the delivered reliability as $\xi$ and $\gamma$ vary, whereas Figure 13a-13d show the $MSE$ variation. Regarding delivered reliability, it is clear, from all the cases, that a learning factor at the extremes ($\gamma \leq 0.1$ and $\gamma \geq 0.7$) penalizes the final results. On the other hand, results are quite invariable with respect to $\xi$, with slightly worse performance when $\xi$ reaches 0.5. Regarding $MSE$, $\xi$ has a significant impact. Whenever $\xi$ is bigger than 0.1 or 0.2, the $MSE$ increases, and exhibits a great sensitivity with respect to $\gamma$ values. Under 0.1, the $MSE$ is very small and approximately constant with respect to $\gamma$ variation. Given these values, a good configuration is to keep $\xi \leq 0.1$ and $0.1 \leq \gamma \leq 0.7$ able to assure high delivered reliability and a small $MSE$. Other configurations can make sense if one is interested in only one objective, e.g., either improving or assessing reliability.

IX. Threats to validity and open issues

Practitioners adopting RELAI based on the presented conclusions should be aware of potential threats to results validity. Choices made for setting up and executing the experiment limit the generality of obtained results:

**Test suite**: since SIR programs had a reduced set of test cases, we have generated further test cases from the available TSL specifications. Although the number of test cases is increased by an order of magnitude, it remains an approximation of the entire input domain. Additionally, while we have applied the same test generation method (i.e., category-partition) for all the program under study, there is a subjective application of the method that may differ from program to program. Thus, obtained results may depend on the generated test suite. The application of the method by the same authors to all the four programs limits this internal validity threat.

**Seeded faults**: programs in the SIR repository were available with a set of seeded faults. However, their representativeness is undermined by the intention of seeding faults in the change among versions. We therefore adopted the G-SWFIT technique to inject faults by means of an automatic tool whose aim is to increases the representativeness [54] by spotting possible locations for each different type of fault, and considering commonly observed percentages of faults of different types. Despite this reduces the bias of artificial fault seeding (and
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a more representative faults than SIR’s faults), real faults, of course, might still be present in a different way (type distribution and/or location). A further internal validity threat includes the correctness of the implementation of all the experiment techniques, as well as of scripts for data collection and analysis, carried out by authors. Results are also subject to external validity threats, as any empirical study, due to the following choices:

**Subject programs**: the experiment is performed on a set of programs selected from a publicly available repository; thus, care must be taken in extending conclusions to other programs. This is mitigated by selecting four subjects with diverse features in terms of: lines of code, complexity, implementation language, applicative target. Treatments are replicated on diverse programs in order to improve their generality.

**Profiles**: profiles are generated randomly as described in Section VI. Although we re-generate three profiles in each experiment and use randomization, the adopted profiles can never represent all the possible profiles, and thus results with other profiles could, in principle, differ.

Replicating 100 times on four programs, in a full design configuration with 2340 treatments, mitigates the impact of these threats, but the described biases should be taken into account before extending conclusions. Besides these threats, we left to future research the sensitivity analysis of RELAI with respect to the following choices made for the experiments: i) partitioning criterion: this is decided by testers and, as explained, the choice does not affect the implementation of the strategy, but different results can be obtained depending on it. The effect of different partitioning criteria and how these can improve the approach need further investigation; ii) profile inaccuracy sensitivity: we experimented the approach under an error of $\langle 0.01, 99\% \rangle$ and with a zero mean; a theoretical and experimental evaluation of RELAI under several error profiles will provide us with further insights about the properties of the reliability estimator. We expect that under larger errors the difference between the estimates biased by the profile error and the unbiased ones are bigger, and the benefit of RELAI is thus more impactful.

**X. Conclusion and future work**

RELAI is a new strategy oriented to reliability improvement and assessment. Its underlying idea is to improve the delivered reliability and, at the same time, provide an estimate of the achieved level by: i) actively looking for failure regions most impacting the expected failure probability, not just waiting for them to come out in a “simulated” real usage, and ii) selecting test cases by a sampling scheme enabling the assessment during the fault removal, unlike current reliability assessment techniques. This is implemented through an adaptive scheme, which learns from the current state to drive future selection of test cases. A key feature of RELAI is the inclusion of the uncertainty on the real operational profile in the strategy definition. This allows tester to specify a constraint on this uncertainty, obtaining faithful estimates of reliability and predicting the share of inaccuracy caused by the specified profile error. It enables to control the error that a tester
inevitably commits in deriving the profile, as RELAI assesses its impact before deploying the system. Results confirm the good performance of RELAI in terms of improvement, assessment, and mitigation of the profile error problem. We believe RELAI’s characteristics can pave the ground to new attractive scenarios in the field of reliability testing, where debug and operational testing research areas can fruitfully benefit from each other’s peculiarities. In particular, future studies could address these challenges: i) developing further on therelation between the uncertainty associated with the operational profile and the resulting uncertainty in the reliability estimation (e.g., developing mathematical models of uncertainty propagation with no or little burden on the tester, who should be unaware of details to adjust the estimation; conceiving simple approaches for the user to describe the profile with an associated confidence); ii) investigating new sampling strategies at domain level (namely, for reliability improvement) while keeping the feature of assessing at sub-domain level (e.g., investigating other Montecarlo-based inference methods to approximate the distribution of the “best” subdomains via stochastic sampling); iii) similarly, investigating other survey sampling techniques (namely, for reliability assessment), e.g., adopting stratified sampling in combination with the RHC method; iv) using confidence intervals derived from the RHC-based method to devise new techniques based on maximizing the confidence in the estimate (e.g., similar to [4]); v) comparing the assessment ability with software reliability growth models, which take a different approach, or combine them for a better assessment; vi) removing the assumptions of perfect debugging, envisioning strategies that contemplates the possibility to introduce new bugs during fault removal (e.g., considering an imperfect debugging factor like in the literature on software reliability growth models [64], [65], [43]), vii) removing the assumption of perfect oracle knowledge (e.g., borrowing methods of survey sampling under “random responses” to integrate with the RHC scheme, or by bootstrap-based methods). These challenges are the starting point of our next research to the improvements and best tuning of RELAI testing.
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