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Abstract

Volunteer-driven large-scale human-to-human collaboration has become common in the Web 2.0 era. Wikipedia is one of the foremost examples of such large-scale collaboration, involving millions of authors writing millions of articles on a wide range of subjects. The collaboration on some popular articles numbers hundreds or even thousands of co-authors. We have analysed the co-authoring across entire Wikipedias in different languages and have found it to follow a geometric distribution in all the language editions we studied. In order to better understand the distribution of co-author counts across different topics, we have aggregated content by category and visualized it in a form resembling a geographic map. The visualizations produced show that there are significant differences of co-author counts across different topics in all the Wikipedia language editions we visualized. In this article we describe our analysis and visualization method and present the results of applying our method to the English, German, Chinese, Swedish and Danish Wikipedias. We have evaluated our visualization against textual data and found it to be superior in usability, accuracy, speed and user preference.
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1. Introduction

The emergence of Web 2.0 technologies in recent years has made human-to-human collaboration on unprecedented scales not only possible but a reality. One of the best-known examples of world-wide large-scale collaboration is Wikipedia, "the free encyclopedia that anyone can edit" (Wikipedia’s own slogan) [1]. Wikipedia has great value that has not yet been fully researched. Past research on Wikipedia has focused on both a micro-level (e.g. [2, 3]) and a macro-level of analysis (e.g. [4, 5, 6, 7]). A micro-level of analysis typically focuses on a single article, whereas a macro-level of analysis studies the wiki as a whole, exploring relationships and the evolution of the entire content collection, among others. Our research falls in the latter class and aims to obtain an overview of Wikipedia and identify popular topic areas. By applying this to different language Wikipedias we wish to discover differences among those language editions, and by implication differences of interest in those topic areas among the user communities of those language groups. However, our aim in this research is for our methods and tools to be general enough to be applied to other wikis besides Wikipedia, for example intra-organizational wikis.

The technology underlying Wikipedia is relatively simple: a wiki engine (MediaWiki) implemented in PHP on a web server which most users access through a web browser, and primarily making use of three main functions: searching for, reading and editing articles. Other functions, used to a much lesser extent by common users, are asynchronous discussion of articles, viewing the revision history of an article, comparing revisions to find out what has changed between them, undoing specific revisions, and a few others. Wikipedia administrators have additional privileges, allowing them to protect articles (making them read-only), moving (renaming) articles, deleting articles entirely, blocking users, and other administrative/maintenance functions.

The Wikipedia user base is large and broad: the English Wikipedia edition alone counted about 17.8 million registered users in November 2012, out of which 132,800 (0.7%) are considered “active” users (meaning that they have performed some action within the past 30 days). A small portion of these registered users are site administrators, under 1,500 (about 1% of active users) in the case of the English Wikipedia. An overview of user statistics for a few selected Wikipedia language editions that we have studied is shown in Table 1. We selected these Wikipedia language editions mainly for the practical reason that we understand these languages (which is required for interpreting the visualized result); but also to give us a selection of very large (English), medium-sized (German, Chinese) and small (Swedish, Danish) Wikipedias.

Wikipedia content is user-contributed, meaning that end-users can add to, modify and delete content in Wikipedia articles. They can also write entirely new articles, and link these to other articles. To better organize content Wikipedia has a hierarchical category system, and any given article can be marked as belonging to any number of categories. For instance in the English Wikipedia (as of January 2012), article “Wiki” is assigned to category “Wikis” (plus five other categories), which...
in turn has parent category “World Wide Web” (plus four other parent categories), which in turn has parent category “Digital Media” (plus six other parent categories), and so on. The same as with articles, categories are also user-contributed: users can create new categories, assign categories to parent categories, assign articles to categories, and change existing article-to-category and category-to-category assignments. The result is an organically evolving category system that reflects the current needs of the user-contributor community. One of the implications of such an open editing process is that it may result in different granularity of the category hierarchy. Table 2 shows the numbers of articles and categories of the five Wikipedia language editions we have analysed (these counts include all articles and categories, including non-content ones that we later remove). The absolute numbers of articles and categories differs significantly in these different language editions, but so does the average number of articles per category (the right-most column in Table 2) which indicates the granularity of the category hierarchy. In four of the five analysed Wikipedia language editions the number of articles per category ranges between about 4 and 8, but in the German Wikipedia there are on average 17.7 articles per category, suggesting a much coarser category hierarchy granularity. As documented on Wikipedia itself, the German edition of Wikipedia differs from other editions: “Compared to the English Wikipedia, the German edition tends to be more selective in its coverage” and “Categories are usually introduced only for a minimum of ten entries and are not always subdivided even for larger numbers of items”\(^1\), which explains this difference in the articles per category statistics. In fact, the absolute number of categories in the German Wikipedia is even smaller than that in each of the Chinese and Swedish Wikipedias although the number of articles is significantly larger. Different language communities clearly have different standards as to how fine-grained they believe their category hierarchies should be.

Wikipedia is not only user-contributed, but as a direct result of its openness the number of contributors that get involved in editing a given article can also be very large. We have analysed this number of co-authors and for each category calculated the average number of distinct co-authors of all articles assigned to that category. This average count of co-authors per category varies dramatically between categories. For example, in the English Wikipedia there are 15 categories that each have an average number of co-authors of over 5,000. On the other hand there are over 100,000 categories that each have an average number of co-authors of 10 or fewer. The distribution of average number of co-authors per category in the five Wikipedia language editions we analysed is plotted in Figure 1. Interestingly, despite all the differences in scale and category hierarchy granularity among the different language Wikipedias, their curves have essentially the same shape. We determined goodness of fit using the Anderson-Darling test and found the data from all five language editions to follow a geometric distribution, with \(p\) ranging between 0.03 and 0.05 in the different languages.

However, this distribution of the average number of co-authors per category does not reveal where the differences lie – which categories attract the most co-authors to their articles, and which the fewest. This may also differ between different Wikipedia language editions, as the top-10 list of categories with highest co-author count shown in Table 3 indicates: politics and religion feature strongly in the English Wikipedia, whereas in the German Wikipedia it is art and society that feature strongly, with some sports and television appearing in both top-10 lists. We also do not know if similar co-author counts cluster together by topic, i.e. whether categories that belong to the same parent category also have similarly high co-author counts. This information is difficult to obtain as topic clusters are hard to determine given the large number of parent catego-
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\(^1\)http://en.wikipedia.org/wiki/German_Wikipedia
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<table>
<thead>
<tr>
<th>Language</th>
<th>Registered</th>
<th>Active</th>
<th>Admins</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total %</td>
<td>Total %</td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>17,813,716</td>
<td>132,800</td>
<td>0.7</td>
</tr>
<tr>
<td>German</td>
<td>1,535,302</td>
<td>21,649</td>
<td>1.4</td>
</tr>
<tr>
<td>Chinese</td>
<td>1,316,773</td>
<td>6,994</td>
<td>0.5</td>
</tr>
<tr>
<td>Swedish</td>
<td>299,093</td>
<td>3,136</td>
<td>0.7</td>
</tr>
<tr>
<td>Danish</td>
<td>171,699</td>
<td>1,155</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Table 1: Wikipedia user statistics, as at 8 Nov 2012 (active user % is relative to all registered users, admin user % is relative to active users)

<table>
<thead>
<tr>
<th>Language</th>
<th>No. of Articles</th>
<th>No. of Categories</th>
<th>Art./Cat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>3,411,491</td>
<td>602,141</td>
<td>5.7</td>
</tr>
<tr>
<td>German</td>
<td>1,217,553</td>
<td>68,677</td>
<td>17.7</td>
</tr>
<tr>
<td>Chinese</td>
<td>352,562</td>
<td>82,639</td>
<td>4.3</td>
</tr>
<tr>
<td>Swedish</td>
<td>393,504</td>
<td>82,039</td>
<td>4.8</td>
</tr>
<tr>
<td>Danish</td>
<td>147,576</td>
<td>19,193</td>
<td>7.7</td>
</tr>
</tbody>
</table>

Table 2: Sizes of Wikipedia language editions studied (database dump of January 2011)

![Figure 1: Distribution of average number of co-authors per category in English, German, Chinese, Swedish and Danish Wikipedia](image)
Table 3: Top 10 most co-authored categories in English and German Wikipedias within the top 3 levels of categories (English translations of German category names in brackets)

<table>
<thead>
<tr>
<th>Rank</th>
<th>English</th>
<th>German</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Superpowers</td>
<td>Kunst (Arts)</td>
</tr>
<tr>
<td>2</td>
<td>Christians</td>
<td>Brücke (Bridge)</td>
</tr>
<tr>
<td>3</td>
<td>Sports</td>
<td>Die Simpsons (The Simpsons)</td>
</tr>
<tr>
<td>4</td>
<td>Hindus</td>
<td>Architekt (Architect)</td>
</tr>
<tr>
<td>5</td>
<td>Foods</td>
<td>Archäologie (Archaeologie)</td>
</tr>
<tr>
<td>6</td>
<td>Television</td>
<td>Gesellschaftliche Schicht (Social class)</td>
</tr>
<tr>
<td>7</td>
<td>World</td>
<td>Kunst nach Staat (Arts by country)</td>
</tr>
<tr>
<td>8</td>
<td>Religious skeptics</td>
<td>Konfuzius (Confucius)</td>
</tr>
<tr>
<td>9</td>
<td>Places</td>
<td>Fußballtorhüter (Football goalkeeper)</td>
</tr>
<tr>
<td>10</td>
<td>Existentialism</td>
<td>Harry Potter (Harry Potter)</td>
</tr>
</tbody>
</table>

ries that a given category may belong to.

We have devised a method for analysing the category hierarchy to determine which major parent category a given category should belong to. This allows us to aggregate co-author counts from individual categories recursively up to their ancestor until the top of the category hierarchy. Doing so reveals which categories at the highest level are the most collaborative, and which the least. We have then used the output of this analysis to visualize the average numbers of co-authors across the first three levels of the category hierarchy for the entire Wikipedia of a given language. This visualization reveals interesting differences in distribution of co-authoring over the Wikipedias we studied.

The remainder of this article is organised as follows: the next section briefly presents related work. Section 3 then introduces our analysis and visualization method. Section 4 presents the results of applying our method to actual Wikipedia data, followed by Section 5 which evaluates our visualization. In Section 6 we discuss applications of our visualization method, and make conclusions in Section 7.

2. Related Work

Wikis in general, and Wikipedia in particular, have experienced dramatic growth over the past decade both in size and value. Consequently they have become the focus of research by numerous researchers in different fields worldwide. This section gives a brief overview of pertinent research.

2.1. Wiki Category Pre-processing

Wikipedia, the wiki that is the focus of our work, has a category organization that is similar to a tree structure. However, because the creation and maintenance of the category hierarchy is a manual task performed by Wikipedia users some cases such as multiple parents, loops, and other anomalies occur. Indeed the category hierarchy of Wikipedia can be classified as a kind of directed graph rather than a tree. However, trees are more preferable to use in many cases for their simplicity, therefore several studies have developed methods to transform the category hierarchy of Wikipedia into a tree.

To solve the cases of multiple parents, Yu et al. remove multiple repeated parents in sub-categories using Dijkstra’s shortest path algorithm, by keeping the parent which is closest to the root and discarding the other. Whenever multiple parents are found, a TF-IDF cosine similarity measurement is applied to candidate nodes, in order to select the one that is most relevant to the child[8]. TF-IDF cosine similarity is a method to determine relevance of two documents by using the frequency of words occurring in both.

Zesch and Gurevych suggest a simple mechanism to solve the problem of loops. They process the categories in Wikipedia as a graph, and use a depth-first search to traverse the category graph. Whenever they detect a cycle among the nodes of the same level, they simply remove one of the links on that level to eliminate the cycle[9].

Our pre-processing of Wikipedia categories uses the same approach as that of Yu et al. to remove multiple parents, but unlike Zesch and Gurevych we use a breadth-first search for detecting cycles, which results in a tree with nodes connected to the root through the shortest possible distance.

2.2. Category Similarity Calculation

Our visualization method creates an overview of a wiki primarily based on the relationship among categories. Once relationships are known for all pairs of categories we can calculate individual positions of all categories in the drawing plane by laying out category nodes using an approach such as force-directed layout[10]. The relationship of categories can be visually represented by their proximity, i.e. more similar categories are placed closer to each other.

Holloway et al. introduced a method for computing similarities among wiki categories using the number of co-assignments of the same categories in articles[4]. Assuming that an article is assigned with the categories related to its content, an article acts as a connection between a pair of categories. In this way, a larger number of these connections (i.e. co-assignments) implies a stronger relationship between categories. Cosine similarity has been used for a long time in computing similarity between articles linked by identical keywords[11, 12, 13], but it is innovative to apply the method for calculating category relationships. This is also the approach we adopted.

Szymański employed a somewhat different approach, using links between articles to infer category links[14]. Semantic similarity of a group of articles is calculated, and is used to add weights to existing category links expressing the strength of their similarity. It can also be used to generate new links between categories that the group of similar articles link to and that were previously unconnected, and can even be used to gen-
erate entire new categories corresponding to the concepts represented by that group of articles.

2.3. Wiki Visualization

Information visualization helps people understand complicated and abstract data, especially for large amounts of data such as in Wikipedia. Therefore increasing numbers of researchers have developed methods to visualize a wiki. Some of them focus on a single article, for example history flow visualization which visualizes the evolution of an article over successive revisions [2]. Another type of visualization aims at giving an overview of an entire wiki or a part of it, such as category visualization. Holloway et al. render wiki categories as dots of different colours, representing the semantic coverage which is formed by categories [4]. Some types of visualization focus on analyzing users’ activities and authorship. Wattenberg et al. created an application called Chromograms [15] which displays operations performed on the content of Wikipedia, such as spell-checking, writing new content, reverting changes, etc. Harrison created a number of visualizations for Wikipedia including its top 50 articles, the structure of interconnections between Wikipedia category pages, and visualization of the full Wikipedia graph². Other interesting projects on Wikipedia include visualization of frequent words in English Wikipedia, real-time visualization of Wikipedia edits, visualization of article growth in the Cebuano Wikipedia, visualization of the number of articles at a chosen date, visualization of the differences between the category structure of the Universal Decimal Classification (UDC) system and Wikipedia, and visualization of the edit history of a page³.

Our visualization is a case of whole-wiki visualization and is unique as it is the only one that visualizes co-author counts.

2.4. Map-like Visualization

Most people understand geographic maps easily thanks to early exposure to maps in school. Even among pre-school children essential mapping abilities are well developed [16]. Elements such as mountains, valleys, land, sea, rivers, and cities, as well as the meaning of each, are readily recognized by people even without special training. Therefore visualizing information structures in the form of a geographic map enables people to relate to such representations more easily without requiring prior instruction.

Data visualized in map form is usually multi-dimensional. For example, for each of the 24 top-level categories in the English Wikipedia there are 23 relationships to other categories, meaning that each data point in this set is at least 23-dimensional, with other attributes such as number of articles, number of co-authors etc, adding further dimensions. To represent such a data set in map form means transforming this high-dimensional data to a small number of dimensions. For example if reduced to four dimensions these can be represented as x and y coordinates of a shape, its area size, and colour.

Skupin presented a method that produces a map-like visualization for a knowledge domain based on the Self-Organizing Map (SOM) framework [17]. SOM is a type of artificial neural network, where data is fed in and organized through an unsupervised learning process. The outcome of SOM is a low-dimensional map that represents the multi-dimensional input data [18]. Skupin’s method was novel to apply the SOM framework to create a map-like visualization. Data is first transformed into a set of vectors in multiple dimensions, and then vectors are fed into the SOM to obtain a preliminary result. The preliminary result is then filled into a lattice of hexagons, followed by adding borders and text labels to finalize the visualization. However, Skupin’s approach produces a single contiguous area (“continent”), rather than a set of areas separated by empty space (“oceans”), which limits the distance that unrelated parts of a knowledge domain can have in the visualization, making some parts look more related than they should be.

To reduce the number of dimensions, other methods employed include principal component analysis (PCA) and multi-dimensional scaling (MDS). Principal component analysis uses an orthogonal linear transformation of a set of variables into a (usually smaller) set of variables [19]. It identifies the variables that account for the largest variance in the data, and thus are the most informative in expressing characteristics of that data. The use of PCA in visualization is mainly in the pre-processing of data (e.g. [20, 21]), although Müller et al. have applied it to enhance the visualization process itself [22].

Multi-dimensional scaling is an approach for mapping high-dimensional data into two- or three-dimensional space, so that the data can be visualized. Input data consists of distance values for pairs of data items. The desired number of dimensions is decided in advance (usually two or three, for mapping to coordinates in a drawing space), and the data is mapped using one of a number of available MDS algorithms. The outputs can be used as coordinates for producing a visualization. Many examples of MDS in data and information visualization exist, such as [23, 24, 25] to name only a few.

Our presented approach is unique in utilizing similarities between data objects to create a planar layout in which proximity represents similarity.

2.5. Multi-Language and Cross-Language Wikipedia Studies

In the domain of information retrieval Wikipedia has been welcomed as a resource for conducting experimental studies. An approach for cross-language information retrieval that is an extension of the explicit semantic analysis method was separately proposed by Sorg and Cimiano [26] and Potthast et al. [27]. They have applied this to Wikipedia articles and evaluated the performance of their method for cross-lingual information retrieval. In related work Sorg and Cimiano induced cross-language links between articles in different language editions of Wikipedia [28].

Hautasaari et al. present tools to facilitate the work of the Wikipedia translation communities that translate Wikipedia content across language editions [29].
3. Analysis and Visualization Method

Our analysis and visualization method consists of two parts, respectively for analysis and visualization of Wikipedia data. The analysis part processes the data in preparation for the visualization part which transforms the data into a graphical form. The preprocessing immediately precedes the visualization, thus if the category data is changed in any way then running the preprocessing and visualization process anew will produce a visualization that reflects this change.

The visualization produced resembles a geographic map. As discussed above, most people know how to read geographic maps and intuitively relate to them. Thus this form of presentation achieves ease of use and obviates the need to learn how to read the visualization. Figure 2 shows our analysis and visualization method in outline. It consists of the following steps:

**Step I.1: Select a semantic root.** Wikipedia does not have a standard name for the root node of the category hierarchy, nor any standard on where under the root node content-related categories are placed. For example, in the Swedish Wikipedia, content categories such as “History” (“Historia” in Swedish) are placed directly under the root node (“Topp”), whereas in the German Wikipedia the equivalent category (“Geschichte”) is placed two levels below the root, and in the English Wikipedia three levels below the root (see Table 4). Thus it is necessary to manually inspect the category hierarchy and to identify the node under which content categories are placed, which we designate as the **semantic root**.

**Step I.2: Remove non-content categories.** The Wikipedia category hierarchy contains non-content categories which are not useful for our analysis, and indeed would adversely affect the calculation of similarity and the visualization in the later steps. This mainly includes three types of categories: (1) Wikipedia administrative categories, (2) stub categories and (3) list categories. These types of category nodes need to be removed, each of which requires a different approach.

Wikipedia administrative categories are placed in a sub-tree of the main Wikipedia category tree. They are usually also identified by a name prefix or special namespace that is unique to each language edition of Wikipedia. In some language editions this sub-tree is not included under the semantic root node, in which case no action is necessary. However, when this sub-tree is included under the semantic root node then we need to remove it. For example, in the Swedish Wikipedia the sub-tree of Wikipedia administrative categories is rooted at category “Wikipedia:Administration”, which is placed under the semantic root node “Topp”. Pruning the sub-tree rooted at this node removes Wikipedia administrative categories from our data.

Stub categories are those that mark articles “deemed too short to provide encyclopedic coverage of a subject”\(^4\). In many Wikipedia language editions they are contained in the sub-tree of Wikipedia administrative categories. Removing that sub-tree thus also removes stub categories. In those languages in which this is not the case these categories can be found by string matching, as they contain the word “stub” (or its equivalent in the language in question). Thus removal of these categories is possible by looking for this string in the category name.

List categories are those that organize related pages into lists, such as “1910 births” which lists all pages of persons born in 1910. List categories are large in number but not actually useful in giving an indication of the content of a Wikipedia. Thus it makes sense to remove these. We rely on the observation that list categories are consistently named (containing common words such as “births”, “deaths”, “persons”, “countries” etc.), and consistently organized (birth and death-related lists are organized into lists by century, which are organized into chronology-related lists. Within a given list, member categories share a common word, which thus helps identify both these list categories as well as their parent category. We measure the similarity among the names of a pair of sibling categories by doing a character-by-character comparison, counting the number of common characters, and calculating a cosine similarity value (in the range [0, 1]). If the average similarity value of all sibling categories under a common parent category exceeds a pre-defined threshold we determine that these are list categories. We have experimented with different threshold values and found a value of 0.8 to be effective in finding most list categories while avoiding false positives. Table 5 shows an example of list category name matching: parent category “Aircraft 1950-1959” contains the listed sub-categories (only an extract of all sub-categories is shown). By doing pair-wise name comparison, and calculating the average matching rate of all pairs, we find that the similarity score for the sub-categories is 0.905, and as this is greater than our threshold 0.8 we conclude that the parent and child categories are list categories that we eliminate from the category tree.

Our removal method eliminates about 5–10% of categories from the category hierarchy in the different language editions we studied.

**Step I.3: Calculate category similarities.** We use cosine similarity to measure mutual similarity between pairs of categories. Usually editors assign an article to multiple categories when the topics of these categories are related to the article’s
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content. We can therefore assume that a pair of categories is more similar to each other if they share many common articles assigned to them. The number of common articles is termed the co-occurrence of category assignments between a pair of categories. A greater number of co-occurrences implies a stronger similarity and vice versa. For a pair of co-occurring categories, their similarity is calculated according to following formula:

$$ \cos_{i,j} = \cos_{j,i} = \frac{\sum_{k=1}^{n} A_k C_{ij}}{\sqrt{\sum_{k=1}^{n} A_k C_i} \cdot \sqrt{\sum_{k=1}^{n} A_k C_j}} $$

where $$ \cos_{i,j} $$ represents the cosine similarity of categories $$ C_i $$ and $$ C_j $$. $$ A_k C_i $$ is the assignment of article $$ A_k $$ to category $$ C_i $$, and similarly for $$ C_j $$. $$ A_k C_{ij} $$ is the co-occurrence of article $$ A_k $$ in categories $$ C_i $$ and $$ C_j $$.

**Step I.4: Create category tree.** The Wikipedia category hierarchy, being the result of manual editing by its users, includes nodes with multiple parents as well as a few loops. To facilitate the analysis process and to simplify our visualization with each category appearing only once, we transform the category graph into a simple directed tree. We first apply a breadth-first search that starts from the chosen semantic root, traversing every node encountered and keeping a list of visited nodes. Loops in the tree are removed by simply eliminating the edge that causes the loop, as illustrated in Figure 3a. If the loop involves nodes at different depths in the tree then this approach ensures that each node is connected to the root by the shortest distance; otherwise if the loop occurs at the same depth then no objective decision can be made as to which link to retain (as in [9]), and we retain the link from the older to the younger node considering its creation time. All parent relationships in multiple-parent nodes are removed except for the one to the most similar parent according to the cosine similarity calculated in the previous step, as illustrated in Figure 3b.

**Step I.5: Aggregate similarities.** To determine the similarity between a pair of categories it is not sufficient to simply use their direct similarity values, as their similarity is also partly based on the similarities of their sub-categories. In some instances the direct similarity between two categories is zero, because no articles are assigned to both categories, but there may be articles assigned to their sub-categories. In cases like these the articles of their sub-categories should also contribute to a certain degree to the relationship of their parents. This is illustrated in Figure 4: two categories $$ c_1 $$ and $$ c_2 $$ have no co-assigned articles, but their sub-categories $$ c_3 $$ and $$ c_4 $$ have co-assigned articles $$ a_1 $$ and $$ a_2 $$. In this case the direct similarity of categories $$ c_1 $$ and $$ c_2 $$ is zero, but the similarity of sub-categories $$ c_3 $$ and

---

Table 5: Category name similarities under category “Aircraft 1950-1959”

<table>
<thead>
<tr>
<th>Pair of Category Names</th>
<th>Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Civil aircraft 1950-1959</td>
<td>0.932</td>
</tr>
<tr>
<td>Italian aircraft 1950-1959</td>
<td>0.876</td>
</tr>
<tr>
<td>Dutch aircraft 1950-1959</td>
<td>0.899</td>
</tr>
<tr>
<td>Soviet aircraft 1950-1959</td>
<td>0.912</td>
</tr>
<tr>
<td>Military aircraft 1950-1959</td>
<td></td>
</tr>
<tr>
<td><strong>Average Value</strong></td>
<td><strong>0.905</strong></td>
</tr>
</tbody>
</table>

---

Figure 2: Map-like analysis and visualization method

Figure 3: Eliminating edges in the category graph (edge indicates “parent category” relationship)
Figure 4: Articles co-assigned to sub-categories but not to parent categories

c4 is greater zero. Intuitively, we would consider categories c1 and c2 similar because of their child categories’ similarity. Thus we define an aggregated cosine similarity of a pair of top level categories, which combines both the direct similarity and the similarity from sub-categories. To produce this aggregate we considered different calculation methods, giving more or less weight to the direct similarity, or indeed simply choosing the largest similarity value among all levels of categories.

Given levels of sub-categories 1, ..., n below a given category, and the similarity of sub-categories of categories C_i and C_j at level k being denoted as cos'_i,j,k, we defined the following three formulas:

- Formula A: \( \cos_{i,j} = \frac{1}{3} \sum_{k=1}^{n} \cos'_i,j,k \)
- Formula B: \( \cos_{i,j} = \frac{1}{n+1} \sum_{k=1}^{n} \cos'_i,j,k \)
- Formula C: \( \max(\cos_{i,j}, \cos'_i,j,1, \ldots, \cos'_i,j,n) \)

That is, formula A is the weighted sum of direct similarity and aggregated sub-category similarity, with twice the weight on the latter; formula B is the arithmetic mean of direct similarity and all sub-category similarity values; and formula C is the maximum value of all these similarity values. We calculated the aggregate cosine similarity of all unique 276 pairs of the 24 top-level categories in the English Wikipedia and their sub-categories to 5 levels down, using each of the three formulas above. We limited the number of sub-categories to 5 as we found that deeper levels of sub-categories had negligibly small similarity values. A plot of the standard deviations of these similarity values for each pair of top-level categories is shown in Figure 5. Points on the x axis are the 276 top-level category pairs, the y axis shows the standard deviation of similarity values.

We can observe that the direct similarity alone suffers from the problem of null values where top-level categories do not have any co-assigned articles (this was the case for 242 of the 276 category pairs, i.e. about 88%). Formula C results in greatly varying similarity values with several extreme outliers. Of formulas A and B, formula B (arithmetic mean of direct and sub-category similarities) produced the lowest standard deviation of similarity values. Thus it can minimize the effect of extreme values across categories, while avoiding the null values where direct similarity is zero. For this reason we use this formula for aggregating category similarity values. Once the aggregation is complete, we have a similarity value for each pair of Wikipedia categories within the chosen n levels of categories below the semantic root.

Step II.1: Create preliminary layout. In this step we create a rough layout of the approximate positions and estimated sizes of wiki categories. We use a bottom-up approach to create this layout, proceeding upwards level by level. Based on visual evaluation up to three levels of categories can be well represented without resulting in too many or too small subdivisions. For example top-level category “Science” contains sub-category “Mathematics”, which contains sub-sub-category “Geometry”. Following the metaphor of a geographic map, these three levels can be thought of as three levels of political regions namely countries, provinces, and counties. The bottom-up algorithm starts at the lowest defined category level, and iterates over every level until it reaches the top level. Sub-categories in the current level are placed using a force-directed spring layout algorithm [10]. Similarities between pairs of categories are fed into the spring algorithm, acting as “forces” between categories. The layout algorithm adjusts the positions of categories until they are stable and forces are balanced. After the algorithm has finished processing a given category level, the next higher category level combines the layouts from the lower level and adjusts their positions using their mutual similarity values. The algorithm continues to iterate until it reaches the top level and layouts of the top level categories have been determined. The principle of the bottom-up layout is illustrated in Figure 6: sub-sub-categories are laid out within their related
sub-category, as shown in (a); all sub-categories are then laid out in their related top-level category, (b). Finally, this entire top-level category (bounded by the outer box) is laid out together with other top-level categories, (c) and (d). As the resulting top-level category areas may overlap each other, we remove any overlaps using the Force Transfer Algorithm of [31]. The result is that all top-level category areas at most touch each other, but do not intersect, as in Figure 6.

**Step II.2: Tile hexagons.** Each category’s region has a certain surface area that is proportional to the size of all of its sub-categories and the number of its articles. The exact shape of this area is (pseudo-)randomly determined by tiling the surface piece by piece starting from the centre point of the area. We use regular hexagons as the basic unit for tiling the surface. Using regular hexagons has two advantages: (1) regular hexagons tile a surface completely, and (2) border lines of areas tiled by hexagons have a natural-looking ragged appearance. We initialize a hexagon lattice in memory. Categories are allocated hexagons in the lattice corresponding to the size and position of categories in the preliminary layout. As the numbers of articles and sub-categories can have extreme variations in some Wikipedia language editions, we apply a logarithmic scale to area size in order to reduce the occurrence of very large category regions, and also to make small categories more noticeable. The assignment of hexagons begins at a given starting hexagon, called the region’s pivot point. We maintain a data structure of already allocated hexagons, and grow a region’s territory by randomly assigning unused neighbouring hexagons, as illustrated in Figure 7 (numbers correspond to the order of hexagon selection). Through experimentation we concluded that this form of random assignment produces regions that look most natural, i.e. similar to those in a geographic map. In order to create reproducible output, however, we control randomness by using a fixed random seed. Thus the same input data will always result in the same visualization, and make different visualizations comparable with each other.

**Step II.3: Colour regions.** Colour is one of the primary visual elements that a reader perceives in a visualization. Topographic maps often employ colour to represent elevation. In our map we use it to represent a chosen attribute of the Wikipedia data. This could for example be the total number of articles of a category, the average co-author count, a measure of the edit activity in that category, or any other selected attribute the user wishes to visualize. Colouring allows users to quickly spot large and small attribute values, and to perceive their distribution throughout the visualization. The colour scheme we employ is similar to that of topographic maps, using a darker colour to represent a higher value.

**Step II.4: Add text labels.** Finally text labels for category names and selected article titles are added. Text labelling can be problematic when the density of labels to be placed in a given area is high, such as is the case in our visualization of Wikipedia. Geographic maps often are created using manual placement of text labels to avoid overlaps and produce an optimal appearance. However, given the size of Wikipedia datasets this approach is clearly infeasible. Therefore we place text labels automatically. Where necessary, we reduce font sizes of label text to enable labels to remain inside the area of their respective categories, with a minimum allowed font size to ensure readability. Label text styles are used to distinguish category levels. For example top level categories are shown as in “**LIFE**”, second level categories as in “**BIOLOGY**”, and third level categories as in “**Genetics**".
4. Visualizations

We have applied our analysis and visualization method to the English, German, Chinese, Swedish and Danish Wikipedia editions. In all cases we aggregated categories and visualized the first three levels of categories below the semantic root node, using average co-author count for region colouring. The colour scale was the same in all cases, with six colour ranges, each representing a quadruple lower limit relative to the next range (i.e. limits at 1, 4, 16, 64, etc.). Figure 8 shows the English Wikipedia visualization and extracts from two regions within this visualization. As expected, the differences in average numbers of co-authors per category that were shown in Figure 1 are clearly evident in the different colouring of category regions. However, it also shows categories of similar numbers of co-authors clustered together. This is illustrated in the two extracts of the map in Figure 8: the left region (belonging to main category “People”) shows sub-categories with medium to high co-author counts, most in the range from 64 to 1024+ average co-authors; on the other hand the region on the right (belonging to main category “Politics”) shows that sub-categories there have a much lower co-author count, mostly in the ranges from 1 to 255 average co-authors. Thus there is evidence of patterns of participation in Wikipedia that extend beyond individual categories to clusters of related categories. In other words, popular categories such as “People” include related sub-categories that likewise are popular and thus attract many co-authors who participate in writing articles in these categories. The same appears to be the case for less popular categories in which the number of co-authors in sub-categories likewise indicates a lower popularity.

Comparing visualizations of different Wikipedia language editions also reveals differences. Figure 9 shows extracts of the English, German and Chinese Wikipedia maps. Again, the variation of colours corresponding to different average co-author counts is apparent in each of these three maps. However, it is also evident that the colours in the smaller Wikipedias are lighter, indicating a lower co-author count. On the one hand the number of articles and the number of categories is significantly smaller in the smaller wikis. On the other hand, the number of users per article and per category is also smaller (e.g. 4.07 users/article and 23.04 users/category in English Wikipedia vs. 0.95 users/article and 16.88 users/category in German Wikipedia, and a similar situation in the other wikis). As there are fewer human resources to actively edit these smaller wikis, this results in the observed smaller co-author counts. English being an international language spoken far beyond the borders of the countries where it is a native language gives the Enlish Wikipedia a much larger pool of users who are able to contribute to it, and as these numbers show indeed do so. This is not the case for German, Danish and Swedish, none of which enjoy the status of an international language, and thus have a much more limited pool of potential contributors to draw from.

In our visualization similar categories are placed near each other. Performing a visual analysis of entire top-level categories (the categories directly below the semantic root node in the category hierarchy) does not actually reveal any striking similarities in co-authoring. That is, if two similar top-level categories such as, say, “Culture” and “Society” are placed adjacent to each other as they are in the English Wikipedia map, this does not imply that they must have similar co-authoring counts. In fact, looking at entire top-level categories no major differences are apparent. However, looking inside a top-level category, we can visually identify clusters of its sub-categories with the same or similar colouring, i.e. co-author counts. This was already visible in the small extracts of Figure 8, but it also applies throughout top-level categories – clusters of sub-categories that are adjacent to each other (thus indicating similarity) which have similar average co-author counts.

An example contrasting different patterns of co-authoring in the English Wikipedia is shown in Figure 10. Top-level category Law is represented in Figure 10a. The entire top-level category is dominated by the two colours representing, respectively, 16–63 and 64–255 co-authors. A few sub-categories with 4–15 co-authors exist, and even fewer with 256–1023 co-authors. Thus on the whole there are no extreme differences in the amount of co-authoring that takes place on law-related article content: it appears that the law community pays attention to the development of all law-related topics. Some clusters can be identified, such as the one at centre bottom of the same colour (representing 64–255 co-authors), consisting of sub-category Legal literature and its sub-sub-categories. Relatively fewer co-authors are involved in another two clusters in the upper right: Legal organizations and Legal literature, mainly with sub-sub-categories in the 4–15 and 16–63 co-author ranges. But the differences of these ranges are not extreme.

A different situation presents itself in Figure 10b. Unlike the Law category, the People category shows great extremes of co-authoring: all ranges, from 1–3 co-authors (category Award winners) all the way up to 1024+ co-authors (categories Religious skeptics, Vegetarians, Hindus, Christians and People self-identifying as substance abusers) are represented. Among different sub-categories there are obvious differences in authoring interest that these attract: a string of category clusters in the left half of the figure includes many categories with high co-author counts. From left to right these are related to people with disorders, people by ideology, and religious followers – the first of which commands great personal interest by the concerned people and their families, and the latter two tend to be hotly debated topics that consequently attract much attention. However, this is bordered by a cluster of categories in the centre belonging to the Biography sub-category, and on the far right in the sub-category Human names, both of which have only low to medium co-author counts (mostly ranging from 16 to 254). We can only surmise that these extreme differences between and within sub-categories in the People category are due to the more informal content of this category, which attracts widely differing attention and popularity, compared with more professional-oriented content such as in the Law category which may be more carefully curated by members of the legal profession.

Trying to perceive these patterns of distribution by only looking at Wikipedia article pages would be practically nearly impossible. The visualization, however, by representing the
multi-dimensional mutual relations of categories through proximities and the co-authoring attribute through colour, makes these patterns “pop out” of the visualization and be immediately perceived.

5. Evaluation

In order to assess our visualization we conducted a usability evaluation, focusing mainly on usability, accuracy, speed, and preference. As no other visualizations of co-authorship exist, we compared our visualization against textual tables of summary data on co-authorship that we extracted from Wikipedia. This data consisted of the first three levels of categories in the Simple English Wikipedia together with an average co-author count for each (a 20-page PDF document); and a table of similarity values for pairs of categories in the first three levels of categories (a 47-page PDF document). The visualization was also of the Simple English Wikipedia of the same date (October 2012) and was presented as a PNG file in an image viewer application. We set up an experiment with two groups of subjects, each performing two rounds of evaluation. In round 1 group 1 performed a set of tasks with the help of our visualization, and in round 2 a similar set of tasks with the help of the textual data only. Group 2 then performed the same two rounds of evaluation, but with reversed order of the information tool: first with the textual data only, then with the visualization. This within-subject design allowed us to control for the learning effect that occurs when the same kinds of tasks are performed twice.

We recruited 28 subjects for this evaluation, divided in two groups of 14 subjects each. All were students of our university: 1 Bachelor student, 23 Master students and 4 PhD students. There were 12 males and 16 females, aged 21–33 with mean and median age of 24. Of these, 17 students had a technical major (computer science, engineering), and the other 11 a non-technical major (business, accounting, Chinese). Self-rating their IT skills, 18 responded they had basic skills, 2 had advanced skills, and 8 had programming skills. Finally, asked about their prior Wikipedia experience 26 responded they had read Wikipedia articles, 1 had edited Wikipedia articles, and 1 had never used Wikipedia before.

We gave our subjects the following set of tasks (these are the tasks for round 1; in round 2 the tasks were very similar):

1. Name the level-1 category that has the largest number of sub-categories.
2. Name the most active level-1 category (meaning that it has many sub-categories with a high co-author count, \( \geq 64 \)).
3. Name the category that has the highest co-author count.
4. Name the category within the level-1 category Science that has the highest co-author count.
5. Name the level-1 categories that are most closely related to level-1 category Religion.
6. Within level-1 category Literature there is level-2 category Fiction. Name three other level-2 categories that are most closely related to category Fiction.

These six tasks focused on different kinds of information: (i) overviews of level-1 categories (tasks 1 and 2); (ii) details of specific categories (tasks 3 and 4); and (iii) relationships between categories (tasks 5 and 6).

Each round of tasks was followed by an exit questionnaire asking subjects to assess usability of the information tool just used (visualization vs. tables of category data). Subjects gave feedback using a 7-point Likert scale (from strongly disagree through neutral to strongly agree) on the following five statements (for the category data tables, the statements correspondingly referred to the category data):

1. The visualization was easy to learn.
2. The visualization was easy to use.
3. It was easy to understand the information presented by the visualization.
4. It was easy to perform the evaluation tasks by using the visualization.
5. I was satisfied with using the visualization for performing the evaluation tasks.

We also assessed accuracy of the answers given, and measured the speed of task performance from start to finish of each evaluation round. Finally, to assess preference, at the end of the evaluation subjects were asked to respond to the statement (again with answers on the same 7-point Likert scale as before): “I prefer using the visualization instead of the category data.”
Figure 9: Extract of Wikipedia maps of English (top), German (middle) and Chinese (bottom) Wikipedias, with the same colour coding of average co-author counts
Figure 10: Samples of top-level categories in English Wikipedia
The tasks we gave our subjects were challenging, particularly using the textual category data and the limited time (15 minutes in each round). Even with our visualization it was not easy to perform all tasks correctly. However, we observed a greatly higher accuracy using the visualization than the category data, as shown in Table 6: using the category data only about 1 in 5 answers was correct, whereas with the visualization half of all answers were correct – a 2.6 times higher accuracy.

Speed of task performance was also better when using our visualization, as shown in Table 7. On average, tasks were completed 2.5 minutes faster with our visualization – using the textual category data our subjects required about 25% more time.

Comparing the accuracy and speed between groups we can observe that whenever an information tool was used in round 2 it allowed faster task completion than when the same information tool was used in round 1 (recall that Group 1 used the visualization in round 1 and the category data in round 2, whereas Group 2 used the category data in round 1 and the visualization in round 2). Comparing with the mean value of both rounds combined, the improvement over the mean accuracy was 8% for the visualization and 32% for the category data. The speed-up over the mean speed was about 8% for the visualization, and about 7% for the category data. We conclude that a learning effect helped improve accuracy and speed of task performance.

Usability results indicated a higher usability of the visualization as compared to the textual category data. The usability tool was used in round 1 (recall that Group 1 used the visualization in round 1 and the category data in round 2, whereas Group 2 used the category data in round 1 and the visualization in round 2). Comparing with the mean value of both rounds combined, the improvement over the mean usability was about 8% for the visualization and 32% for the category data. The speed-up over the mean speed was about 8% for the visualization, and about 7% for the category data. We conclude that a learning effect helped improve usability of task performance.

In summary, the evaluation established that our visualization has higher usability, facilitates faster task performance, supports higher accuracy, and is preferred over the textual category data alternative.

6. Applications

In this section we briefly discuss other potential applications of our visualization. In previous work we have used our visualization method to represent a different attribute, namely article count [32]. Region colouring in that visualization indicated how large a given category is in terms of number of articles. Visualization of other attributes is likewise possible, such as number of revisions, article age, recent edit activity, etc. Doing so can be of use to various stakeholders: site administrators, content curators, editors, authors, managers, and researchers, to name a few obvious ones. As wikis find more widespread application within organizations, and they grow in volume and use, more and more stakeholders will want to know how their wikis evolve, whether they continue to grow, whether all their content is well developed, and so on. Our visualization method facilitates such analyses.

6.1. Understanding a Wiki’s Category Composition

Wiki content is typically organized in categories, and to understand the current topic distribution in a wiki we can look at the distribution of articles over the existing categories. Our map-like visualization provides an easily perceivable overview of the category composition of a given wiki. As area sizes relate to the number of articles of the corresponding category, relative sizes can be easily perceived which may reflect different popularity of topic areas among authors. Such sizes may also indicate levels of content maturity, or alternatively a need for further content development. Editors can quickly perceive the current content collection of a wiki, identifying large topic areas for potential division into sub-categories, or for identifying relatively under-represented topics that require more attention.

6.2. Representing Category Similarity

Category similarity measures the extent to which different categories in a wiki are related by content. Similarity values can provide answers to questions such as: “Which categories are more related to Belief?”, or “Are categories Society and History closely related?”. While similarity values in themselves can provide an answer, yet in their numeric form it is difficult to perceive multiple mutual relations, and this becomes more difficult as the number of categories involved increases. When viewing the visualization, proximities clearly express the relationships between categories. Examples of this could be seen in Figure 8 where in the right excerpt a number of closely related sub-categories of “Politics” were placed adjacent to one another (“Elections”, “Election people”, “Election technology”, and other election-related categories). Thus the visualization summarises the overall relationship of these categories into visual proximity. Given the multi-dimensional relationships between categories, our form of visualization provides a straightforward way to discover these relations among topic areas in a wiki that other more traditional forms of representation such as hierarchical folder structures, which show only parent-child relationships but not relationship strengths, can not show.
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6.3. Overview of Multiple Wikis

A map-like visualization effectively serves as a “world map” of a wiki. It provides a first impression of the overall situation of that wiki, similar to how a real world map gives an overview of the distribution of land and sea, the relative sizes and positions of continents, etc. Using visualizations of multiple wikis makes comparisons possible, just as political maps help compare aspects of different physical countries. The first impression we get from such exploration of the visualizations may indicate differences of content distribution, maturity, popularity, etc.

6.4. Comparison of Topic Areas across Wikis

Besides comparing entire wikis, a map-like visualization can be used to compare the same or similar topic areas across wikis. For example, we can compare characteristics of a topic area in different Wikipedia language editions to discover the relative maturity of the same topic across these wikis. For example, we compared the “Science” top-level category in the Danish, Swedish and Chinese Wikipedias and found that it occupies the largest area in the Swedish Wikipedia, followed by the Chinese and Danish ones. Also, many areas in the Danish and Swedish visualizations are displayed in darker colours, indicating a higher density of articles (as in our previous work colour represented the number of articles) whereas most Chinese sub-category regions were displayed in lighter colours. These conclusions agree with the statistical data, but are easier to perceive when the entire map is viewed in overview, compared with reading long lists of text and numbers.

7. Conclusions

Many of today’s internet-scale applications produce large amounts of data, and this is expected to increase even more in the years to come. These “big data” applications produce terabytes, exabytes and more of data [33]. Making effective use of this data becomes increasingly difficult because of its sheer volume. Even a single website such as Wikipedia stores terabytes of data. In this article we presented a novel method for analysing large amounts of wiki data and visualizing it in a form similar to a geographic map. We applied our method to data from five Wikipedia language editions: English, German, Chinese, Swedish and Danish, and have discussed further potential applications of our visualizations. Visualizations such as these have the potential to reveal in a readily perceivable way much information contained within large wiki article collections that is otherwise difficult to perceive.

The contributions of our work are two-fold: firstly we propose using a graphical map-like representation to allow users to visually perceive relations between wiki categories through proximity and colouring; secondly we have devised a method for transforming wiki data into map form which has the benefit of being more easily understandable by a wide range of users compared with other more specialized visualizations.

Our research is a work in progress and we are actively moving this work forward in several directions. Performance is of critical importance in processing large volumes of data, which we are working on improving to allow us to more easily visualize the largest Wikipedia language editions. Currently processing English Wikipedia data on a single server machine takes many hours and even days. A move to grid/cloud computing such as the one described in [34] would significantly aid the timely processing of data and generation of visualizations. Finally, we are planning to include more map elements to represent other aspects of the wiki data, such as road networks representing significant linkages between articles. This will enrich our visualization by increasing the information it communicates.

Table 8: Usability results

<table>
<thead>
<tr>
<th>Factor</th>
<th>Visualisation Mean</th>
<th>Category Data Mean</th>
<th>Significance</th>
<th>StdDev</th>
<th>Category Data StdDev</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of learning</td>
<td>5.50</td>
<td>4.54</td>
<td>0.0136 *</td>
<td>1.04</td>
<td>1.77</td>
<td>0.0005 ***</td>
</tr>
<tr>
<td>Ease of use</td>
<td>5.21</td>
<td>3.93</td>
<td>0.0321 *</td>
<td>1.26</td>
<td>1.63</td>
<td>0.0001 ***</td>
</tr>
<tr>
<td>Ease of understanding</td>
<td>5.57</td>
<td>4.82</td>
<td>0.0002 ***</td>
<td>1.20</td>
<td>1.70</td>
<td>0.0005 ***</td>
</tr>
<tr>
<td>Ease of performing tasks</td>
<td>5.04</td>
<td>3.25</td>
<td>0.0002 ***</td>
<td>1.45</td>
<td>1.58</td>
<td>0.0001 ***</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>4.96</td>
<td>3.43</td>
<td>0.0001 ***</td>
<td>1.30</td>
<td>1.69</td>
<td>0.0002 ***</td>
</tr>
</tbody>
</table>
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