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SUMMARY AND CONCLUSIONS 

1. We constructed model networks with 
520 or 1,020 cells intended to represent the 
CA3 region of the hippocampus. Model 
neurons were sim U lated in enou .gh detail to 
reproduce intrinsi C bursting and the electro- 
tonic flow of currents along dendritic cables. 
Neurons exerted either excitatory or inhibi- 
tory postsynaptic actions on other cells. The 
network models were simulated with differ- 
ent levels of excitatory and inhibitory synap- 
tic strengths in order to study epileptic and 
other interesting collecti ve behaviors in the 
system. 

2. Excitatory synapses between neurons 
in the network were powerful enough so that 
burst firing in a presynaptic neuron would 
evoke bursting in its connected cells. Since 
orthodromic or antidromic stimulation 
evokes both a fast and a slow phase of inhibi- 
tion, two types of inhibitory cells were simu- 
lated. The properties of these inhibitory cells 
were modeled to resemble those of two types 
of inhibitory cells characterized by dual in- 
tracellular recordings in the slice prepara- 
tion. 

3. With fast inhibition totally blocked, a 
stimulus to a single cell lead to a synchro- 
nized population burst. Thus the principles 
of our epileptic synchronization model, de- 
veloped earlier, apply even when slow inhibi- 
tory postsynaptic potentials (IPSPs) are 
present, as apparently occurs in the epileptic 
hippocampal slice. The model performs in 
this way because bursting can propagate 
through several generations in the network 
before slow inhibition builds up enough to 

block burst propagation. This can occur, 
however, only if connectivity is sufficiently 
large. With very low connection densities, 
slow IPSPs will prevent the development of 
full synchronization. 

4. We performed multiple simulations in 
which the fast inhibitory conductance 
strength was kept fixed at various levels while 
the strength of the excitatory synapses was 
varied. In each simulation, we stimulated ei- 
ther one or four cells. For each level of inhi- 
bition, the peak number of cells bursting de- 
pended sensitively on excitatory synaptic 
strength, showing a sudden increase as this 
strength reached a critical level. The critical 
excitation, which depended on the level of 
inhibition, corresponded to the level at 
which bursting can propagate from cell to 
cell at the particular level of inhibition. 

5. We performed an analogous series of 
simulations in which the strength of excit- 
atory synapses was held constant while the 
strength of fast inhibitory synapses was var- 
ied, stimulating a single neuron in each case. 
These simulations correspond to experi- 
ments that have been done in the hippocam- 
pal slice as low doses of picrotoxin are 
washed into a slice, gradually abolishing fast 
inhibition. At least some neurons in the 
model (as much as 4% of the population) 
burst in response to this minimal stimulus 
even with large inhibitory strengths. This 
occurs because some cells receive an excit- 
atory input before they are inhibited. 

6. As fast inhibition was reduced, the 
number of cells bursting started to increase 
suddenly as cell-to-cell propagation of burst- 
ing increased. The inflection point in the 
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peak number bursting versus inhibitory 
strength curve occurred at a level of inhibi- 
tion larger than expected based on calcula- 
tions with three-cell networks (i.e., with 1 
neuron excited and inhibited by 1 other 
neuron, respectively). The reason for this is 
that multicellular interactions become im- 
portant at levels of inhibition near the 
threshold for developing a large population 
response. Plotting the number of cells burst- 
ing as a function of time, we observed that 
with intermediate levels of inhibition, syn- 
chronization was incomplete, of prolonged 
latency, and not sharp. As inhibition was re- 
duced further, synchronization increased, 
shortened in latency, and sharpened. 

7. To better understand the cellular basis 
for the different responses of the system as 
inhibition was diminished, we compared the 
responses of individual cells with the popula- 
tion response. One sequence of experimental 
cellular responses observed with diminishing 
inhibition is an excitatory postsynaptic po- 
tential (EPSP), a pair of EPSPs, an EPSP fol- 
lowed by a burst, and an EPSP merging into 
a burst. We also observed this sequence in 
our model. We correlated the response of the 
single cell with the activities of its synaptic 
precursors: the single EPSP corresponded to 
a burst in 1 of its 14 precursors, the double 
EPSP to slightly asynchronous bursts in two 
precursors, etc. Thus the differing cellular re- 
actions reflect increasing propagation of 
bursting over more and longer paths as inhi- 
bition is blocked. 

8. Our hippocampal slice model accounts 
not only for epileptic synchronization with 
fast inhibition totally blocked, but also for a 
variety of collective phenomena occurring 
when at least some fast inhibition is intact. 

INTRODUCTION 

We have previously developed a model of 
the epileptic hippocampal slice (43, 46). 
While many features have been added to this 
model [e.g., electric field effects (42) and ax- 
onal conduction delays (44)], the cardinal 
ideas have remained: the ability of CA3 py- 
ramidal neurons to develop intrinsic bursts 
(40, 5 1, 52) the existence of a network of 
sparse, putatively random and powerful ex- 
citatory synaptic interconnections (22, 26), 
and the ability of bursting to propagate from 

cell to cell (24, 26). Propagation of bursting 
from cell to cell can occur, since 1) at least 
some excitatory synapses are powerful 
enough to allow faithful burst-to-burst trans- 
mission (24, 26) and 2) many convulsant 
agents block or at least diminish one form of 
synaptic inhibition that normally appears to 
limit burst propagation (9, 50). 

In this paper, we address three main issues. 
First, there is a slowly developing and decay- 
ing form of synaptic inhibition in the CA3 
region (18, 38). Data from CA1 and CA3 
suggest that this slow inhibition is K+-depen- 
dent and is resistant to the effects of convul- 
sant agents such as picrotoxin (2, 18, 30, 38). 
While it has not been shown directly that 
slow inhibitory postsynaptic potentials 
(IPSPs) are activated through local axon col- 
laterals (as opposed to feedforward effects 
from orthodromic stimuli), it is the case that 
an ethyleneglycol-bis(P-aminoethylether)- 
N,N’-tetraacetic acid-resistant hyperpolariza- 
tion occurs during penicillin-induced syn- 
chronized bursts (12, 35) and this hyperpo- 
larization is likely to result from a slow IPSP, 
at least in part. We therefore ask whether our 
model of synchronization functions in the 
case where there are inhibitory neurons, 
which 1) are activated by pyramidal neurons 
and 2) which produce widespread slow 
IPSPs. We answer this question in the affir- 
mative, provided that the excitatory connec- 
tivity is not too sparse. 

The second issue concerns the changing 
cellular interactions, and the population cor- 
relates, as “fast” inhibition is progressively 
blocked with picrotoxin (PTX). Thus poly- 
synaptic excitatory pathways appear to be 
progressively “uncovered” as PTX exerts its 
effects, in the sense that two cells, that ini- 
tially appear synaptically uncoupled, begin 
to interact more and more strongly. (The in- 
teraction is generally in one direction only.) 
An experimentally observed example of such 
changing interactions is the following: a train 
of action potentials in cell A appears first to 
have no effect on cell B, then produces an 
excitatory postsynaptic potential (EPSP) in 
B, then a series of two EPSPs, then an EPSP 
followed by a burst, and then an EPSP merg- 
ing into a burst (the latency to the burst de- 
creasing progressively) (28). We asked if a 
randomly connected network of excitatory 
and inhibitory neurons could generate a sim- 
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ilar sequence of events as a single parameter 
(fast inhibitory conductance strength) was 
varied, all other parameters, including slow 
inhibitory conductance strength, remaining 
constant. This indeed turns out to be the 
case. That it should be the case is far from 
obvious, since one can imagine that as inhi- 
bition is reduced, there would be a sudden 
jump from no propagation of activity from 
cell A to a situation where there is propaga- 
tion from A to all the rest of the population, 
producing a synchronized burst (24). How- 
ever, in networks not too densely connected, 
there is a range of inhibition in which signifi- 
cant activity can propagate through the sys- 
tem without causing a synchronized burst, 
this activity producing a series of EPSPs, 
EPSP/IPSP mixtures, or bursts in selected 
other cells. 

The third issue is the following. Given that 
the network behavior appears to agree 
closely with certain experiments, we wished 
to investigate the effects of varying both ex- 
citatory and inhibitory synaptic strengths. 
There are two reasons for doing this. First, 
synchronized bursts are known to occur in 
situations where synaptic inhibition is not 
totally blocked, or may even be enhanced (5, 
10, 32, 47, 49). Examples include 4-amino- 
pyridine [which may augment all types of 
synaptic transmission (5, 33)], high KS 
[which changes the reversal potential of 
IPSPs-including Cl- IPSPs-in a depolar- 
izing direction (2 1 )], and, more specula- 
tively, interictal spikes in human epileptic 
patients (54) where it seems unlikely that 
inhibition would be totally blocked. We 
show that if excitatory synapses are powerful 
enough, considerable synchronization can 
occur over a large range of inhibitory 
strengths. The resulting synaptic inputs to 
particular cells are mixtures of excitation and 
inhibition, consistent with observations of 
Rutecki et al. in high K+ media (32). The 
second reason concerns our interest in two 
related aspects of the system’s behavior that 
may be of biological importance: first, the 
extent to which a burst in a single neuron can 
influence the firing of other neurons in the 
population, and second, the tendency of dif- 
ferent neurons either to fire in phase with 
each other or to develop simultaneous syn- 
aptic potentials. If simultaneous firing is pro- 
nounced but not complete, we may speak of 

“partial synchronization.” We wish to ana- 
lyze the specific parameters that influence 
these behaviors. 

All the simulations reported here concern 
networks of neurons that begin in a resting 
state, and for which all synapses of a given 
type have the same strength. This idealiza- 
tion simplifies the analysis, but, of course, 
neurons in the hippocampal slice are proba- 
bly never truly at rest, nor are different syn- 
apses likely to have identical properties. In 
the next paper in this series we analyze par- 
tially synchronized events in a system with 
ongoing activity that continues over many 
seconds; in that case, the system is never 
truly at rest and several of the model parame- 
ters have values scattered over an appro- 
priate range. 

METHODS 

Overall structure ofarray 
We simulated networks with 500 excitatory 

neurons (“e-cells”) and 20 inhibitory neurons (“i- 
cells”), or with 1,000 e-cells and 20 i-cells. It is 
generally believed that there are many more e- 
cells in hippocampus than i-cells, although the 
exact ratio is not known to our knowledge. In the 
CA1 region, estimates of O&5.8% have been ob- 
tained for the fraction of repetitively firing 
neurons (19, 34). In CA 1, repetitively firing 
neurons have been shown to produce inhibitory 
postsynaptic potentials ( 19). The e-cells were ar- 
ranged in either a 10 X 50 or 20 X 50 array, and 
the i-cells were scattered across the array, some- 
times extending beyond the boundaries of the e- 
cells. The spatial location of the cells was impor- 
tant only for determining conduction delays, 
since all the connectivity parameters were random 
(see below). We specify the position of cells by the 
pair of indices (k, I). For an e-cell, 1 5 k 5 10 or 
20, and 1 5 1 I 50. 

Neuron types and intrinsic properties 
In these simulations, we modeled neurons with 

both excitatory and inhibitory postsynaptic ac- 
tions. All e-cells have bursting characteristics, 
consistent with physiological data from the CA3 
region. In simulating i-cells, we wished to account 
for the observation that stimulation of fiber path- 
ways evokes synaptic responses with a fast and a 
slow phase of inhibition in CA3 cells. It is not 
completely clear whether these components are 
initiated by two separate types of inhibitory cells. 
However, in simultaneous intracellular recordings 
from the hippocampal slice preparation, inhibi- 
tory cells with two different firing patterns have 
been observed (see Ref. 25, which also contains a 
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20 ms 

FIG. 1. Two types of inhibitory synaptic interaction. Data obtained from simultaneous intracellular recordings in 
the CA3 region of the hippocampal slice. A: cells which discharge action potentials followed by afterdepolarizations 
elicited discrete unitary IPSPs. Synaptic events follow each presynaptic action potential at short latency and have a 
rapid time course. B: cells which discharge action potentials followed by prominent afterhyperpolarizations evoke a 
slowly developing synaptic inhibition in postsynaptic neurons. 

description of experimental procedures). Neurons 
with a burst firing pattern can evoke a rapidly 
rising IPSP, which decays with time constant sim- 
ilar to that of the postsynaptic membrane (Fig. 
1A). Unitary events follow each presynaptic action 
potential, with latency < 1 ms, at frequencies up to 
80 Hz; such unitary events are blocked by the 
y-aminobutyric acid (GABA) antagonist picro- 
toxin (28). Another type of inhibitory cell fires 
repetitively with action potentials followed by a 
prominent afterhyperpolarization ( 19,25). A slow 
hyperpolarization, in which unitary events are 
difficult to resolve, is evoked in connected cells by 
a train of presynaptic action potentials (Fig. 1B). 
In the absence of more complete data, inhibitory 
synaptic interactions were modeled to resemble 
these two cell types (Fig. 1). Half of the inhibitory 
cells were burst firing and half were repetitively 
firing. We note that hippocampal neurons with 
pyramidal morphology have been found that take 
up GABA (14) or that react with anti-GABA anti- 
bodies (12) although Ribak, Vaughn, and Saito 
(3 1) did not find glutamic acid decarboxylase 
staining of typical pyramidal neurons. 

The method of simulating bursting neurons was 
as in previous publications (40,43). Each bursting 
neuron contains 28 compartments (one for the 
soma, 27 for the dendrites), with burst-generating 
sites at the soma and in one apical dendritic com- 
partment. At each bursting site, there are five ac- 
tive ionic conductances: Na+, delayed rectifier K+, 
Ca2+, Ca2+-dependent K+ (3, 15, 5 l), and the M- 
current K+ conductance (1, 13). All compart- 
ments contain a membrane capacitance and volt- 
age-independent leakage conductance, and the 
compartments are interconnected by resistors 

corresponding to the resistivity of the intracellular 
medium. Specific membrane resistivity (R,) was 
10,000 Q l cm2, specific membrane capacitance 
(Cm) was 3.0 pF/cm2 [in the range observed by 
Turner and Schwartzkroin (48)], and internal cy- 
toplasmic resistivity (Ri) was 100 Q l cm. The api- 
cal dendrites are 1 .O space constant and the basilar 
dendrites 0.8 space constants, respectively, in 
electrotonic length. Each bursting cell has an 
input resistance of 32 MQ, and the input resis- 
tance of the apical branch with the bursting site is 
90 MQ. The equations describing each neuron are 
as in Ref. 40, with the M-current as in Ref. 43 and 
& = 0.1 x &. 

Data on the intrinsic properties of repetitively 
firing i-cells are limited. We therefore did not con- 
struct ab initio the electrotonic properties of these 
neurons, but rather converted our bursting model 
neuron into a repetitively firing model. This was 
done by removing the calcium conductance and 
calcium-dependent conductances and by altering 
the voltage-dependent gk. Thus, in bursting 
neurons, & = &n4y, where n is analogous to 
Hodgkin-Huxley yt and y  is a time- and voltage- 
dependent inactivation variable (40). In repeti- 
tively firing neurons, y  is kept identically equal to 
1 (Fig. 2). In repetitively firing model neurons, 
there is also no M-current. 

Synaptic interactions 
Each kind of cell sends an output toward its 

connected followers if the soma potential is >20 
mV and no output has been sent for 3 ms 
(corresponding to a refractory period for inter- 
connecting axons). The signal arrives at the var- 
ious postsynaptic sites at different times that de- 
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PRE I20 mV 

I 2 mV 

1 20 mV 

POST I2mV 

20 ms 

FIG. 2. Inhibition in the model. In each case, an in- 
hibitory neuron (i-cell) is connected to an excitatory 
neuron. A: bursting i-cell (upper trace) is stimulated 
with a 0%nA IO-ms current. The resulting “fast” IPSP 
(at the soma) is shown below, where the fast inhibitory 
conductance parameter is 6 nS. B: repetitively firing 
i-cell is stimulated with a 0.8-nA 30-ms current. This 
generates a “slow” IPSP (below). 

pend on the relative positions of the cells (see Ax- 
onal conduction delays below). A signal from an 
e-cell arriving at a postsynaptic neuron (either an 
e-cell or an i-cell) produces a total excitatory syn- 
aptic conductance in nanosiemens of c,te-‘13 
across four dendritic compartments, i.e., the con- 
ductance follows an a-function time course with 
time constant 3 ms. We denote c, the “excitatory 
conductance parameter.” The excitatory conduc- 
tance develops across four dendritic compart- 
ments (as in Ref. 46) and is distributed to each 
compartment in proportion to its surface area. 
The EPSP reversal potential is 60 mV positive to 
resting potential. I f  the postsynaptic cell is an 
i-cell, then c, is 10 nS. Otherwise, the value of c, 
depends on the simulation and will be specified in 
the RESULTS. The value of c, corresponds to con- 
ductance developed in the dendrites. The con- 
ductance that would be measured at the soma 
would be about fivefold smaller (see Ref. 44). 

An input from a bursting i-cell is distributed to 
the soma and one compartment on either side of 
the soma (i.e., 1 compartment in the apical direc- 
tion and 1 in the basilar direction), the compart- 
mental conductance being proportional to surface 
area. The total conductance c is governed by the 
equation 

where 12(t) = 1 when 0 2 t 5 2 ms and 12(t) = 0 
when t > 2 ms. Thus the time constant of decay is 
7 ms. [Compare this with the time constant 8.3 ms 

for decay of inhibitory postsynaptic currents in 
CA 1 cells at 32’ (6) and the decay time constant 
of 20 ms in cultured hippocampal neurons at 
2 l-24” (36).] The value Of Cif, the “fast inhibitory 
conductance parameter,” depends on the particu- 
lar simulation. 

An input from a repetitively firing i-cell is dis- 
tributed to the same dendritic compartments as 
excitatory inputs. At time t after a slow input ar- 
rives, the conductance c is given by a differential 
equation 

where I&t) = 1 when 0 5 t 5 40 ms and I&t) = 0 
when t > 40 ms, and k is a constant (0.04 nS). 
Thus the conductance grows at a constant rate for 
40 ms, while decaying with time constant 100 ms 
during the growth phase and afterward. With this 
k, the peak hyperpolariation produced at the 
soma of an e-cell by a train of four action poten- 
tials was - 1.6 mV, 80 ms after the first presynap- 
tic action potential (Fig. 2). 

The reversal potential for both types of IPSP is 
15 mV negative to resting potential. (The reversal 
potential for potassium currents in our single cell 
model is also 15 mV negative to resting potential.) 

Synaptic inputs of a given type, arriving at dif- 
ferent times and from different cells onto a partic- 
ular postsynaptic cell, add linearly. 

Synaptic connectivity 
Every cell (either an e-cell or i-cell) has some 

probability of connecting to every other cell. The 
probability depends on the pre- and postsynaptic 
cell types, but not on their relative positions. 
[Data of Tamamaki et al. (37) based on horserad- 
ish peroxidase fills of pyramidal cell axons, sug- 
gest that the axon branches widely, without clear 
evidence of local structure.] Thus the statistical 
properties of the network topology depend on 
four parameters; P,, (probability for one e-cell to 
contact another e-cell), P,i (probability for an e- 
cell to contact an i-cell), Pie, and Pii. Although 
precise data for these probabilities are not avail- 
able, estimates may be made from dual intracel- 
lular recordings. We do know that all recorded 
pyramidal neurons receive some inhibitory input. 
Furthermore, IPSPs occur in i-cells, spontane- 
ously or after afferent stimulation, so that Pii is not 
0. Symmetric synapses are also found by electron 
microscopy on the somas of basket cells. 

The particular values we used were, for 1,020 
cell networks: P,, = 0.015, Pei = 0.05, Pi, = 0.45, 
Pii = 0.25; for 520 cell networks: P,, = 0.03, Pei = 
0.1, Pi, = 0.8, Pii = 0.8. Some relevant experi- 
ments showing the reasonableness of these param- 
eter choices are as follows. Miles and Wong (26) 
estimated P,, as between 0.01 and 0.02 by dual 
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intracellular recording. With pee = 0.015 in the 
1,020-cell network, the probability of at least one 
disynaptic excitatory path from one e-cell to an- 
other is 1 - (1 - 0.01 52)17000 = 0.20. When inhibi- 
tion was suppressed, polysynaptic EPSPs were de- 
tected in 4 l/24 1 = 17% of simultaneous record- 
ings from pairs of bursting neurons (28). With our 
value of P,i and Pie, the probability that one e-cell 
disynaptically inhibits another e-cell is 1 - (1 - 
0.05 X 0.45)20 = 0.37. The experimental value is 
0.3 (Ref. 25, and R. Miles and R. K. S. Wong, 
unpublished observations). We expect the experi- 
mental value to be somewhat less than the value 
in the model network, since the numbers &., P,i, 
etc., define the number of topological paths be- 
tween cells, whereas physiological measurements 
detect only pathways that are functionally effec- 
tive, i.e., where spikes are actually transmitted 
faithfully across intervening synapses. With Pi, = 
0.45 in the 1,020-cell network, 1 i-cell contacts 
450 e-cells; Andersen, Eccles, and Loyning (4) es- 
timated that one basket cell contacts 200-500 
cells. 

We also performed control runs with Pii = 0 if it 
appeared disinhibition (i.e., inhibition of inhibi- 
tory neurons) was influencing the results, and 
control runs with P,i = 1, so that every e-cell con- 
tacted every i-cell. The latter control run would 
work only with low levels of population activity, 
i.e., where inhibition is “strong”; otherwise, each 
inhibitory cell could be simultaneously stimulated 
by hundreds of e-cells, and, with the value of c, 
used for e-i connections, our integration algo- 
rithm became unstable. This could be overcome 
by decreasing c,, but that led to unphysiological 
results in that e-i spike latency became too long, 
or eventually a burst in an e-cell would not elicit a 
spike at all in a connected i-cell; this latter situa- 
tion seems to be contradicted by physiological ex- 
periments showing that disynaptic inhibition 
from one e-cell to another can be both quite 
faithful (single presynaptic spikes frequently elicit- 
ing unitary IPSPs) and of latency as short as 3 ms 
(25). (An experiment that would help to define P,i 
better would be to measure the unitary excitatory 
conductance in an i-cell and to compare that with 
the conductance developing in a PTX-induced 
synchronized burst.) 

Axonal conduction delays 
Experiments on the propagation of PTX-in- 

duced synchronized bursts across CA3 have sug- 
gested that axonal conduction along local collat- 
erals is very slow in the hippocampus and, further, 
that propagation does not occur at the same velo- 
city in either direction (20). Velocities have been 
estimated of 0.1 M/s going from CA2 toward 
CA4, and 0.2 M/s from CA4 toward CA2 (20). 
We incorporated these delays in our model as fol- 

lows. Consider an e-cell A at location (k,, ZJ and 
another, cell B, at (k2, Z2). The time in millisec- 
onds for a signal to travel from A to B is 0.2(12 - 
ZJ if Z2 > I1 and is 0.1 (I1 - Z2) if I1 > Z2. I f  a cell 
diameter is 20 pm, this corresponds to the experi- 
mentally estimated conduction velocities. In the 
case that A is an i-cell, the delay time is 0.021Z1 - 
Z21. We used a shorter delay time in this case be- 
cause of data suggesting that local axons of neo- 
cortical cells with smooth dendrites (presumably 
i-cells) are myelinated (17). The conduction ve- 
locity of i-cell axons in hippocampus is not 
known. 

Initial conditions 
All of the neurons begin in their resting state, 

i.e., at resting potential and with membrane state 
variables at or near their equilibrium values for 
resting potential (e.g., state variable m = 0, h = 1, 
etc.). The stimulus was a current of 2 nA for 10 ms 
injected into either one or four e-cells. 

Features omitted from the model 
We performed some simulations that included 

field interactions, but for the question of interest 
here, these interactions appeared not to be rele- 
vant. Since inclusion of field interactions greatly 
increased computing requirements, most simula- 
tions did not include them. 

Computing requirements 
Programs were written in Fortran and run on 

an IBM 3084 and an IBM 3090. Simulations of 
200 ms of activity with 1,000 cells typically took 
-35 min of CPU time on the 3090 with 6 Mbytes 
of virtual memory. 

RESULTS 

In Fig. 3, we illustrate the response of a 
1,020 cell network to a burst in a single e-cell 
(the “initiating cell”), using three different 
levels of cif, the parameter determining the 
strength of “fast” inhibition. The ce was 4 nS, 
large enough to allow propagation of burst- 
ing from e-cell to e-cell in the absence of inhi- 
bition, a notion consistent with previous ex- 
periments and simulations. In each case, we 
plot, as a function of time, the number of 
e-cells and of i-cells depolarized above some 
threshold value (20 mV, the value corre- 
sponding to that when the cell can generate 
an output), the somatic potential of a partic- 
ular e-cell (number 2 13), and the differing 
synaptic conductances to cell 2 13. The short- 
est e-cell path from the initiating cell to 213 
involves one intermediate cell. Several points 
are worthy of note in Fig. 3. First, even at a 
“strong” level of inhibition (Fig. 3A), a num- 
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NUM E-CELLS > 20 mV 
--______ 

NUM I-CELLS > 20 mV 

SOMA POTENTIAL 

EXCIT SYNAPTIC COND. ____~_____ 

SLOW INHIB SYNAPTIC COND 

B 

20 ms 

j I 100 cells 

I_ ::z x- 

I 
- 100 nS 

I’ 

FIG. 3. Response of 1,020 cell model [ 1,000 excitatory neurons (e-cells), 20 inhibitory neurons (i-cells)] to a 
current-induced burst in 1 cell, for 3 values of Cif, the fast inhibitory conductance parameter. Shown in each case are, 
from above, the number of e-cells depolarized above 20 mV (threshold for sending an output), the number of i-cells 
depolarized above 20 mV, the somatic potential of a particular cell (number 2 13, disynaptically removed from the 
initiating cell), the excitatory conductance input to cell 2 13, the “fast” inhibitory conductance input to cell 2 13, and 
the slow inhibitory input to cell 2 13. In A, Cif is 8 nS. There is low-level e-cell activity, not enough to deliver any 
excitation to cell 2 13, but enough so that it receives both types of inhibition. (Arrow indicates IPSP.) In B, cifis 4 nS. A 
broad, incomplete synchronized burst develops. Cell 2 13 shows an initial IPSP (QYYOW), followed by a burst, followed 
by a synaptically and intrinsically generated afterhyperpolarization. In C, Cif is 0. A large synchronized burst occurs. 
Cell 2 13 receives a very large excitatory input [peaking at 180 nS-the conductance measured at the soma during this 
input would be -35 nS (44), so that this value is quite reasonable (16)]. The slow IPSP contributes to the afterhy- 
per-polarization, but does not develop rapidly enough to prevent synchronization. 

ber of e-cells fire, including seven out of the 
eight e-cells connected to the initiating cell. 
A maximum of 21 cells reach 20 mV or 
above at once. Cell 2 13, however, shows only 
an IPSP (with both fast and slow compo- 
nents, something not apparent from the volt- 
age record). Thus, in this model system, inhi- 
bition is not able to suppress totally some 
unavoidable firing as a consequence of 
bursting in one cell. The synaptic responses 
of 15 e-cells (randomly selected) in this simu- 
lation were as follows: pure EPSP, 1; pure 
IPSP, 3; EPSP-IPSP sequence, 3; IPSP-EPSP 
sequence, 1; IPSP-EPSP-IPSP, 6; firing, 
none. At an “intermediate” level of inhibi- 
tion, the population becomes partially syn- 
chronized, with a greatly increased amount 
of cell firing (Fig. 3B). Cell 213 now bursts, 
but there is an IPSP leading the burst. The 
response of cell 213 reflects the complex in- 
teraction of its intrinsic properties with the 
three types of synaptic input impinging on it 
(excitation and two types of inhibition). This 
kind of cellular behavior is reminiscent of a 
neuron in a high-K+ medium illustrated by 
Rutecki et al. (32) and of neurons in the in- 
termediate zone of the inhibitory surround 
of an in vivo penicillin hippocampal focus 
(7, 8, 41). In 15 e-cells plotted in this simula- 
tion, there was a clear leading IPSP in four of 
them. Finally, with fast inhibition totally 

“blocked” (Fig. 3C, qf = 0), all e-cells fire. 
[The ability of a burst in a single cell to in- 
duce synchronized activity in a population of 
neurons in the presence of PTX has been 
shown experimentally (24).] The latency to 
the peak of the e-cell firing curve is reduced, 
compared with Fig. 3B, its peak is higher and 
the curve is narrower. Cell 213 shows no 
leading hyperpolarization, its excitatory syn- 
aptic input begins sooner and is larger, and it 
fires an extra spike compared with Fig. 3B. 
Slow inhibition peaks after the synchronized 
burst is virtually over, and so it does not pre- 
vent the initial synchronized burst. This is 
not to say that the slow IPSP is irrelevant in 
terms of whether afterdischarges develop, a 
matter not pursued here (10, 29). It is inter- 
esting that with a reduced degree of e-cell to 
e-cell connectivity (P,, = 0.005 instead of the 
usual 0.015), slow inhibition markedly re- 
duces the degree of synchronization elicited 
by stimulating one cell (not shown). 

Figure 4 illustrates the changing responses 
of another e-cell (number 201) in the same 
network for a series of different fast inhibi- 
tory strengths. The shortest path from the 
initiating cell to cell 201 is via two interme- 
diate cells. Figure 4Aa is from the same run 
as Fig. 3A, whereas Fig. 4Ad is from the same 
run as Fig. 3B. Cell 201 shows the sequence 
of responses mentioned in the INTRODUC- 
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FIG. 4. The network is the same as in Fig. 3, again with a stimulus to 1 cell (“initiating”). Six runs were performed, 
with successively decreasing levels of fast inhibition, in order to show, in A, the responses of a particular cell (number 
201, trisynaptically removed from the initiating cell), and, in B, the simultaneous population response (i.e., the 
number of excitatory neurons depolarized above 20 mV). Abscissa is time. The initiating cell plot is from simulation 
b. (With lower values of fast inhibition, the burst in the initiating cell is followed by a large EPSP or by a second burst, 
as also occurs experimentally.) a: the fast inhibitory conductance parameter (Cif) = 8 nS. Cell 20 1 shows a single EPSP 
(since only one of its precursors bursts- not shown). The population response is limited. b: Cif = 7 nS. A double EPSP 
occurs, since 2 precursors to cell 20 1 burst, at different times (not shown). The initial part of the population response 
is almost identical to a, but a few more cells burst toward the end. c: Cif = 5 nS. A qualitative change in behavior 
occurs: the population response increases dramatically (Bc), all precursors to 201 burst (not shown), cell 201 shows 
an EPSP followed by a burst (AC). d-f: Cif = 4, 3, and 2 nS, respectively. Synchronization becomes larger, sharper, and 
of shorter latency (B). The burst in cell 20 1 and the initial EPSP decrease in latency and also merge. Calibrations: A: 
50 mV for initiating and c-f, 25 mV for a and b; B: 25 cells firing for a and b, 100 cells firing for c-f. 

TION, that has been observed in an actual 
neuron: an EPSP, a pair of EPSPs, an EPSP 
followed by a burst, and EPSP merging into a 
burst of decreasing latency (28). Figure 4B 
shows that these changing responses in an 
individual cell correspond to changes in the 
e-cell firing curve of the population: increas- 
ing amplitude, shortening latency, and 
sharpening. Furthermore, we were able to 
correlate the response of cell 201 with the 
behavior of all of its 14 input e-cells. Thus, in 
the run of Fig. 4Aa, exactly one excitatory 
precursor fires a burst, whereas the others do 
not fire at all (not shown). In Fig. 4Ab, two 
precursors burst, but at different times, thus 
generating temporally separated EPSPs. 
There is a “jump” in moving to Fig. 4Ac, in 
that now all 14 precursor cells burst (not 
shown). Note that cell 201, unlike cell 2 13, 
never shows a leading IPSP, so that with in- 

hibition present, different cells respond to a 
given stimulus in different ways. In the kind 
of situation analyzed here, the topological 
details of the network really do make a dif- 
ference. 

This picture is consistent with the notion 
of inhibitory blockade allowing propagation 
along new paths. In addition, as paths open 
up, particular neurons become excited more 
and more strongly, shortening their latency 
to firing, this in turn having additional con- 
sequences further “downstream.” 

We next examine the degree of synchroni- 
zation (measured as the peak of the e-cell 
firing curve) as a function of Cif, the parame- 
ter determining the strength of fast inhibition 
(Fig. 5). The value of ce used in the runs gen- 
erating this figure was as in previous figures 
(4 nS). The curve of Fig. 5 has a sudden 
change of slope at the point marked “Y”. In 
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FIG. 5. Curve of the peak number of excitatory 
neurons (e-cells) depolarized above 20 mV vs. the fast 
inhibitory conductance parameter (cif)- Same network as 
in Fig. 3 and 4. This curve uses data from the runs 
generating Figs. 3 and 4 (with corresponding runs from 
Fig. 4 marked on the curve), together with other runs. 
The stimulus is in each case to 1 cell. Note that there is at 
least some small degree of induced bursting at all levels 
of inhibition, but there is a qualitative change in behav- 
ior at point Y (Cif = 6 nS, midway between runs b and c of 
Fig. 4). E-cell-to-e-cell propagation occurs in a 3-cell 
network when cif = 2.4 nS, marked on the curve by “X” 
(see text). 

order to interpret this, we performed a series 

ferent circuits. Second, comparing in detail 
the runs of Fig. 4Ab and 4Ac, we were able to 
find cells receiving multiple (3 or 4) bursting 
inputs, rather than only one, so that at one 
level of inhibition three bursting precursors 
could not induce bursting into a postsynaptic 
neuron, but at another level of inhibition 
three bursting precursors were effective. In 
short, multicellular interactions are taking 
place, and the above three-cell network is not 
adequate to make quantitative predictions in 
this case (see, however, below). 

In Fig. 6, using a 520 cell network, we il- 
lustrate the peak of the e-cell firing curve as a 
function of ce, at two levels of inhibition: 
Cif = 0 and 7 nS (7 nS is the value used in Fig. 
4Ab). We used the smaller network because 
of the large number of runs required to pro- 
duce these curves. When cf = 0, there is an 
abrupt rise in the peak number of cells firing 
as ce becomes large enough for cell-to-cell 
propagation of bursting (point X in Fig. 6). A 
larger value of ce is necessary for bursting 
propagation when inhibition is present 
(point Y in Fig. 6). The rise in peak number 
of cells firing is not as abrupt as when there is 
no inhibition, since some e-cells are inhibited 
by several i-cells. Nevertheless, if the excit- 

of simulations with a three-cell network in 
which e-cell A is excited by e-cell B (with ce as 
in Fig. 5) and simultaneously inhibited by 
bursting i-cell C (with multiple values of cif 500 T 
used, corresponding to the values in Fig. 5). $ 
Cells B and C were induced to burst simulta- s 400 .. 
neously, and we asked: for what values of Gf S; 
would bursting appear in cell A? This value 
of cif corresponds naively to a level of inhibi- 

z 3oo 
y 

tion at which propagation of bursting from 
e-cell to e-cell can just occur. (We say na- 

i 2oo 
Z 

ively, because details of timing and multicel- z 
lular inputs are ignored in this analysis.) We z loo I,, 

FAST INHIB ABSENT 

expected that cell-to-cell propagation would E 
occur at a level of inhibition corresponding 

X2 o-.‘. ’ 
to point Y in Fig. 5, but, in fact, propagation 0 4 8 12 16 20 

occurs only at significantly lower levels of EXCIT CONDUCTANCE PARAMETER (nS) 

inhibition, e.g., at point X. To put this an- 
other way, some degree of synchronization FIG. 6. Plots of peak number of excitatory neurons 

can take place with a degree of inhibition 
(e-cells) depolarized above 20 mV vs. c,, the excitatory 

that apparently ought to prevent synchroni- 
conductance parameter, at 2 values of Cir (0 and 7 nS). 
Data from a network of 500 e-cells and 20 i-cells, stimu- 

zation. However, two mechanisms work to lus to 4 e-cells. When cif = 0, there is a virtual corner in 

allow this kind of partial synchronization. the curve at X, corresponding to a value of c, where 

First, we found neurons (such as cell 201) 
propagation can occur from one e-cell to another. When 

where the excitatory input arrives before in- 
cif = 7 nS, propagation in a 3-cell network occurs at a C, 

value corresponding to Y, near (but slightly less than) the 
hibition, simply because of delays in the dif- point of sudden, steep rise in the curve. 
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atory synapses are sufficiently powerful, the 
peak number of e-cells firing in the presence 
of rather strong fast inhibition is similar to 
the peak number firing in the absence of fast 
inhibition. This was even the case with larger 
values of cif than 7 nS. For example, with 
Cif = 15 nS, a peak of 832 cells fired together 
with ce = 15 nS (in a network of 1,020 cells). 

DISCUSSION 

The main insights provided by these simu- 
lations concern the effects of inhibition on a 
system of neurons that are mutually inter- 
connected by strong, but sparse, excitatory 
synapses. The outstanding features of the in- 
hibitory system we have used are these: i- 
cells are of different physiological types and 
produce different time courses of inhibition; 
the number of e-cells any particular i-cell 
“sees” is a relatively small fraction of the 
population (so, given that there are few i-cells 
compared with e-cells, some e-cells do not 
contact any i-cells in our model); the output 
of each i-cell is widely divergent, so that vir- 
tually all e-cells are inhibited by at least one 
(usually more than 1) i-cell. With these fea- 
tures, the i-cell subsystem is able to prevent 
the unbounded propagating growth resulting 
from a single cell bursting that would occur 
in the absence of fast inhibition. Neverthe- 
less, inhibition at any strength does not abol- 
ish all e-cell activity consequent upon one 
cell bursting. This occurs because I) it takes 
variable amounts of time for inhibition to 
reach the followers of a given e-cell, and inhi- 
bition may arrive too late to prevent propa- 
gation; 2) with low levels of activity, some 
followers of an e-cell may not be inhibited at 
all, if the inhibitory precursors of a follower 
are not excited by the bursting e-cells. Only 
when sufficiently many e-cells burst do all or 
most of the i-cells fire. 

Our simulations also provide some insight 
into the richness of this system. Thus, at low 
and intermediate levels of inhibition, differ- 
ent e-cells respond quite differently to a burst 
in a given e-cell, and to understand the dif- 
fering response one must take into account 
much of the network topology, i.e., all the 
paths (up to some length) from the bursting 
cell to the two different e-cells. Even our 

model represents a simplified case, however, 
since the cells begin at rest. In 
brain, ongoing activity a nd extri 

the actual 
nsic inputs 

will alter the states of various cells along the 
paths between given cells, making an analy- 
sis that much more difficult. One can imag- 
ine propagation being “guided” in different 
directions depending on such inputs. We 
corn 
ness 

.ment that the model m 
because we were able 

.anifests this rich- 
to simulate indi- 

vidual neurons with some realism and be- 
cause the model contains over 1,000 cells (of 
the same order of magnitude as the actual 
CA3 region in the slice) with a plausible de- 
gree of connectivity; this in turn allows a di- 
versity of paths between different neurons. 

Since inhibition in the hippocampus is la- 
bile (23, 39, 53) the qualitative behavior of 
regions of CA3 (in terms of varying popula- 

in a particular 
with time. This 

tion responses to 
subset of neurons) 

bursting 
may vary 

would be especially interesting if the level of 
inhibition fluctuates around point Y in Fig. 
5, implying that small changes in inhibitory 
synaptic efficacy could lead to large changes - 
in population response. 

While we analyzed in detail the effects of 
blockade of fast, convulsant-sensitive inhibi- 
tion, based on experimental data, we did not 
attempt a similar detailed analysis of the ef- 
fects of blockade of slow inhibition. One rea- 
son is that, in the absence of data using a 
specific blocker of slow inhibition, we did 
not have experimen 
observe that under 

ts to 
the 

guid 
cond 

.e 
iti 

us. We 
ons of 

did 
our 

inhibition does not prevent the 
t of a single synchronized dis- 

model, slow 
developmen 
charge, unless the 
low (see RESULTS). 

excitatory connectivity 
This observation may 

is 
be 

relevant to epileptogenesis in neocortex, 
where excitatory synaptic interconnections 
may not be as powerful as in hippocampus. 
Slow inhibition has marked erects on the 
spontaneous behavior of our model (45). 

These simulations have 
cal epilepsy. Synchronized 

relevance to clini- 
or partly synchro- 

nized bursts occur in situations where inhibi- 
tion is probably not totally blocked (54). It is 
apparent that this behavior is expected if 
there is some propagation of bursting from 
e-cell to e-cell in spite of inhibition. The sim- 
ulations reported here indicate that this will 
happen if excitatory synapses are powerful 
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enough, with the resulting synchronized 
event perhaps being “sloppy” (i.e., of small 
amplitude, broadened in time, of long la- 
tency). If either excitatory or inhibitory 
transmission fluctuates, one can imagine 
that failures of population synchronized 
bursts would also occur. We expect that par- 
tial synchronization would also be favored 
by factors that render e-cells more excitable, 
since this would in turn favor propagation of 
bursting from cell to cell. We did not analyze 
this particular issue in detail. 

For the further development of these re- 
sults, two main areas demand attention. 
First, it would be helpful to pin down the 
anatomical and physiological parameters 
more precisely. How many e-cells contact a 
given i-cell? How are the connections distrib- 
uted in space? Is it true that not all e-cells 
contact any i-cell? Second, it would be help- 
ful to have theoretical tools to aid the under- 
standing of realistic neuronal networks such 
as simulated here. The problem is compli- 
cated because 1) the individual neurons are 
complex machines with large numbers of 
inputs and subtle dynamics, having many 
overlapping time scales (i.e., single action 
potentials lasting 1 or 2 ms up to K+ currents 
lasting seconds, with both longer and shorter 
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