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Combining automation and crowd sourcing will provide access to
archived handwritten forms.

Individuals and humanities researchers alike recognize the
benefits of search services for censuses, which contain important
information on ancestral populations.1 In April 2012, the raw US
census data from 1940 will be made available to the public for
the first time in digital format. The census is being digitized by
the National Archives and Records Administration and the US
Census Bureau. Consisting of digitally scanned microfilm rolls,
nearly 3.25 million photographs of the original census forms
will be released (see Figure 1). The tasks of transcribing, organ-
izing, and searching this very large >18TB corpus of images
remains a resource-intensive task for other federal agencies.
With databases of this type, a Soundex index, which encodes
words based on how they sound to enable homophone match-
ing, are often compiled. However, producing such an algor-
ithm is a tedious and time-consuming process and will not be
released with the 1940 data. On the day of the data release, var-
ious commercial entities will also begin transcribing the hand-
written content of the images, a task that will take thousands of
trained laborers anywhere between 6 and 12 months. As a result,
access to the searchable, transcribed data will come at a cost to
the public by these various companies. Here, we describe our ap-
proach to image-based information retrieval to avoid the costly
transcription process.2, 3

Our goal is to minimize the manual labor needed to tran-
scribe handwritten entries in the census images and deliver
a system capable of computationally scalable search services.
Understanding the achievable accuracy and levels of automa-
tion depends on solving several problems related to scalability
and data management. We endeavor to provide a completely
automated search capability that can build more accurate tran-
scriptions over time using passive and active crowd sourcing
(see Figure 2). Commercial entities typically outsource manual
transcription of census forms and host text-based search services

Figure 1. A digitized census form from the 1930 US census.

Figure 2. The architecture of our proposed hybrid automated/crowd-
sourcing system to provide access to content within scanned census
forms. Image pyramids are used to pre-process the larger images to
access small areas more efficiently.

over those transcribed entries. In contrast, our approach uses
form segmentation, handwritten text indexing, and web-based
search and crowd sourcing to minimize the manual transcrip-
tion of the images.
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Figure 3. (Top) The front end of our proposed system and (bottom) an
example of what might be returned from a query.

We are using the 1930 census images to develop our system.
We began by segmenting the form to identify the grid cells. The
scanned images often are rotated such that the form lines are not
quite horizontal/vertical. Additionally, they can be smudged in
places, torn at the edges, and have faint writing. We use a multi-
step approach to overcome these problems. First, we reduce the
size of the image, identify the long horizontal lines, and align
the form horizontally/vertically. Next, we automatically find as
many of the long horizontal and vertical lines as possible and
superimpose a manually created template of the form. Finally,
we refine each form cell position individually by essentially re-
peating this process of un-rotating and fitting. We found the
forms to be fairly consistent within the 1930 census data, with
most having a layout of either 25- or 50-row tables.

The next challenge was to recognize handwritten text, which
is a difficult and active research problem. Rather than attempt-
ing to transcribe the data, we instead want a steerable means of
retrieval. To do this, we are exploring a number of techniques
based on the idea of word spotting.4, 5 This premise is based
on the similarity of a set of features within two samples, one
provided by users and one within the census images. We have
evaluated the initial retrieval quality of the information obtained
from the word spotting given a query image. Our preliminary re-
sults show that for fields with small lexicons (for example, ‘yes,’
‘no,’ ‘male,’ ‘female’), we can achieve accuracies up to 85.4%.
For fields with larger lexicons—including places of birth—we
have seen accuracies of 37.1% in terms of the top returned im-
age matching the target and 76.1% in terms of an image in
the top five matching the target. We are also exploring ideas6

that extend word spotting beyond writing from the same per-
son to include varieties of writers and even fonts that look like
handwriting.

The final aspect of our approach relies on web-based search
and crowd sourcing. Here, users will be provided with a
modified text-box widget to enter text using the keyboard—
in a font that looks like handwriting—or draw text using the
mouse (see Figure 3). Features are then extracted from the
entered text and used to find matches within the handwritten
census forms. If a user spends a significant amount of time on
a particular result from the search, we can associate typed text,
or a transcription based on more accurate online handwriting
recognition, as a possible transcription of the obtained result.
Additionally, we can obtain transcriptions using something
similar to reCAPTCHA,7 where users are asked to type out con-
tents from cells of the census forms before their own queries
are executed. While CAPTCHA is typically used to distinguish
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Figure 4. A reCAPTCHA-like step presented to users before a query is
carried out.

machines from humans, a reCAPTCHA approach can gather
transcriptions of the census forms (see Figure 4). This crowd-
sourcing element will be investigated as a second phase, after
our automation portions have been finalized.

In summary, our hybrid automation/crowd-sourcing ap-
proach aims to provide search capabilities over the image-based
census data, potentially from the day the images are released.
However, general difficulties in automating handwriting recog-
nition will limit its accuracy. Incorporation of passive and ac-
tive crowd-sourcing elements will improve the accuracy of our
systems over time. We are currently working on a number of
challenges, including further pre-processing of form cells to
remove noise. Our next important stage will be to build an
index of the �7 billion form cells, which is crucial for efficient
access. However, of the word-spotting techniques we tested,
the best results use a non-linear comparison that does not lend
itself to indexing. We are currently investigating alternative
methods that are indexable, as well as using high-performance
computing resources to perform a one-time, large pre-processing
step to hierarchically cluster the data (requiring 4:9 � 1019

comparisons). Finally, we will investigate how best to asso-
ciate the passively crowd-sourced transcriptions with the results
based on user behavior.
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