ABSTRACT
In this paper we analyze six widely used memory allocators. We apply statistically controlled experiments to measure the effects of important factors related to memory allocation. We experimentally compare the allocators in terms of execution time and memory usage. Complementarily, we also compare the algorithms from a theoretical viewpoint, by means of asymptotic analysis. The experimental results show that parallelism affects negatively the investigated allocators, where the best results are obtained with one or two processors and threads. For all allocators investigated, we conclude that their execution time complexity is linear with respect to the number of allocations.
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1. INTRODUCTION
In computer system engineering, memory management has a significant impact on application’s performance. In general, more sophisticated real-world applications need to dynamically allocate and deallocate portions of memory of varying sizes, many times, during their runtime. These operations are commonly performed very often, which make their individual execution time significantly important [6].

The code responsible for memory management operations (allocation/deallocation routines) is provided by a memory allocator [12]. There are two classes of memory allocators, which are UMA and KMA. The user-level memory allocator (UMA) is responsible for meeting the user’s application demands for dynamic memory allocations, and the kernel-level memory allocator (KMA) does the same for the operating system subsystems (e.g., device drivers and system calls). This paper is focused on user-level memory allocators.

The UMA is an integral part of the process address space [12]. Its code is commonly stored in a standard library that is automatically linked to the application code. As a library code, it is possible to replace this for any other allocator code of interest. However, many programmers do not get involved with the UMA specifics, relying very often on the default UMA provided in standard libraries. Some applications may do not adopt the default UMA, because it is a general-purpose allocator that is not optimized to support some application’s special needs in terms of dynamic memory allocation. The use of multiple processors and multiple threads is an example of application-specific characteristics that have significant impact on the UMA performance [4]. For this reason, currently there are many implementations of memory allocator algorithms as alternatives to the default UMA.

Previous works (e.g., [1], [3], [4], [6], and [10]) have evaluated many memory allocators from an experimental point of view. However, analyzing these studies we observe differing results for the same allocator. We understand that these differences are mostly caused by the test procedures adopted, where they use different benchmarks and thus diverge in terms of workload patterns. Note that adopting certain benchmark tools makes it difficult, sometimes not possible, to control important factors for a more comprehensive UMA evaluation, such as the size of memory blocks, number of threads, number of allocations per thread, how threads are distributed among the physical processors, type of memory usage, and others. We also observe that many of these previous works did not apply a rigorous statistical method to plan their experiments and analyze the results.

Hence, in this work we evaluate six widely adopted memory allocator algorithms through statistically controlled experiments, which allow us to measure the effects of important factors on the UMA performance for different workload and system configuration profiles. We compare the performance of the allocators in terms of turnaround time (execution time) and memory usage. Complementarily, we compare the algorithms from a theoretical viewpoint, by means of asymptotic analysis.

The rest of this paper is organized as follows. Section 2 describes the methodology adopted in this study. Section 3 presents the allocators comparison based on the experimental results. In Section 4, we contrast the findings obtained in the experiments with the asymptotical analysis of the allocators’ algorithms. Section 5 presents our conclusions on the study.
2. METHODOLOGY

2.1 Investigated Allocators

We evaluate the following user-level memory allocators: Hoard (v3.8) [4], Ptmallocv2 [8], Ptmallocv3 [8], TCmalloc (v1.5) [7], Jemalloc (v2.0.1) [5], and Miser [13]. A detailed description of each allocator may be obtained in [6].

We highlight that Ptmallocv2 is the current memory allocator provided by glibc [9]. Given that glibc is the standard C library predominant in existing Linux operating systems, programs running in Linux use this allocator as default UMA, what makes our results widely applied.

2.2 Instrumentation

The experiments are conducted in a test bed composed of a multicore computer running Linux OS (kernel 2.6.37). Figure 1 shows the processor topology of the computer used in our tests. For each core there are three levels of cache, where L2 is shared by two cores. It is important to be aware of the processor topology for interpreting correctly the results, since many allocator algorithms are designed to minimize problems related to cache false sharing and contention in parallel allocation requests [6].

![Processor topology of test-bed machine](image)

Figure 1. Processor topology of test-bed machine

Our approach considers the use of controlled experiments, so we created a test program that allows us to control different factors related to the UMA operation (see Section 2.3). Figure 2 shows the test program’s algorithm.

```
UMA_Test(si, sa, na, nt)
  si: minimum size of allocation
  sa: maximum size of allocation
  na: total number of allocation requests
  nt: number of threads
  for i in range(1..nt)
    sa = thread_create(Experiment(si, sa, na/nt));
  end for
end UMA_Test

Function Experiment(si, sa, n)
  a: array of allocated memory address
  for i in range(1..n)
    a[i] = malloc(random(si..sa))
    for each position c in a[i]
      a[i][c] = 0
    end for
  end for
  for i in range(1..n/2)
    free(a[i]);
  end for
end Function
```

Figure 2. Test program

The controlled factors of the test program are number of allocations (NA), size of allocations (SA), and number of threads (NT). Each thread performs NA/NT allocation requests, where every request size is a random value drawn from an Uniform distribution, Uniform(si, sa), where si and sa are the minimum and maximum sizes of allocation, respectively.

The memory blocks are filled with zeros right after their allocation. Immediately after the memory usage (zero-fill) of all allocated blocks, 50% of them are released; only the first half of the allocated area. Hence, we want to evaluate the allocators’ execution time and their memory usage. Releasing only half of the allocated memory enables us to measure the UMA’s allocation overhead, which also includes the effects of possible internal and external heap fragmentation [12].

Our tests are planned to measure the UMA code only. The goal is to capture the time and space spent to execute and store the routines and data structures of each allocator, not accounting the usage of the allocated blocks by the test program. This is very important, because the UMA code is only executed during allocating and releasing operations, and not while reading and writing to the allocated memory blocks. Using benchmark tools that make extensive usage of the memory, in between the allocation and releasing operations, may hide the real UMA performance. If the memory usage time is somehow greater than the allocation/releasing execution time, the first can dominate the whole program execution time making the conclusions not specific for the UMA code. We observe that in previous works, due to the benchmarks tools used to make considerable use of the allocated memory, their results incorporate the time spent to perform reading and writing operations, which does not relate only to the UMA efficiency. In our tests, the only use of memory is the zero filling operation right after the allocation time, which is constant for all tests. This is necessary to increase the test program’s execution time in order to fulfill the minimal time needed for our monitoring instrumentation. We highlight that in preliminary tests, without the zero-filling operations, the results followed the same patterns observed with these operations but in considerable lesser time.

For each investigated allocator, we execute the test program (see Figure 2) instructing the Linux dynamic linker to previously load the allocator code under test. This procedure is performed by setting the environment variable, namely LD_PRELOAD, to the file name of the allocator library to be loaded.

The performance metrics we used are the execution time (turnaround time) and the resident set size of the process running the test program, which includes the heap size.

2.3 Experimental Plan

We plan the experiments through the DOE method [11], which allows us to analyze statistically the results. In addition to the three factors (NA, SA, and NT), described in Section 2.2, we also control a fourth factor related to the number of processors (cores). This is an important factor to be considered, since all modern allocators are designed to explore multiprocessing. So, evaluating how each allocator deal with different number of cores in the same machine is an important requirement. This control is accomplished by turning off individual cores to the extent that are
not used in a given test. Table 1 summarizes the adopted factors and their respective levels.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of allocations (NA)</td>
<td>500 thousands, 1 million</td>
</tr>
<tr>
<td>Size of allocations (SA)</td>
<td>16.64 bytes, 256..1024 bytes</td>
</tr>
<tr>
<td>Number of threads (NT)</td>
<td>1, 2, 3, 4</td>
</tr>
<tr>
<td>Number of processors (NP)</td>
<td>1, 2, 3, 4</td>
</tr>
</tbody>
</table>

The level values adopted are based on previous experimental works (e.g., [2], [4], and [6]). To analyze the results we use the analysis of variance (ANOVA) method [11] to identify the principal factors and interactions that influence the response variables of interest (execution time and memory consumption). To find out the statistically significant interactions, we applied the Tukey test [11] for multiple comparisons of the response variable averages, assuming a significance level of 5%, α=0.05.

3. EXPERIMENTAL RESULT ANALYSIS

3.1 Execution Time (ET)

For the six allocators, we found that the four evaluated factors present statistically significant effects on the ET. The influence of number of allocations (NA) and size of allocations (SA) on ET was expected, however we note that the interaction of number of processors (NP) and number of threads (NT) with NA and SA, (NP×NT×SA) are statistically significant with p-value_{NA×SA}=0.0003 and p-value_{NP×SA}=0.0000. In the Hoard test, with one thread (NT=1) and varying the number of processors (NP=1..4), there is a significant variation in the execution time for different values of NP, in any combination of NA and SA. This is an interesting result, because in a single thread scenario is not expected that the variation of NP has significant influence on the execution time. Note that the lowest values of execution time are obtained for any combination of NT=1..4 with NP=1, regardless of NA and SA values. This indicates that the factor number of processors, NP, in combination with NT has an important effect on the execution time of Hoard, even in tests with only one thread. The detailed results for Hoard are shown in Tables 2 and 3. In the remainder of this subsection, we suppress the tables for the other allocators and present a summary of the main findings for each one.

| Table 2. Multiple comparisons in interaction NP×NT×SA, for the Hoard’s execution time (in milliseconds) |
|---------------------------------------------------|---------------------------------------------------|
| TA NP= 1 NP= 2 NP= 3 NP= 4                           |
| 16.64                                          |
| 1 988.68 r                                    |
| 2 989.71 r                                    |
| 3 1008.58 r                                   |
| 4 1032.89 r                                   |
| 256..1024                                      |
| 1 2461.91 jk                                  |
| 2 2512.26 jk                                  |
| 3 2631.09 hj                                  |
| 4 27912.49 fgh                                |
| * The repetition of individual letters, when comparing two values, in rows or columns, in any direction, indicates that the values are not considered statistically different. This applies to all further tables. |

The jemalloc tests show that there is no significant difference between treatments (NP=1 × NT=1,4 × SA=16..64) and (NP=2 × NT=1 × SA=16..64), which presented the lowest average of execution time. The same results were observed for Miser and TCMalloc. In Tmallocv2 the lowest execution time was obtained for NT=1..3, combined with SA=16..64 and NP=1. Tmallocv3 shows the same behavior than its predecessor, only differing because it presents the lowest execution time for all number of threads, NT=1..4, combined with SA=16..64 and NP=1.

Consistently, for all allocators the average lowest execution times were obtained with a single processor, NP=1, regardless of other factors (NT, NA, and SA). The average highest execution times were obtained with four processors, NP=4, always in combination with NA and SA in their higher levels (1 million and 256..1024 bytes). In some tests, we found that the highest execution time was obtained with NP=2 and NP=3. The first occurred for Hoard (NT=4 × SA=256..1024), and the second for Tmallocv2 and v3 (NT=1 × SA=16..64 × NA=500K..1M) and TCMalloc (NT=1 × NA=1M × SA=16..64). The difference from these particular cases and the execution times obtained for NP=4 are not significant.

Figures 3 and 4 show the results for all allocators, considering SA=16..64, NT=1 and NT=4, and all combinations of NP and NA. The y-axis represents the execution time in seconds.
For scenarios of NP=4 and NT=1, regardless of the allocation sizes (SA=16..64 or SA=256..1024), we observe that the lowest execution times are obtained with Ptmallocv2 and Ptmallocv3, when considering NA=500K. For higher number of allocations, NA=1M, these two allocators present comparable results to other allocators.

Specifically for NP=4 and NT=4 with SA=16..64 and NA=500K, the best allocators are TCMalloc, Ptmallocv2 and Ptmallocv3, and if considered larger allocation sizes (SA=256..1024) the TCMalloc and Ptmallocv2 present the lowest execution times.

In all evaluated scenarios, the lowest average execution time is observed with Ptmallocv2 followed by TCMalloc and Jemalloc. Importantly, Ptmallocv3 shows execution times very close to the three best allocators, except in tests involving larger allocations (SA=256..1024).

3.2 Space Usage (SU)

In general, all factors showed significant influence on SU. It was expected for factors NA and SA, since the allocated space is proportional to the amount and size of allocations. However, it is observed that NP and NT also have a significant effect on SU.

In tests with Hoard, we observe that the interactions NP×NT, NP×SA, NT×SA, and NA×SA are significant (p-value = 0.0000, for all tests). The influence of number of allocations (NA) and allocation size (SA) was expected (see Table 4), where the lowest SU is related to SA=16..64 and NA=500K, and the highest SU related to SA=256..1024 and NA=1M. However, similar to the execution time evaluation, the factors number of processes (NP) and number of threads (NT) also have a significant influence on SU. The lowest SU for the interaction NP×NT was found in treatment NT=2 and NP=3.4 (see Table 5). For the interaction SA×NT the lowest SU is for the treatment NT=3.4 and SA=16..64 (see Table 6). In the interaction SA×NP, the lowest SU is obtained in treatment NP=2 and SA=16..64 (see Table 7).

Table 4. Multiple comparisons in NA×SA interaction, for the Hoard’s space used (in bytes)

<table>
<thead>
<tr>
<th>SA×NA</th>
<th>1M</th>
<th>500K</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.64</td>
<td>80852.73 c</td>
<td>56269.57 d</td>
</tr>
<tr>
<td>256..1024</td>
<td>723769.80 a</td>
<td>376145.58 b</td>
</tr>
</tbody>
</table>

Table 5. Multiple comparisons in NP×NT interaction, for the Hoard’s space used (in bytes)

<table>
<thead>
<tr>
<th>NP×NT</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>311538.4 ab</td>
<td>310657.7 b</td>
<td>311571.2 ab</td>
<td>312040.9 a</td>
</tr>
<tr>
<td>2</td>
<td>311735.4 ab</td>
<td>310337.7 b</td>
<td>310191.3 ab</td>
<td>309031.5 ab</td>
</tr>
<tr>
<td>3</td>
<td>311580.3 ab</td>
<td>302889.1 d</td>
<td>308925.6 b</td>
<td>310291.9 ab</td>
</tr>
<tr>
<td>4</td>
<td>311558.2 ab</td>
<td>301492.5 d</td>
<td>305634.3 c</td>
<td>308674.5 ab</td>
</tr>
</tbody>
</table>

In Jemalloc, the treatments (NP=1×NT=1..2×NA=500K×SA=16..64) and (NP=1×NT=3..4×NA=500K×SA=16..64) show the lowest SU values, which are not statistically different. In Miser, the lowest SU values are observed for NP=1..4×NT=1..4×NA=500K×SA=16..64, excluding the treatments with NT=1 and NP=1. In Ptmallocv2 we obtained the lowest SU value for NT=4×NA=500K×SA=16..64, and with Tcmallocv3 for NT=1×NA=500K×SA=16..64. The TCMalloc presented the lowest values with treatments NP=2..4×NT=2..4×NA=500K×SA=16..64.

In all allocators, for scenarios with small allocations (SA=16..64) the lowest average SU was obtained with one thread and two processors (NP=2 and NT=1). However, for scenarios with large allocations (SA=256..1024) it was not possible to establish a common pattern. We hypothesize that the influence of processors and threads on SU may be a consequence of the multiple copies of heap area across processors or threads, which is adopted in many allocators to minimize the effect of thread-contention when two or more threads are accessing the same heap.

Figures 5 and 6 show the results for all allocators, considering SA=16..64, NT=1 and NT=4, and all combinations of NP and NA. The y-axis represents the space usage in megabyte.

Table 6. Multiple comparisons in NT×SA interaction, for the Hoard’s space used (in bytes)

<table>
<thead>
<tr>
<th>SA×NT</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.64</td>
<td>68748.5 de</td>
<td>68881.25 d</td>
<td>68363.9 ef</td>
<td>68250.95 f</td>
</tr>
<tr>
<td>256..1024</td>
<td>554155.6 a</td>
<td>551766.7 a</td>
<td>548479.65 b</td>
<td>545428.8 c</td>
</tr>
</tbody>
</table>

Table 7. Multiple comparisons in NP×SA interaction, for the Hoard’s space used (in bytes)

<table>
<thead>
<tr>
<th>SA×NP</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.64</td>
<td>68965.65 de</td>
<td>67271.25 f</td>
<td>68736.85 e</td>
<td>69270.85 d</td>
</tr>
<tr>
<td>256..1024</td>
<td>554240.6 a</td>
<td>545417.25 c</td>
<td>549424.35 b</td>
<td>550748.55 b</td>
</tr>
</tbody>
</table>

In Jemalloc, the lowest SU was observed in treatment NP=2 and NT=1. However, for scenarios with large allocations (SA=256..1024) it was not possible to establish a common pattern. We hypothesize that the influence of processors and threads on SU may be a consequence of the multiple copies of heap area across processors or threads, which is adopted in many allocators to minimize the effect of thread-contention when two or more threads are accessing the same heap.

Figure 5. Space usage for single thread and small size allocations (NT=1×SA=16..64).

Figure 6. Space usage for 4 threads and small size allocations (NT=4×SA=16..64).

For most common scenarios (NP=1 or NP=4 combined with NT=1 or NT=4), the allocators that present the lowest average of memory usage are Ptmallocv3 followed by Jemalloc. In average,
the same result is observed for all other test scenarios. The third best allocator regarding SU is Ptmallocv2, which shows an average memory usage of approximately 54.12% higher than Ptmallocv3 and Jemalloc.

4. ASYMPTOTIC ANALYSIS VS. EXPERIMENTAL RESULTS

In order to determine the functions that express the execution time of the evaluated allocation algorithms, the three most important factors from the theoretical viewpoint are number of processors (NP), number of threads (NT), and number of allocations (NA). Given that NP is quite limited in regular computers, for this analysis we mainly considered NT and NA. Also, it has been noticed that most of analyzed algorithms tries to keep a linear run time with respect to NA or NT. However, it is worth noting that if only NT is known, one can say that the execution time is proportional to O(NT). Then, O(NA+NT) seems better to express this execution time complexity, which means the greater of NA and NT, since NA cannot significantly increase while NT increases, and vice-versa.

In Hoard, the allocation of memory slices less than 256 bytes runs in constant time, since it takes the memory requested only from the thread cache structure that is organized as an array [4]. If there is no available memory in thread cache, then a sequential search in the emptiness group array of the local heap data structure is performed. If it is still not possible to meet the allocation request, another search is performed on the global heap, which is organized in the same way as local heap by means of the emptiness group array. The search in the emptiness group takes a constant time, since the array size is fixed. Thus, we consider the theoretical run time of Hoard as O(NA). Based on the Hoard’s experimental results (see Table 2), if NT increases the execution time also increases, regardless of number of processors (NP) and number of allocations (NA). However, it would be expected a decrease of execution time due to the parallel execution of threads across multiple processors. Table 3 shows the influence of number of allocations in the execution time. Thus, one can assume that using Hoard the execution time is more influenced by NA than NT.

The Jemalloc differentiates the size of allocations in three classes (small, large, huge), which are handled in different ways [5]. The small allocations (4 bytes to 4 kilobytes) are solved by its thread cache data structure, in a constant time. The execution time for large allocations (4 kilobytes to 4 megabytes) is related to red-black trees, whose the heights depend on the number of deallocations. In the worst-case scenario, there are NA deallocations and the tree height is proportional to log (NA). If all allocation requests are large, the execution time is O(log NA), but if the number of small allocation requests is higher than the large ones, the time is O(NA). This way, we can conclude that the Jemalloc’s execution time is O(NA). The experimental results obtained with Jemalloc are similar to the Hoard. However, the Jemalloc execution time is slightly lower than Hoard’s. Regarding the large allocations, we expected that the Jemalloc’s execution time would be better than other allocators, but this was not observed experimentally.

In Miser, the global and local heaps are organized by the data structure Quadlist. As the QuadList is an array that contains only four entries and the only search process occurs in the Quadlist [13], the execution time of this search is considered constant. So, the Miser firstly searches for the requested allocation size (SA) in the Quadlist of its local heap data structure, and if the allocation request cannot be solved by local heap, then it searches in the Quadlist of global heap. Each one of these search process runs in constant time. Thus, the execution time of Miser is O(NA). The experiment with Miser showed that if size and number of allocations increase, the execution time increases proportionally; i.e., the double of NA would result in doubling the execution time. Also, we observed that the interaction (NP+NT×SA) is the same observed in Miser, Hoard, and Jemalloc. For this case, Miser showed better execution time than Hoard and worse than Jemalloc.

Ptmallocv2 contains two arrays namely Fast Bin and Normal Bin [8]. The first is used to meet allocation sizes less than 64 bytes, which always perform in constant time. The procedures for large allocations (solved through Normal Bin) are similar to small allocations. The worst-case scenario is a sequential search that can be done either in the unsorted list (first entry of Normal Bin) or in the sorted lists of Normal Bin (entries 65 up to 123). Given that the worst-case scenario is O(NA), we consider the execution time of Ptmallocv2 as O(NA). Regarding the Ptmallocv2 experimental results, we observe that if NT or NP (or both) increases, then the execution time increases too. But, this is not so significant than increasing NA. This means that the execution time increases with respect to NA, regardless of NT, NP, and SA.

Ptmallocv3 performs the allocation requests from 8 to 256 bytes by using an array named Small Bins, so these allocations can be met in constant time. Allocation requests for sizes larger than 256 bytes are performed by using the Tree Bins, which are similar to Normal Bins of Ptmallocv2; the only difference is the replacement of sorted lists for unbalanced trees. In the worst-case scenario, the 256th entry of Tree Bins contains a tree that the height is proportional to 16384 nodes, and the search is still sequential since the tree is unbalanced. Thus, we conclude that the Ptmallocv3’s execution time is O(NA). The Ptmallocv3’s experimental results are the same as those presented by Ptmallocv2, when one considers the factor interactions. However, its execution time increases significantly as NA increases. In general, Ptmallocv2 is better than Ptmallocv3.

In TCMalloc, the requests for allocations smaller than 32 kilobytes are met by Thread Cache, taking the first block of the linked list in the array entry corresponding to the allocation’s size [7]. If this linked list is empty, a new free memory block is moved from Central Cache to Thread Cache to meet the ongoing allocation request. The difference between these caches is the two linked lists per entry of the Central Cache. In summary, the execution time for allocations smaller than 32 kilobytes is constant, and allocation requests larger than that are solved by Page Heap, which also performs in constant time. So, the run time complexity for this allocator is O(NA). As Ptmallocv2 and Ptmallocv3, the experiments with TCMalloc present the same interactions among the factors. Only these three allocators presented interactions among all the most important factors considered in this analysis. The comparisons among these three allocators show that if NP is less or equals to 2, regardless of NA, NT or SA, the TCMalloc is better than Ptmallocv2 and
Ptmallocv3. Ptmallocv2 is better for all cases, except when there is only one thread (NT=1), where Ptmallocv3 is the best allocator.

5. CONCLUSION
In this work, we presented experimental and theoretical analyses of six memory allocation algorithms. In general, based on the experimental results and considering the common factor interactions identified for all allocators, we group them in the following clusters: (Hoard, Jemalloc), (Ptmallocv2, Ptmallocv3, TCMalloc), and (Miser), where the order does not mean importance.

In terms of execution time (ET), the best results were obtained with one processor (NP=1), and the worst results with four processors (NP=4), indicating that for the evaluated allocators multiprocessing is not presenting benefits from the speedup viewpoint. The allocator that presented the average lowest execution time was Ptmallocv2, followed by TCMalloc, Jemalloc, Ptmallocv3, Miser, and Hoard.

Regarding the space usage (SU), for scenarios with small allocations the lowest average SU for all allocators were obtained with one thread and two processors (NP=2 and NT=1). In terms of SU, the best allocators were Ptmallocv3 and Jemalloc, which presented the average of space used reduced by 50% compared to the other allocators; they are followed by Ptmallocv2, Miser, Hoard, and TCMalloc.
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