Constraint-based protocols for distributed problem solving

Uwe M. Borghoff, Remo Pareschi, Francesca Arcelli, Ferrante Formato

Abstract

Distributed Problem Solving (DPS) approaches decompose problems into subproblems to be solved by interacting, cooperative software agents. Thus, DPS is suitable for solving problems characterized by many interdependencies among subproblems in the context of parallel and distributed architectures. Concurrent Constraint Programming (CCP) provides a powerful execution framework for DPS where constraints define local problem solving and the exchange of information among agents declaratively. To optimize DPS, the protocol for constraint communication must be tuned to the specific kind of DPS problem and the characteristics of the underlying system architecture. In this paper, we provide a formal framework for modeling different problems and we show how the framework applies to simple yet generalizable examples. © 1998 Elsevier Science B.V.
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1. Introduction

From a problem solving point of view, distribution requires the decomposition of a problem into a set of subproblems, where the solution of the problem amounts to concurrently solving all of the subproblems and then composing their solutions. Subproblems are solved by parallel processes, or by dynamic software agents in networked environments. As characterized in [15, 29], if there are many interdependencies among the subproblems (and thus the agents assigned to solve them must interact a great deal) then we pass from simple distributed processing into the realm of true DPS. For instance, gathering information from distributed knowledge repositories in the context...
of executing a complex plan belongs to DPS: information gathered as part of a certain task in the plan may influence other tasks.

Concurrent Constraint Programming (CCP) is a powerful framework to support DPS, since it provides a direct implementation of the notion of shared, reusable, incrementally refined information. To optimally solve DPS problems with CCP, we need, however, to be able to tune the scope of inter-agent communication according to such factors as the type of the DPS problem and of the characteristics of the underlying system architecture. Specifically, we need to determine how many agents can make use of, and thus should be exposed to, given information in the form of constraints. In this aim, we define a design space of inter-agent communication protocols by formally defining two opposite extremes of information sharing. One extreme captures the hypothesis of minimal information reuse: all generated information is potentially made available, but can be delivered only in response to specific requests. We shall then consider the opposite case, based on the idea of maximal information reuse: all generated information is immediately broadcast to all agents. If the generation of a result is costly and if the result is frequently reused at many agent sites, the broadcast of the result can decrease the amount of network traffic in the entire system. Delivery of results is done once and forever. On the other hand, there is a risk of cluttering agents with useless information.

In the course of the paper, we shall formally introduce the notion of quantity of reuse of information to obtain a heuristic to decide between the two protocols, as well as a basic metric over the space of protocols that lie in between the two extremes. To provide a clear illustration of how this heuristic works, we shall apply it to a very simple, abstract case, namely, the distributed parsing of a context-free grammar generating boolean expressions. We shall also show, however, that this simple example can be easily generalized to real-life problems. Conversely, we shall show that any kind of DPS problem can be mapped into a grammatical problem, where experimented algebraic techniques can be exploited to derive the heuristic.

Our study of protocols for constraint-based communication is done within the framework of the Constraint-Based Knowledge Broker (CBKB) model [1, 2], a recently introduced approach to CCP where a sharp separation is drawn between the use of constraints for (1) local problem solving; and (2) communication. Compared to other formalizations of CCP, the CBKB model focuses more directly on communication issues and, hence, on problem solving done via the interaction of cooperative agents. An illustration of the use of CBKBs for information gathering in network-wide environments is given in [3]. Ref. [9] (see also [10, 43]) provides a detailed description of a CBKB software implementing information gathering facilities on the World-Wide Web.

This paper indicates several directions for future work. As we pointed out, the two protocols above are at the very opposite ends of a spectrum of possible protocols. Intermediate cases correspond to group deliveries for subsets of agents. For many practical applications these intermediate cases seem to be the most useful. Thus, our heuristic provides an elementary compass to help navigate this space of protocols. Further developments are needed to refine it into a set of techniques for automatically assigning agents to appropriate “interest groups” and for allowing flexible tuning of
group-based communication. Moreover, there are situations where the optimal strategy
for DPS may involve splitting the problem into subproblems which are optimally solved
according to different protocols; these may in turn be themselves composite. Again, we
will need flexible ways for identifying and for expressing such protocols.

The paper is organized as follows. Section 2 outlines the main characteristics of the
concurrent language LO that is used to specify the DPS protocols. Section 3 formally
introduces the notion of Constraint Based Knowledge Broker, which is then used to
formalize and compare the two opposite DPS protocols, exploiting, respectively, the
minimal and the maximal reuse of generated results. In Section 4, an analysis follows
where the notion of quantity of reuse is introduced to provide a choice criterion for
the appropriate protocol. A simple example from context-free parsing illustrates the
heuristic thus defined. This example is then generalized to examples in the DPS domain
of information gathering. Conversely, it is shown how algebraic techniques from formal
languages can be applied to derive the heuristic. In Section 5, related work is discussed,
and finally, Section 6 concludes by addressing future work.

2. A declarative, executable specification language: LO

We use LO [4] as a specification language for our DPS protocols. LO is a declarative
concurrent language which amalgamates aspects of several concurrent languages based
on generative communication, including CHAM [7], Gamma [6], Linda [11], Maude
[27], Swarm [31] and borrows also from concurrent logic programming languages
[12,20,24,38,40]. LO’s logical primitives for agent coordination and communication
make it particularly suitable for our purposes; however, our approach is also compatible
with other choices of specification language.

The LO programming constructs are rules that define interaction among concurrent
agents. Agents are seen as pools of tokens where a pool is represented as a multiset
of these tokens. There are three basic constructs in LO:

- The @-construct is used to manage intra-pool concurrency. It is used in rules of the
  form

  \[ a @ b \leftrightarrow c @ d \]

  meaning that \( a \) and \( b \) must both be present in the pool before application of the
  rule and that both are withdrawn from the pool after application. Moreover, \( c \) and
  \( d \) are present in the pool after application.

- The &-construct is used to manage inter-pool concurrency. It is used in rules of the
  form

  \[ a @ b \leftrightarrow c \& d \]

  meaning that \( a \) and \( b \) must both be present in the pool before application of the rule
  and that both are withdrawn from the pool after application. Moreover, two new
  pools are created by cloning the remaining tokens, adding \( c \) to one of the created
  pools, and \( d \) to the other.
The \( @ \)-construct is used to broadcast tokens between agents. It is used in rules of the form
\[
a \mathbin{@} b \mathbin{@} c <\Rightarrow> d
\]
meaning that \( a \) and \( b \) must both be present in the pool before application of the rule and are both withdrawn from the pool after application. Moreover, after application, \( d \) is present in the pool and \( c \) is present in any pool different from the one in which the rule has been applied. \(^2\)

Tokens can be indexed so as to restrict broadcasting to multicasting up to the degenerate case of one-to-one communication. Indices allow linking of senders and receivers for specific tokens: indexed tokens are sent only to agents that are "registered" for that index. Indexing and de-indexing of tokens will be the crucial means for differentiating the DPS protocols to be specified in the course of the paper.

Rules are triggered via pattern matching. The state of a pool is matched against the left-hand sides of rules. When a match is found, the selected rule is applied, i.e. the tokens in its left-hand side are removed from the pool, broadcast tokens are transmitted to other pools, and new multisets are defined according to the right-hand side of the rule.

For a formal operational semantics of LO, based on the proof theory of Linear Logic \cite{19}, see \cite{4}.

3. A formal framework for DPS

We can formalize the problem-subproblem relationship, which is at the basis of DPS, via the notion of generator. Intuitively, a generator defines the subproblems which need to be solved in order to solve a given problem. A generator works by formalizing problem solving in terms of stable models and fixed-point operators. Constraints provide a declarative way to prune the search space.

In order to make the paper self-contained, we restate in the following some of the formal definitions given in \cite{2}. In the remainder, moreover, we illustrate many of these formal aspects through concise examples.

3.1. Generator

Given an abstract domain of values \( \mathcal{D} \), representing tokens of knowledge, a generator is a mapping \( \mathcal{D}^n \mapsto 2(\mathcal{D}) \), which produces new tokens from existing ones. That is, a generator (having arity \( n \)) takes some \( n \) tokens of existing knowledge, applies the generator's function, and provides some new tokens of knowledge (if any).

A set of generators identifies a class of subsets of the abstract domain which are stable by these generators. Let \( E \) be a subset of the domain and \( \Gamma \) a set of generators.

\(^2\) A library of higher-level communication facilities on top of the basic mechanism of broadcasting in LO is described in \cite{8}.
Definition 1. $E$ is called $\Gamma$-stable if and only if
$$\forall g \in \Gamma, \forall x_1, \ldots, x_n \in E: g(x_1, \ldots, x_n) \subseteq E.$$ 

The class of stable sets is closed under intersection, so that it has a smallest element in the sense of inclusion, given by the intersection of all the stable sets. This minimal stable set, also called minimal model, represents the intended semantics of the set of generators. The class of stable sets is also closed under non-decreasing union, so that a standard fixed-point procedure can be applied to compute the minimal model. The core of the procedure is given by the mapping:

$$T : \wp(\mathcal{D}) \rightarrow \wp(\mathcal{D}) \quad \text{where } \forall E \in \wp(\mathcal{D}): T(E) = \bigcup_{g \in \Gamma} g(x_1, \ldots, x_n).$$

The minimal model $M$ is then given by the least fixed-point of $T$, expressed as

$$M = \bigcup_{n \in \mathbb{N}} T^n(\emptyset).$$

Thus, $T$ provides a way of incrementally computing the minimal stable set, by computing the sequence $(T^n(\emptyset))_{n \in \mathbb{N}}$, given by $E_0 = \emptyset$ and $E_{n+1} = T(E_n)$.

Note, however, that a minimal model can be infinite. Take for instance as abstract domain the set of words built out of the letters ‘a’ and ‘b’. Assume, furthermore, a generator (having arity 2) that takes two existing words, concatenates them, appends an ‘a’ or a ‘b’ randomly, and provides this (new) word as additional knowledge. This new word can then serve as new input to generate more knowledge. Obviously, this procedure will generate infinitely many words of the domain. A well-known mechanism to prune this generation procedure uses constraints. In our example, constraining the maximal length of the words would immediately result in a finite minimal model.

In addition to simply constrain an individual generator’s function, we shall define some mappings to express dependencies between the input and the output tokens of different generators.

Generators can be associated with a class of LO-agents which we call broker agents. A broker implements a generator function taking several input tokens (according to its arity) and producing corresponding output tokens.

The fixed-point procedure is initialized by putting the following special input tokens inside each broker agent:

- the token \text{arity}-\text{n}, where $n$ is a non-negative integer, holds the arity of the generator $g$
- the token \text{free}-k (for each positive integer $k$, less than or equal to the arity) which represents a place holder, one for each argument of the generator $g$. These tokens are consumed as arguments get bound.

This basic protocol, which relies on a simple forward-chaining scheme, can be refined into protocols appropriate for DPS by taking into account dependencies between the input and output tokens of different broker agents’ generators. Both refinements to be illustrated in this paper rely on the idea that a broker agent has some knowledge of the
dependencies between the input and output tokens of its associated generator. Thus the broker is able, given a constraint on the outputs (the constraint given by a request), to infer constraints on the inputs. In this way, constraints provide top-down filtering over the set of values that can be produced by a generator as candidate solutions for a given problem, and permit the exploitation of interdependencies between subproblems.

More formally, let us consider the mapping \( \tilde{g} : \wp(\mathcal{D}) \rightarrow \wp(\mathcal{D}^n) \) defined by

\[
\forall w \in \wp(\mathcal{D}), \quad \tilde{g}(w) = \prod_{k=1}^{n} \bar{q}_k(w).
\]

Note that, in order to infer constraints on the inputs, \( \bar{q}_k(w) \), the so-called back-dependency function for argument position \( k \), must be known.

By definition, we have: \( \forall x \in \mathcal{D}^n, \forall w \in \wp(\mathcal{D}), \text{ if } g(x) \cap w \neq \emptyset \text{ then } x \subseteq \bar{g}(w) \). If \( \mathcal{G} \) denotes the graph of the function of generator \( g \) (hence \( \mathcal{G} \subseteq \wp(\mathcal{D}^{n+1}) \)), then we have equivalently, \( \forall w \in \wp(\mathcal{D}), \quad \mathcal{G} \cap (\mathcal{D}^n \times w) \subseteq (\tilde{g}(w) \times w) \).

In other words, \( \tilde{g}(w) \times w \) provides an upper approximation (in the sense of inclusion) of the part of the set \( (\mathcal{D}^n \times w) \) which is contained in the graph of the generator's function. To capture inter-argument dependencies, we generalize this notion of approximation, and we assume that each broker is equipped not only with a generator \( g \) but also with an interdependency function \( \tilde{g} \). The interdependency function computes an upper approximation of the part of any subset of \( \mathcal{D}^{n+1} \) which is included in the graph of the generator's function.

Intuitively,

- the backdependency functions describe how a broker will decompose a given problem description into subproblems. These subproblems are then propagated to other brokers as their problem descriptions.

The set of all brokers act on request. The request may come from an end user, or, as part of a subproblem propagation, from other brokers. All involved brokers cooperate to solve their part of the overall problem.

- the interdependency function describes how the subproblem solutions relate to each other.

We illustrate this behavior in Fig. 1. The body of this figure shows graphically how interdependencies in the activities of broker agents are exploited to feed the generator's function with the needed input tokens.

3.2. Scope of a broker

We define the scope of a broker as the subset of the domain which does not intersect any of the constraints of the requests it has already processed. In other words, the scope of a broker denotes the complement of the set of elements of the minimal model the broker (or one of its clones) has already explicitly generated (or is in the process of generating). A broker can be viewed as an agent which explores a domain and explicitly generates the elements it encounters which are in the minimal model. The scope of the broker denotes the un-explored area of the domain.
Let $w_0$ be the scope of a broker at some point, and let $w$ be the constraint of a request it receives. The broker spawns an agent in charge of exploring the subset $w_0 \cap w$ (and answering the request), and then continues with a reduced scope $w_0 \cap \neg w$ (where $\neg w$ is the complement of $w$). The interested reader is referred to [3, 42] for a detailed discussion on how to implement, work with, and split the scope of a broker.

3.3. The request–subrequest protocol

The request–subrequest protocol refines constraint-based communication as illustrated in the section above by exploiting yet another dependency: the request carries an index that is added to all output tokens that are sent out. In this way, requester and requestee are directly linked. Information is provided only if requested, and is sent only to the original requester.

The initial request carries an index which acts as an address for the requesting agent, as well as a description of the problem to be solved (instantiated as a constraint on the
problem domain). A broker agent takes the problem description and simplifies it into subproblems. These descriptions of the subproblems are then submitted as subrequests in the same way as the initial request. The subrequests are individually indexed so that they can be collected into a solution by the requestee agents which is eventually returned to the original requester.

We encode the request–subrequest protocol with the following LO rules.

(RS1): \texttt{broker}(w_0) \bowtie \texttt{requ}(l, w) \bowtie \texttt{split}(w_0, w, w_1, w_2) \bowtie \texttt{init}(w_1, s)

\[\texttt{broker}(w_2) \& \texttt{process} \bowtie \texttt{requ}(l, w) \bowtie \texttt{const}(s)\]

The token \texttt{split}(w_0, w, w_1, w_2) defines, given two subsets \(w_0, w\) of \(\mathcal{Q}\), the subsets \(w_1, w_2\) of \(\mathcal{Q}\) defined by \(w_1 = w_0 \cap w\) and \(w_2 = w_0 \cap \neg w\). As mentioned before, each broker is equipped not only with a generator \(g\), but also with an interdependency function \(\check{g}\) which computes an upper approximation of the part of any subset of \(\mathcal{Q}^{n+1}\) which is included in the graph of the function of generator \(g\). Now, the token \texttt{init}(w, s) is used to compute the initial approximation: It builds, given a subset \(w\) of \(\mathcal{Q}\), the subset \(s\) of \(\mathcal{Q}^{n+1}\) called broker-local constraint store – defined as \(s = \check{g}(\mathcal{Q}^{n} \times w)\). It is assumed that if the broker-local constraint store \(s\) is empty, the token is not present. The index \(I\) of a request acts as an address for the requester.

(RS2): \texttt{const}(s) \bowtie \texttt{free-k} \bowtie \texttt{seek-k}(s, w) \bowtie \neg \texttt{requ}(l, w)

\[\texttt{const}(s) \bowtie \texttt{wait-k}(l) \bowtie \texttt{requ}(l, w)\]

The token \texttt{seek-k}(s, w) is used to extract information from an approximation (by simple projection in the broker-local constraint store). It builds, given a subset \(s\) of \(\mathcal{Q}^{n+1}\), the subset \(w\) of \(\mathcal{Q}\) defined as \(w = \pi_k(s)\). The agent sends an indexed subrequest for the \(k\)th subproblem specified by \(w\).

(RS3): \texttt{const}(s) \bowtie \texttt{wait-k}(l) \bowtie \texttt{answer}(l, x) \bowtie \texttt{ins-k}(x, s, s')

\[\texttt{const}(s) \bowtie \texttt{wait-k}(l) \& \texttt{const}(s') \bowtie \texttt{bound-k}(x)\]

The token \texttt{ins-k}(x, s, s') provides further refinements of the approximation upon receiving answers to the \(k\)th subrequest. It builds, given a subset \(s\) of \(\mathcal{Q}^{n+1}\) (the broker-local constraint store) and an element \(x\) of \(\mathcal{Q}\) (a particular answer), the subset \(s'\) of \(\mathcal{Q}^{n+1}\) defined as \(s' = \check{g}(s \cap \pi_k^{-1} < x >)\). In other words, \(s'\) is the approximation of the subset of \(s\) consisting of the tuples which are in the graph of the generator’s function and whose \(k\)th component is precisely \(x\). Thus, the binding of the \(k\)th argument may reduce the scope of the other arguments. It is assumed here that if the broker-local constraint store \(s'\) is empty, the token is not present.

(RS4): \texttt{arity-n} \bowtie \texttt{bound-l}(x_1) \bowtie \cdots \bowtie \texttt{bound-n}(x_n)

\[\texttt{tuple-n}(x_1, \ldots, x_n)\]

The broker agent feeds the generator’s function with input tokens of the corresponding arity. Using these input tokens provided in \texttt{tuple-n}(x_1, \ldots, x_n), the generator produces a result tuple \(\texttt{res}(x) = g(x_1, \ldots, x_n)\).

(RS5): \texttt{process} \bowtie \texttt{res}(x) \iff \texttt{process} \& \texttt{process}(x)

A result tuple \(\texttt{res}(x)\) is used to create a process \(\texttt{process}(x)\) that is in charge of a specific result \(x\).
(RS6): \texttt{process}(x) @ \texttt{requ}(I, w) @ \texttt{sat}(x, w) @ \neg \texttt{answer}(I, x) \\
< \neg >: \texttt{process}(x).

Send out the answer using the index \(I\). The token \(\texttt{sat}(x, w)\) is needed for consistency reasons: it simply checks whether a partial result \(x\) complies with the given constraint \(w\).

The request–subrequest protocol as given above avoids redundancies in subproblem generation \textit{within a broker}. Once obtained, results are cached and reused.

\textbf{Example 2.} Suppose a broker has a generator \(g\) with \(g(t) = \{t\}\) and receives a request with a constraint \(w\) such that \(t \in w\). As illustrated in rule (RS1), a specialized agent \texttt{process} is created to process this request. Suppose furthermore that the initial problem (given as a constraint) \(\tilde{g}(\mathcal{X} \times w)\), returned by the token \(\texttt{init}(w, s)\), is \(s = w \times w\). Now, since \(\texttt{seek}-1(s, w) = \pi_1(s) = w\), the subrequest for the (single) argument of the generator also has \(w\) as constraint. Sent in rule (RS2), the same broker receives this subrequest. However, due to the scope reduction performed by \(\texttt{split}(w_0, w, w_1, w_2)\), the broker is no longer in charge of a problem constrained by \(w\). Instead, the specialized agent \texttt{process}(x) will reuse, as illustrated in rule (RS6), the already calculated result.

3.4. \textit{The local caching protocol}

In contrast with the request–subrequest protocol, the local caching protocol does not link requesters with requestees. Instead, as soon as they are available, solutions to subproblems are broadcast to all existing broker agents. The local caching protocol aims to avoid redundancies in subproblem generation \textit{among brokers}.

The initial request carries only a description of the problem to be solved; no index is associated with it. As before, a broker agent takes the problem description and simplifies it into subproblems. However, as a consequence of this protocol, some of the subproblems solutions may already be known to the broker agents. The description of still unsolved subproblems are submitted as subrequests in the same way as the initial request, i.e., again without index. In this way, we obtain a situation of local \textit{caching} of information for all existing broker instantiations, thus decreasing the overall amount of result generations and, possibly, network traffic, as we avoid the re-generation of the same requests from different requesters. On the other hand, we may end up storing information which never gets used.

In general, this approach is appropriate when there may be several requests of the same item.

We encode the local caching protocol with the following LO rules.

(LC1): \texttt{broker}(w_0) @ \texttt{requ}(w) @ \texttt{split}(w_0, w, w_1, w_2) @ \texttt{init}(w_1, s) \\
< \neg >: \texttt{broker}(w_2) & \texttt{process} @ \texttt{requ}(w) @ \texttt{const}(s).

The request carries no index.

(LC2): \texttt{const}(s) @ \texttt{free}-k @ \texttt{nosolution}-k(\mathcal{X}, s) @ \texttt{seek}-k(s, w) @ \neg \texttt{requ}(w) \\
< \neg >: \texttt{const}(s) @ \texttt{requ}(w).
If a solution to the $k$th subproblem specified through $w$ has not yet been obtained, the agent sends a de-indexed subrequest. The token $\text{nosolution-}k(\mathcal{X},s)$ checks the multiset $\mathcal{X}$ of already obtained results; if and only if none of the elements of $\mathcal{X}$ complies with the constraint for the $k$th argument position, the token holds. Even if an answer arrives which complies with the constraint for the $k$th argument position, but is not checked in time, the only drawback is that a redundant subrequest will be generated. Effective handling of negative information of this kind is a well known problem in concurrent programming, for which first results can be found in [33].

(LC3): $\text{const}(s) @ \text{answer}(x) @ \text{seek}(k(s, w)) @ \text{sat}(x, w) @ \text{ins-}k(x, s, s')$

$\t < \text{const}(s) & \text{const}(s') @ \text{bound-}k(x)$.

If a partial result $x$ is (already) found that complies with the constraint $w$ for the $k$th argument position, the answer $x$ is (re-)used.

(LC4): $\text{arity-}n @ \text{bound-}1(x_1) @ \ldots @ \text{bound-}n(x_n)$

$\t < \text{tuple-}n(x_1, \ldots, x_n)$.

As in rule (RS4), using $\text{tuple-}n(x_1, \ldots, x_n)$, the generator produces a result tuple $\text{res}(x) = y(x_1, \ldots, x_n)$.

(LC5): $\text{process @ res}(x) < \text{process & process}(x)$.

Again, this rule generates a new token in the pool representing the “memory” of the broker. It can be reused by triggering the next rule, whose task is to check whether the answer produced by the generator contained in the token $\text{res}(x)$ satisfies the constraint of a request. Eventually, the token is broadcast to all existing broker agents, by means of the unindexed token $\text{answer}(x)$.

(LC6): $\text{process}(x) @ \text{requ}(w) @ \text{sat}(x, w) @ \text{answer}(x)$

$\t < \text{process}(x)$.

The generated token is cached in $\text{process}(x)$ and is broadcast to all other agents.

4. Analysis of reuse of information in the two protocols

In this section, we compare the behavior of request-subrequest and local caching from the point of view of the reuse of information. In particular, we shall substantiate the hypothesis that local caching performs better than request-subrequest when (and only when) reuse of partial results is high.

To define the terms of comparison, we introduce the notion of a measure of reuse $R$ in terms of the number of the partial results that can be reused. Thus, $R$ will provide a heuristic for the choice of the appropriate protocol. High values of $R$ suggest choosing the local caching protocol, while low values of $R$ indicate using the request-subrequest protocol.

To be as explicit as possible, we define $R$ for two domains given: one, the set of propositional formulas, and the second, the algebra of closed first-order terms. Indeed, the latter domain fully generalizes the former. Throughout the paper, propositional
formulas will provide a suitably simple yet non-trivial specific case where to exemplify our concepts and techniques for the analysis of the reuse of information in DPS.

4.1. Specific case: propositional formulas

The value \( R \) gives a measure of the reusability of tokens in the generation of a well-formed propositional formula, by counting the number of occurrences of the same subformula in a given propositional formula.

**Definition 3.** Let \( \alpha \) and \( \beta \) represent well-formed propositional formulas, and let \( A \) stand for a possibly empty multiset of formulas. Let \( \{ A_1, A_2, \ldots, A_n \} \) represent a set of propositional atomic formulas. Furthermore, let \( t_{\alpha}(A_i) \) express the multiplicity of occurrences of \( A_i \) in \( \{ A_1, A_2, \ldots, A_n \} \).

\[
\begin{align*}
R(\{ \alpha \lor \beta \} \cup A) &= R(\{ \alpha, \beta \} \cup A) \\
R(\{ \alpha \land \beta \} \cup A) &= R(\{ \alpha, \beta \} \cup A) + 2 \\
R(\{ \neg \alpha \} \cup A) &= R(\{ \alpha \} \cup A) + 2 \\
R(\{ A_1, \ldots, A_n \}) &= \sum_{A_i \in \{ A_1, \ldots, A_n \}} \text{ where } m(A_i) > 1 \text{ } m(A_i)
\end{align*}
\]

**Example 4.** The following are two formulas with the same number of propositional atomic formulas where the measure of reuse \( R \) is low in the former and high in the latter:

\[
\begin{align*}
\alpha_m &= A_1 \lor (A_2 \lor (A_3 \lor A_4)) \\
\beta_M &= (A_1 \lor A_1) \lor (A_1 \lor A_1)
\end{align*}
\]

In the first case, the value of reuse \( R(\{ \alpha_m \}) \) is 0 (no reuse at all), while in the second the value of reuse \( R(\{ \beta_M \}) \) is 10 (the maximum value of reuse for a formula of length 4).

At first glance, the definition of the measure of reuse looks rather arbitrary. However, it can be easily generalized, as we show just below.

4.2. Algebra of closed first-order terms

We give now a definition of \( R \) for the case where the minimal model is any algebra of closed first-order terms. As can be seen,\(^3\) this definition generalizes Definition 3.

\(^3\)I.e., by interpreting ‘\( \lor \)’ and ‘\( \land \)’ as functions of arity 2, and seeing propositional atomic formulas as constants.
**Definition 5.** Let $A$ indicate a possibly empty multiset of terms in a signature and let \( \{a_1, \ldots, a_n\} \) represent a set of constants. Furthermore, let $m(t_i)$ express the multiplicity of occurrences of term $t_i$ in the multiset \( \{t_1, \ldots, t_n\} \), and $m(a_i)$ express the multiplicity of occurrences of constant $a_i$ in the multiset \( \{a_1, \ldots, a_n\} \).

\[
R(\{f(t_1, \ldots, t_n)\} \cup A) = R(\{t_1, \ldots, t_n\} \cup A) + \sum_{t_i \in \{t_1, \ldots, t_n\} \text{ where } m(t_i) > 1} m(t_i)
\]

\[
R(\{a_1, \ldots, a_n\}) = \sum_{a_i \in \{a_1, \ldots, a_n\} \text{ where } m(a_i) > 1} m(a_i)
\]

**Example 6.** In analogy to the previous example, we give two terms with the same number of constants for which there are two different values for the measure of reuse:

\[
t_m = f(a_1, a_2, a_3, a_4)
\]

\[
t_M = f(f(a_1, a_1), f(a_1, a_1))
\]

In the former case, the value of reuse $R(\{t_m\})$ is 0 (no reuse at all). While in the second the value of reuse $R(\{t_M\})$ is 10 (the maximum value of reuse for a term of length 4; note that, $R(\{f(t_1, \ldots, t_n)\}) = R(\{f(f(t_1, \ldots, t_n))\})$).

**4.3. Example for the reuse in the local caching protocol**

Below we present an example of reuse of information in the local caching protocol, in the case of the generation of the minimal model of an algebra of closed first-order terms under the constraint $w$ represented by the set of terms $t \in \mathcal{T}$ whose length $L(t)$ is not more than 3.

Let $g$ be a generator of arity 2. According to the computational model that takes into account the interdependencies of the tokens of the generators, we take as $\tilde{g}$ the following function mapping $\phi(T^3)$ into itself:

\[
\tilde{g}((t_1, t_2, t_3)) = \{(t_1, t_2, t_3) \in T^3 \mid (t_1, t_2) \in T^2 \text{ and } t_3 = g(t_1, t_2)\}.
\]

It can be immediately verified that \( \tilde{g} \) satisfies the properties of the approximating function described in [1] as: \( \tilde{g} : \phi(T^{n+1}) \mapsto \phi(T^{n+1}) \) where

\[
\forall s \in \phi(T^{n+1}): \quad \mathcal{B} \cap s \subset \tilde{g}(s).
\]

Thus, the interdependency function computes an upper approximation of the part of any subset of $T^{n+1}$ which is included in the graph of the generator's function. Being an approximation function, we assume that $\tilde{g}$ has the usual (anti-)closure properties, i.e., it is reductive, monotonous and idempotent, i.e.

\[
\forall s, s_1, s_2,
\begin{align*}
\tilde{g}(s) &\subset s \\
\text{if } s_1 \subset s_2 \text{ then } \tilde{g}(s_1) \subset \tilde{g}(s_2) \\
\tilde{g}(\tilde{g}(s)) &= \tilde{g}(s)
\end{align*}
\]
When \( \bar{g} \) is thus defined, the semantics of the token \texttt{ins-}k of rule (LC3) and \texttt{init} of rule (LC1) are well defined. Let us now analyze the flow of messages in the local caching protocol.

A broker is initially given the scope \( w_0 = \{ t \in \mathcal{T} \mid L(t) \leq 3 \} \). Suppose it receives the request \texttt{requ}(w) where \( w = \{ t \in \mathcal{T} \mid L(t) \leq 2 \} \). As explained before, the token \texttt{split}(w_0, w, w_1, w_2) produces two new sets \( w_1 \) and \( w_2 \). In our example, it immediately follows that \( w_1 = w_0 \cap w = w \) and \( w_2 = w_0 \cap \bar{w} = \{ t \in \mathcal{T} \mid L(t) = 3 \} \). Besides, the token \texttt{init}(w_1, s) will set \( s = \{ t \in \mathcal{T} \mid L(t) \leq 2 \} \). By triggering the rule (LC1), a new agent will be spawned, whose scope will be held in \( s \).

Let us focus our attention on this new agent. Suppose the tokens \texttt{seek-1} and \texttt{free-1} are already present in the agent’s multiset of tokens; then, token \texttt{seek-1} will activate the backdependency function on the broker-local constraint store \( s \), establishing a constraint over the arguments. Notice that since \( L(t) \leq 2 \), the backdependency function will deliver a subrequest to a zero-ary or unary broker. This will produce a subrequest to another agent, encoded as the argument of the token \texttt{requ}. If the answer to this request is already present in the broker’s local storage, encoded as the argument of the token \texttt{answer}, then rule (LC3) will be triggered, instantiating the first argument and generating the answer to the initial request \( M' \). The argument of the answer could instead have been generated by the broker itself during a past computation, and then broadcast to all existing brokers, as shown in rule (LC6).

### 4.4. Comparing reuse in the two protocols

Both the request-subrequest and the local caching protocol provide support for reusing already generated results. The main difference between the two protocols is that local caching allows a structured possibility of reuse, i.e., it automatically binds the new results of a generator with the results that are already known. By contrast, as illustrated in rule (RS6), the request-subrequest protocol offers only unstructured memory, namely it merely stores the results via the persistence of the token \texttt{process(x)} in the state of the requestee broker.

This difference in behavior is illustrated through the example of Fig. 2, where a broker associated with a generator \( g \) of arity 2 asks two other brokers a request of the same kind; these, in turn, ask two other brokers a subrequest to generate tokens \( a \) and \( b \). The request-subrequest protocol allows a simple form of reuse, amounting to storing the partial results \( a \) and \( b \) in the requestee broker which can then re-deliver such results upon new requests without newly generating them. By contrast, the local caching protocol allows complete re-use of results, shifting all the computational load to the broker associated with the generator \( g \). Generators for \( a \) and \( b \) send their answer to \( g \) to yield \( g(a, b) \); this token is returned in a de-indexed fashion and reaches all existing brokers, that can then use it to build the new token \( g(g(a, b), g(a, b)) \). The local caching protocol’s structured reuse dramatically reduces the number of brokers involved, even though the de-indexed message flow characteristic of local caching produces in some cases bundles of wasted messages.
4.5. The average quantity of reuse

In the previous section, we have shown how a numerical value can be assigned to a given DPS problem expressed as a first-order term. This numerical value corresponds to the measure of reuse of information for that specific problem. To make practical sense of this measure of reuse, think of the following simple procedure:

- Define a criterion for the size of DPS problems in a given domain. For instance, we can choose to treat problems up to an arbitrary length $n$, where length is defined w.r.t. the encoding of a problem as a first-order term.
- Calculate the mean value of reuse $\mu_n$ for all problems of length less than or equal to $n$. This can be done by exhaustively computing the individual value of reuse for each term of length less than or equal to $n$, and then dividing the sum of all values by the corresponding number of terms.
- Use further criteria to measure additional costs in the two protocols. For instance, determine the average number $BS_n$ of brokers spawned for all problems of length less than or equal to $n$ in the given domain according the request–subrequest protocol. See [2] for techniques for determining these parameters.
- Now take the value $\mu_n \times BS_n$ and, when faced with the question of which protocol to use for the treatment of a specific DPS problem of length less than or equal to $n$ in the given domain, apply the following rule of thumb: if the individual value of reuse $R$ for the specific problem is greater than $\mu_n \times BS_n$ then opt for local caching, otherwise stick to request–subrequest.
An interesting problem arises when the average value of reuse cannot be computed because the criterion for fixing the size of a DPS problem does not determine a finite set. Take for instance the following recursive ambiguous context-free grammar $G$ for generating boolean expressions, where with the symbol $F$ we denote a generic propositional formula, with $A$ an atomic formula, and with $a$, $b$, $c$ and $d$ we denote four particular atomic formulas:

$$S \Rightarrow F$$
$$F \Rightarrow A \mid F \lor F \mid F \land F \mid \neg F \mid (F)$$
$$A \Rightarrow a \mid b \mid c \mid d$$

Now take the criterion for defining the size of a problem to be given by the number $n$ of occurrences of atomic formulas in a given formula; it is easy to see that for any $n \geq 1$ the number of such formulas is infinite. Yet the criterion is intuitively finite, under the assumption that the equivalence from classical logic $\neg \neg x \leftrightarrow x$ (law of double negation) holds. In fact, in this way any even number of occurrences of ‘‘$\neg$’’ can simply be ignored, and any odd number of occurrences of ‘‘$\lor$’’ can be reduced to a single occurrence of ‘‘$\neg$’’. An easy variation of this case can be taken from text processing: in the LaTeX text processing system, any sequence of occurrences of the operator \mbox can be reduced to a single occurrence of the same operator.

In the next section we formalize these arguments by showing how the criterion above for the language of boolean formulas can still lead to a computable average of reuse if the language is simplified by taking into account the semantic equivalences generated by the law of double negation. Section 4.8 provides a general set of simplifying techniques that can be applied to all DPS problems as formalized in the CBKB framework. Interestingly enough, this is done by reducing DPS problems to parsing problems; in a way, this generalizes to DPS the relationship between parsing and database querying as characterized in [30, 41].

On the other hand, the case of a boolean formula with multiple occurrences of the same subformula can be thought as an abstract version of many real-life examples, where the same piece of information is used over and over again in different places. Consider for example a hyper-document where e.g. all Xerox copiers are described in terms of specification, costs, suppliers, references, table of comparisons, other company’s products, etc. Obviously, the same pieces of information (e.g., price list, vendor addresses, warranty text, Xerox logo and Xerox common information, . . .) are reused in most of the documents of this sort. In a hyper-document, typically, there are many links that point to these pieces of information. Likely reuse of this information during a browsing session suggests local caching as the appropriate protocol.

4.6. Language quotienting

Let $\hat{x}$ be an ambiguous propositional formula and $M$ the set of parsed trees generated by the grammar $G$, we denote with $M_{\hat{x}}$ the set of parsed trees having $\hat{x}$ as leaf. The
cardinality of \( \mathcal{M}_z \) is given by the \((n-1)\)th number of Catalan \( C_{n-1} \), where \( n \) is the number of atomic formulas in \( \mathcal{M}_z \), i.e.

\[
|\mathcal{M}_z| = C_{n-1}.
\]

This holds, since we can set a bijection between the binary trees with \( n \) leaves and the ways of putting parentheses to a word of length \( n \). See [25] for details.

**Example 7.** Let \( \mathcal{M}_z \) be \( a \lor b \land c \lor d \). Then, we get \( \mathcal{M}_z = \{ ((a \lor b) \land (c \lor d)), (a \lor (b \land (c \lor d))), ((a \lor b) \land c) \lor d), ((a \lor (b \land c)) \lor d) \} \), and hence \( |\mathcal{M}_z| = C_3 = 5 \).

Let \( \mathcal{M}_n \) be the (infinite) set of well-formed propositional formulas with \( n \) atomic formulas yielded by the grammar \( G \). Thus, the quantity

\[
\mu_n = \frac{\sum_{x \subseteq \mathcal{M}_n} R(\{x\})}{|\mathcal{M}_n|}
\]

gives the average value for the measure of reuse \( R \) in the domain of well-formed propositional formulas of length \( n \). According to its value, the quantity \( \mu_n \) supplies us with a reliable criterion for deciding which of the two protocols is more suitable for implementing the CBKB model in the domain of the well-formed formulas without variables.

We now define the least equivalence relation \( \simeq \) on the language \( L(G) \) generated by the grammar \( G \) (which contains the following relation \( \sim \)) where \( x \) stands for a well-formed propositional formula:

\[
((-)^n x) \sim x \text{ if } n \text{ is even} \\
((-)^n x) \sim \neg x \text{ if } n \text{ is odd}
\]

Now consider

\[
L(G) = \frac{L(G)}{\sim}.
\]

We can now simplify \( L(G) \) to the quotient language \( L(G)^\sim \) without loss of generality (by assuming the equivalence \( \neg \neg x \leftrightarrow x \)). Clearly in \( L(G)^\sim \), for any \( n \) the set \( \mathcal{M}_n \) of well-formed propositional formulas with \( n \) atomic formulas is finite, and this makes possible to compute the average value of reuse for formulas with \( n \) or less occurrences of atomic formulas. Furthermore, we can prove a proposition which shows an interesting relation between the individual measure of reuse \( R \) and the number of Catalan.

**Proposition 8.** Let \( L(G)_n \) be the set of well-formed formulas in \( L(G)^\sim \) having \( n \) atomic occurrences, and let \( \psi \) be the number of different atomic formulas in the grammar \( G \), then \( |L(G)_n| = C_{n-1} \psi^n 2^{3n-2} \).

\[\text{Note:} \quad C_n = \frac{(2n)!}{n!n!3^n}.\]
Proof. Let $T$ be a binary tree representing the parse of a formula with $n$ atomic occurrences. Obviously, the number of nodes of $T$ is $2n - 1$, and the total number of inner nodes (i.e., nodes that are not leaves) is $(2n - 1) - n = n - 1$. Now there will be only two ways of generating a well-formed propositional formula from the tree $T$. Briefly,

(i) since every inner node is binary, and since a propositional formula has only two binary connectives ('V' and 'A'), there are $2^{n-1}$ ways of placing these connectives to the formula.

(ii) since the double negation is absorbed by a blank, there are $\sum_{i=0}^{2n-1} \binom{2n-1}{i} = \binom{2n}{n}$

ways of adding the negation symbol ($i = 0$ represents the case where no negation symbol is set).

It is easy to see that there is a bijection between the binary trees generated in this way and the well-formed propositional formulas of $L(G)'$. Since there are $C_{n-1}$ different binary trees and only $\phi^p$ different dispositions of $\phi$ atomic formulas into $n$ atomic occurrences, the claim follows. \qed

By Proposition 8, we can now capture the quantity $\mu_n$ defining the average value for the measure of reuse, with the following closed formula

$$\mu_n = \frac{\sum_{a \in M_n} R(\{a\})}{C_{n-1} \phi^p 2^{3n-2}}.$$

4.7. Discussion

While local caching would seem in general appropriate for parsing boolean expressions with the grammar above, there are cases where request-subrequest is instead preferable.

As shown in Fig. 3, in the generation of the parse tree for the formula $x = ((a \land b) \land (c \lor d))$ where only little reuse of previous partial results is possible, the request-subrequest protocol is the right choice. As stated in the grey box of the ‘and’-broker’s generator for the partial result $(c \lor d)$, the possible reuse of information is low, and as a consequence the use of the local caching protocol is not recommended.

The local caching protocol is particularly appropriate when parsing formulas with multiple occurrences of the same subformulas, as in the case of the formula $x = ((a \land a) \land (a \land a))$. This aspect is put in evidence in Fig. 4 by showing the traffic among brokers agents during the generation of $x$. Solid lines represent messages which are effectively used in constructing the token, while dashed lines stand for broadcast messages which could possibly get wasted.

The broker agent in charge of $a$ sends $a$ to the ‘and’-broker’s generator which binds (and reuses) this argument to generate $(a \land a)$; finally, this new token is again reused and bound twice for the generation of the token $((a \land a) \land (a \land a))$. This is a significant case of reuse, obtained at the price of a bundle of possibly wasted messages.

Fig. 5 focuses on how the number of broadcast messages grow with increasing the number of brokers. It displays a rich bundle of messages, very few of which (printed
in solid lines) are actually used for the generation of the token \(((a \lor b) \land (a \lor b))\). Here the ‘and’-broker’s generator can benefit from the deindexation of the answer because both pools containing the tokens \texttt{free-1} and \texttt{free-2} receive the partial result \((a \lor b)\), causing the generator to yield the answer.

### 4.8. Algebraic analysis

We now generalize the parsing example of Section 4.6 by showing how DPS problems can be mapped into grammars. The computation of the average value of reuse
can then take advantage of Schützenberger's techniques [36, 37] based on algebraic and transcendental generating functions. These techniques allow the analytical computation of combinatorial quantities relative to the language generated by a grammar $G$, allowing a full (although possibly asymptotic) analysis of the reuse. More specifically, these techniques support the calculation of the mean value of reuse $\mu_n$: again, this is done by exhaustively computing the individual value of reuse for each word in the language of length less than or equal to $n$, and then dividing the sum of all values by the number of words up to length $n$. The number of words up to length $n$ is provided as part of the generating function for $G$.

In two steps, we elaborate on generalizing the heuristic presented before:
- first, we convert a Herbrand domain into a grammar $G$, and
- then we apply some well-known algebraic techniques to evaluate the measure of reuse for the terms in the Herbrand domain, i.e., we calculate the mean value of reuse $\mu_n$ for all words in $L(G)$.

Let us focus on the first step. Given a signature $\Sigma$, the algebra of closed terms $T_\Sigma$ can be generated by a suitable algebraic operator $T$ by means of a minimum fixed-point procedure. It can be seen that $T_\Sigma = \bigcup_{n=1}^{\infty} T^n(\emptyset)$. This is a worthy, although informal, argument for the recursive enumerability of $T_\Sigma$, so we are able to state the following proposition.
Proposition 9. Let $T_\Sigma$ be an algebra of closed terms, then there exists a grammar $G$ such that the language generated by $G$ is $L(G) = T_\Sigma$.

The grammar generating the closed terms algebra $T_\Sigma$ could be given by the quadruple

$$G = (\{\text{term}\}, \Sigma_0, \{\text{term} \mapsto f(\text{term}, \ldots, \text{term})\}, \{\text{term}\}),$$

where $\{\text{term}\}$ is the set of non-terminal symbols, $\Sigma_0$ is the set of terminal symbols, and where $f \in \Sigma$. Since this is an unambiguous grammar, we can apply to $G$ all the methods and tools derived from the theory of algebraic languages. In order to simplify the algebraic analysis from the point of view of reuse, we will quotient the Herbrand domain according to the symmetric transitive closure of a rewrite-rules system with roots in the semantic properties of the domain. Then we derive once again the generating grammar for the quotient of $L(G)$ and reapply the algebraic methods to the simplified domain, increasing computational complexity. The main problem is to keep the quotient of a generated language as computable as possible. From the point of view of computability theory, this amounts to keeping the quotient set at least recursively enumerable. For this property to be meaningful, one must identify an equivalence class with a particular element, namely a normal form with respect to an equational theory $E$. Thus we can set an injective map $I$ between $T_\Sigma/E$ and $T_\Sigma$ such that $I([t]) = \eta f_{\Sigma}(t)$. Then we can embed $T_\Sigma/E$ into the free monoid $(\Sigma)^*$ which is codifiable in $\mathbb{N}$.

This creates an interesting connection between the results of our approach and the decidability problem of equational first-order theories. Indeed the following proposition is an immediate consequence of Birckhoff’s basic result on equational logic.

Proposition 10. Let $T_\Sigma$ be an algebra of closed terms and let $E$ be an equational first-order theory over $\Sigma$. If $E$ is decidable then there exists a grammar such that $L(G) = T_\Sigma/E$.

Example 11. Consider the algebra of well-formed propositional formulas of the preceding section and let $E = \{\neg
-\neg x = x\}$. This set is trivially decidable, so the quotient algebra modulo $E$ can still be generated by a grammar (it will be the set $\{x, \neg x$ where $x$ is $a$ or $b\}$).

After the discussion of the conversion of a Herbrand domain into a grammar $G$, we now use Schützenberger’s method to simplify the combinatorial complexity of the language and to calculate the mean value of reuse $\mu_n$ for all words in $L(G)$.

Algebraic languages can be associated with an algebraic function $f_L$, such that, if $f_L(x) = \sum_{i=0}^{\infty} w_i x^i$ for some subset of the real numbers, then $w_i$ gives the number of words of the language $L$ whose length is $i$. Consequently, we can use the $w_i$ in our heuristic to give a more general measure for $\mu_n$. Having a measure of reuse $R$ for an individual word and letting $M_n$ represent the set of words of $L$ up to length $n$, the
mean value of reuse \( \mu_n \) for all words in \( M_n \) is given by

\[
\mu_n = \frac{\sum_{m \in M_n} R(\{m\})}{\sum_{i=0}^{n} w_i}.
\]

**Example 12.** Let \( L(G) \) be the language generated by the following grammar

\[
F \rightarrow \neg F \mid a \mid b
\]  

(1)

Applying Schützenberger’s method to such a grammar, we get the following generating function \( f_{L(G)}(x) = \frac{2x}{1 - x} \) which, in the interval \((-1,1)\) is the functional limit of the power series \( \sum_{i=1}^{\infty} 2x^i \). Therefore, for each integer \( i \) there will be two words of length \( i \).

Now let us quotient the language \( L(G) \) with respect to the equivalence relation generated by equational system \( E = \{ \neg x = x \} \). This is a trivial decidable equational system where the normal form of a term is easily derivable; thus, according to Proposition 10, we expect \( L(G)/E \) to be a language generated by a grammar. This holds since the following grammar \( G' \), defined by

\[
F \rightarrow \neg G \mid G
\]  

(2)

\[
G \rightarrow a \mid b
\]  

(3)

generates the language \( L(G)/E \).

If we now apply the Schützenberger method to \( L(G') \) we find a corresponding generating function \( f_{L(G')} (x) = 2x + 2x^2 \) whose power-series expansion is immediate. Again, the central idea of this method is that the “quotienting” of a grammar-generated language actually trims the recursive structure of the production rules. This is reflected in the Schützenberger method by a lower degree or, more generally, by a simpler algebraic expression of the generating function.

5. Related work

This paper relates directly to previous results published in [1] where the notion of Constraint Based Knowledge Broker was first introduced. More recent work on the CBKB model [2] has provided a number of complexity results concerning the number of agents needed in the request-subrequest protocol, and the number of messages sent, both in the form of requests and answers. These results have directly influenced the idea of investigating different protocols, so as to handle a variety of problem domains and system architectures.

For a conceptual characterization of Distributed Problem Solving see [17, 18]. A number of different cooperation strategies between agents have been proposed, ranging from strongly hierarchical master–slave relationship (as in the CBKB framework using the request–subrequest protocol), to the less hierarchical Contract-Net [39], to the sharing of common goals. Both the Contract-Net protocol and the CBKB framework...
apply structured messages to model agent interaction. The Contract-Net protocol supports an application protocol for communication between problem solving agents and facilitates distributed control during the problem solving effort. Special emphasis is put on finding those agents which are eligible for solving the created subproblems, and on the negotiation between agents for information exchange with respect to subproblem descriptions, required agent capabilities, and subproblem solutions [15]. The Contract-Net protocol can be seen as a particular instance of a CBKB-system with two broker roles, namely a manager and a set of bidders. The manager tries to locate a contractor among the bidders to solve a particular problem. As a result, the manager is equipped with a very specific generator for the bid selection. The protocol is negotiation-based along five different phases. In the first phase, the manager announces the problem by sending a request for bids to the set of bidders, e.g. by sending a request constraining the problem domain and constraining the capabilities a potential contractor must have. In the next phase, the bidders check the problem constraints and propagate their bids, e.g. by tailoring the problem domain to their scope. The next phase comprises the selection of a contractor by the manager. Upon receipt of answers the manager invokes its generator. The result generation is quite simple. If the bid satisfies the initial constraint, a potential contractor is found. Among all potential contractors, a “best” (according to some problem-dependent criteria) potential contractor is selected as contractor. In the fourth phase, the problem solving task is transmitted to the contractor. The final phase concludes with the problem solving itself.

More recently, a cooperative information gathering approach using a multi-agent system based on DPS has been illustrated in [29]. Additional relevant literature can be found in [26]. Cooperative Solutions for Constraint Satisfaction Problems have been addressed in [13] where quantitative measures (e.g. time to solution distributions) based on experiments are given. However, so far, DPS has been missing a real computational model, and our work can be seen as a first contribution to fill this gap.

Concurrent Constraint Programming – the background for our CBKB model – introduced in [32] (see also [35]), applies the insights gained through Constraint Logic Programming [21, 23] to concurrent programming. A process transition is controlled by the presence of a constraint in the constraint store, or, more precisely, by its entailment from the constraint store. This enforces a strictly monotonous view of constraints, which has been partially relaxed in [14, 16, 34] (for a similar kind of relaxation, see also [22]). This approach does not make the distinction between two different uses of constraints: for local problem solving and for communication (and hence for Distributed Problem Solving). By contrast, this distinction appears clearly in the CBKB model, where communication of constraints is achieved via the global flow of messages while each individual broker agent encapsulates its own local problem solver. Thus, our approach can also be seen as a contribution to merging the two paradigms of Concurrent Constraint Programming and of Coordination Languages [11], where a coordination language is seen as the layer for gluing together independent software components to perform a global activity.
An early contribution in this direction (dating well before the programming paradigms of both Concurrent Constraint Programming and Coordination Languages) can be found in [28], where a framework is proposed in which a set of constraints is solved by a system of cooperative, distributed, specialized constraint solvers which exchange their relevant results. This framework is based on a simple broadcast mechanism for constraint propagation, without further investigations on refinements, variations and complexity of this basic protocol.

6. Conclusions and future developments

In this paper, we have defined a design space of constraint-based communication protocols for Distributed Problem Solving (DPS) by formally defining two opposite extremes of information sharing. One extreme captures the hypothesis of minimal information reuse: all generated information is potentially made available, but can be delivered only in response to specific requests. The opposite case is based on the idea of maximal information reuse: all generated information is immediately broadcast to all agents.

We have formally introduced the notion of quantity of reuse of information to obtain a heuristic to decide between the two protocols, as well as a basic metric over the space of protocols that lie in between the two extremes. These other protocols define intermediate attitudes towards information, in between the hypotheses of minimal and maximal reuse, and in general will be the more useful for most practical applications. We need flexible ways for expressing such protocols, and for mixing them freely in the overall solution of a problem. In addition, we need ways to guess the right protocol, or the right melange of protocols, for specific problems. This calls for contributions from such diverse fields as programming linguistics, learning and simulation.

Another important area of investigation is extending the choice criterion for protocols to take into account not only the type of DPS problem but also the characteristics of the underlying system architecture. For instance, transputers seem particularly well-suited for the request–subrequest protocol, as the cost of communication is low and there are strong limitations on storage. By contrast, for distributed architecture based, say, on networks of workstations, local caching would appear as the most appropriate solution.

Acknowledgements

We would like to thank Natalie Glance and the anonymous referees for their helpful comments on earlier versions of this paper.
References