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Regression test case selection techniques attempt to increase the testing effectiveness based on the mea-
surement capabilities, such as cost, coverage, and fault detection. This systematic literature review presents
state-of-the-art research in effective regression test case selection techniques. We examined 47 empirical
studies published between 2007 and 2015. The selected studies are categorized according to the selection
procedure, empirical study design, and adequacy criteria with respect to their effectiveness measurement
capability and methods used to measure the validity of these results.

The results showed that mining and learning-based regression test case selection was reported in 39% of
the studies, unit level testing was reported in 18% of the studies, and object-oriented environment (Java)
was used in 26% of the studies. Structural faults, the most common target, was used in 55% of the studies.
Overall, only 39% of the studies conducted followed experimental guidelines and are reproducible.

There are 7 different cost measures, 13 different coverage types, and 5 fault-detection metrics reported
in these studies. It is also observed that 70% of the studies being analyzed used cost as the effectiveness
measure compared to 31% that used fault-detection capability and 16% that used coverage.
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1. INTRODUCTION

Regression testing is a repetitive part of software testing. It ensures that new defects
will not be introduced into the extended code or specification changes. IEEE defines
regression testing as (IEEE-Std-610.12-1990 1990):

“Selective retesting of a system or component to verify that modifications have not
caused unintended effects and that the system or components still complies with its
specified requirement.”

The use of regression testing may increase due to the growth in iterative development
as well as reusability of different software artifacts at different levels of software

Authors’ addresses: R. Kazmi, D. N. A. Jawawi, R. Mohamad, Department of Software Engineering Fac-
ulty of Computing Universiti Teknologi Malaysia 81310 UTM dJohor Bahru, Johor, Malaysia; emails:
rafaqutkazmi@gmail.com, dayang@utm.my, radziahm@utm.my; I. Ghani, School of Information Technology,
Monash University Malaysia, 47500 Bandar Sunway Selangor, Malaysia; email: imran.ghani@monash.edu.
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted
without fee provided that copies are not made or distributed for profit or commercial advantage and that
copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for
components of this work owned by others than ACM must be honored. Abstracting with credit is permitted.
To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this
work in other works requires prior specific permission and/or a fee. Permissions may be requested from
Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212)
869-0481, or permissions@acm.org.

© 2017 ACM 0360-0300/2017/05-ART29 $15.00

DOI: http://dx.doi.org/10.1145/3057269

ACM Computing Surveys, Vol. 50, No. 2, Article 29, Publication date: May 2017.



http://dx.doi.org/10.1145/3057269
http://dx.doi.org/10.1145/3057269

29:2 R. Kazmi et al.

projects. This issue necessitates the need to select test cases effectively, which is a
challenging task. This is because it affects the cost, coverage, and fault detection during
regression testing. As mentioned in several studies, 50% of a project’s cost is spent on
software testing and 80% of this amount is consumed by regression testing [Chittimalli
and Harrold 2009; Tao et al. 2010a; White 1989]. To maintain the effectiveness (cost,
coverage, fault) of test suite in regression testing, tester may reduce size of test suite,
number of test case execution, test case execution time, select a subset of test cases that
have already been executed on the system under testing (SUT), or effectively prioritize
the test cases [Askarunisa et al. 2010]. The behavior of regression test selection (RTS)
and test suite reduction are almost similar. They both attempt to select a subset of test
cases from previously executed test suites. But the main difference between them is
RTS is based on code modifications in SUT and selects the test cases that are relevant to
the modifications between the previous and current version. On the contrary, reduction
methods rely on coverage information metrics for a single version. On the other side,
test suite prioritization reorders test cases with the intent to discover faults from SUT
as early as possible. The main difference between RTS and prioritization techniques
is prioritization does not account for code modifications in SUT. The main focus of
prioritization techniques is to increase fault detection ability, ignoring the version
of SUT or modifications made to the source code of SUT [Yoo and Harman 2012].
Coverage information with fault detection is used as proxy for regression test case
selection [Rothermel et al. 1998] and in other studies, code coverage information is also
utilized for cost reduction in RTS techniques [Rosenblum and Weyuker 1997; Binkley
1995; Inozemtseva and Holmes 2014]. The scope chosen for this systematic literature
review (SLR) is effectiveness of RTS. This scope is chosen because these techniques are
related to a common objective of regression testing optimization. These techniques aim
to optimize regression testing from an existing pool of test cases based on changes in
the current version of the SUT.

These three parameters (cost, coverage, and fault detection capability) are chosen
because measurement of effectiveness is context-dependent [Do and Rothermel 2006].
The context we mean is circumstances that form the existence of an event, which in
current scenario is regression testing. The context of regression testing is different for
different testing constraints, such as configuration aware regression testing [Qu et al.
2008], time aware regression testing [Zhang et al. 2009], faulty control flow path aware
regression testing [Jiang and Su 2007], and fault-free time aware regression testing
[Yoo and Harman 2012]. The measurement of software testing costs can be divided into
two: direct measures and indirect measures [Leung and White 1991]. Direct measures
include time for test specification, analysis, design, execution, and post analysis. Indi-
rect costs include managerial cost, maintenance cost, and tools cost. Effectiveness is
determined on the basis of coverage, fault detection, and direct costs. There is a close
relationship between cost and effectiveness [Elbaum et al. 2003]. A test case is said to
be effective if it finds more bugs [Orso and Rothermel 2014]. There are other ways to
measure the effectiveness of regression testing as reported in the literature. Coverage
is the main contributor of cost in regression testing with its fault detection [Rosenblum
and Weyuker 1997]. Unfortunately, many researchers do not agree on the relationship
between costs, coverage, and fault detection [Andrews et al. 2006; Cai and Lyu 2005;
Namin and Andrews 2009; Gligoric et al. 2014]. Effectiveness is also measured in terms
of effort reduction in creating and maintaining test suites [Poulding et al. 2007], cov-
erage information of SUT [Tao et al. 2010b], and cost-effectiveness of test suite [Nagar
et al. 2014]. There is a need to find the relationships between effectiveness contributors
and its impact on RTS techniques.

Regression testing is used in different applications, such as database [Haftmann et al.
2007], graphical user interface (GUI) [Memon and Soffa 2003; Memon 2008; Memon
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Table I. Summary of Related Studies in Regression Testing

Total
Year of Studies
Study Type Study References Study Focus Publication | Reviewed | Years Covered
SLRs [Engstrom et al. 2010] Test Case 2010 27 1988-2006
Selection
[Engstrom et al. 2008] Test Case 2008 28 1969-2006
Selection
Surveys [Orso and Rothermel Software 2014 — 2000-2014
2014] Testing
[Yoo and Harman 2012] Regression 2012 159 1977-2009
Testing
[Biswas et al. 2011b] Test Case 2011 —
Selection
Mapping [Gonzalez et al. 2014] Software 2014 16 2000-2013
Testing

et al. 2005], web [Xu et al. 2003; Kung et al. 2000; Harman and Alshahwan 2008;
Roest et al. 2010], and real-time embedded systems applications [Schiitz 1994; Hla
et al. 2008; White and Robinson 2004]. In Biswas et al. [2011b], the authors compared
different regression testing techniques. They also classify those techniques with respect
to application types. This survey highlights the need to investigate the relationship
between cost- and coverage-based effectiveness. There is not enough evidence found
from SLRs, mapping studies, and surveys on the relationship between cost, coverage,
and fault detection as shown in Table I.

The organization of this article is as follows. Section 2 discusses the background
of empirical evidence for SLR RTS selection techniques. Section 3 describes a frame-
work to evaluate the quality of empirical studies selected. Section 4 describes research
method adopted to conduct this SLR. Section 5 represents and discusses the results.
Section 6 describes the threats to validity with regard to this SLR. The discussion and
conclusion for this SLR are presented in Section 7 and Section 8, respectively. Finally,
Section 9 presents future works with regard to this SLR.

2. BACKGROUND OF REGRESSION TEST CASE SELECTION STUDIES

As mentioned in the Introduction, in this SLR, the authors have collected relevant arti-
cles discussing regression test case selection techniques that focused on cost-, coverage-,
or fault-based effectiveness. In the literature, there are only two SLRs, one mapping
study, and three surveys that are related to regression testing or regression test case
selection, as shown in Table I. But these studies did not focus on effectiveness based
on cost, coverage, and fault detection of regression test case selection. Let us discuss
these studies one by one.

The first SLR [Engstrom et al. 2010] covered the time period between 1988 and 2006
and identified 27 studies, including 38 empirical studies, 21 experiments, and 25 case
studies. The SLR identified 28 regression test case selection techniques and compared
these techniques on the basis of cost reduction and fault detection capability. The
second SLR [Engstrom et al. 2008] covered the time period between 1969 and 2006 and
identified 28 primary studies for regression test case selection. The identified regression
test case selection techniques are classified on the basis of their input method, type
of code under analysis, and selection criteria. The authors of these SLRs concluded
that there is a need to put research focus on medium to large data sets for empirical
studies and there is also a need to investigate regression test case selection using better
empirical designs and evaluation methods. The conclusion for these two SLRs were the
same as presented in Engstrom et al. [2010].
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In addition, there is one mapping study [Gonzalez et al. 2014] found in the literature.
It covered the time period between 2000 and 2013. The results are the same as reported
in previous SLRs with the same shortcomings. The authors identified four testing
families on the basis of testing procedure and types of SUT and evaluated 26 techniques
empirically. The authors also mentioned the need to focus on experimental designs and
evaluation methods and suggested the use of statistical methods for results evaluation.

In addition to these two SLRs and one maping study, there are three significant
surveys in the regression testing domain [Yoo and Harman 2012; Biswas et al. 2011b,
Orso and Rothermel 2014]. All these surveys presented detailed and comprehensive
disscussions about test case selection, prioritization, and reduction methods. In Yoo
and Harman [2012], the authors analyzed 159 studies covering the time period be-
tween 1977 and 2007. This survey reported that emerging trends in the field include
test data generation, multiobjective regression testing, and test oracles (with cost). The
authors also mentioned that experimental designs and empirical evaluations process
are not up to the mark, but it is getting the attention of researchers. In Biswas et al.
[2011b], the authors compared different regression testing techniques and classified
those techniques with respect to application types. This survey highlighted the need
to investigate the relationship between cost- and coverage-based effectiveness [Biswas
et al. 2011b]. The authors also put emphasis on investigating granularity of coverage,
such as statement coverage, branch coverage, condition coverage, and other coverage
types. The size of SUTs and test suite size also need to be investigated more pre-
cisely. This survey also concluded that the relationship between cost, coverage, and
other measurable factors of software testing need to be properly emphasized. Orso
and Rothermel [2014] reviewed important studies in the domain of software testing
between 2000 and 2014. The survey concluded that there are challenges in domains,
such as test oracles, testing modern (big size) application, domain-based testing, test-
ing non-functional properties of software, and probabilistic program analysis. They
also mentioned the need to establish repositories for testable artifacts (software sys-
tems, test suites, bug fixes reports). This survey also mentioned that more research is
required for empirical analysis and design in software testing.

Based on the discussions provided in previous SLRs, mapping study, and surveys,
it is obvious that these studies agreed on empirical evaluation for software testing in
general and regression testing in particular.

2.1. Regression Test Case Selection

Test case selection methods were first proposed by Fischer [1977] for maintenance of
software. Regression test selection attempts to rerun the subset of initial test suites
and verify that the changes do not affect the current software version. The main
purpose of RTS is to improve the cost of regression testing and maximize possible
fault detection ability [Graves et al. 2001]. Test case selection depends on specific and
complete conditions called test cases [Sapna and Mohanty 2010]. Test case selection is
the process to re-run the most relevant test cases with respect to changes or updates
made to SUT [Elbaum et al. 2003]. As shown in Table II, test case selection is used to
select a subset of test cases already available for previously executed test cases [Beizer
1995]. Test cases are inputs for the testing process and act as executional conditions
with expected outputs [EEE 1990]. The set of two or more test cases, called “test suite,”
expands with the evolution of software. It is not wise to re-execute all these test cases
as it costs a lot in terms of the development, execution, and maintenance of these test
suites [Askarunisa et al. 2010]. Thus, an appropriate test case selection technique is
useful in regression testing. Before we discuss test case selection and regression testing
together, it is better to discuss regression testing first.
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Table II. Regression Testing Steps and Their Related Problems

Number Steps in Regression Testing Related Problems

1 Select TV sub-set of T, a set of test cases to re-run Regression Test Selection/
on P’ Prioritization/Reduction

2 Testing P’ using T’ to verify the correctness of P’ Test Suite Execution Problem
with respect to T

3 If required, produce T”, a set of new functional or Coverage Identification Problem
structural test cases for P’

4 Test P’ with T” to verify the correctness of P’ with | Test Suite Execution Problem
respect to T

5 Create T"”, a new set of test cases and test history Test Suite Maintenance
of P/, from T, TV, and T”

Regression testing is formally described by the following: suppose P be the current
program and P’ to be the next version of P. Let S be the current set of specification of P
and S’ be the specifications of next versions of P’. Similarly, T is the test suite for P, and
individual test cases can be represented by t. A regression test case selection technique
tries to select test case T” subset of T in such a way as to fulfill testing specifications
S’ and the changes or modification from P to P’ [Rothermel 1996; Yoo and Harman
2012]. Table II shows the steps taken during regression testing and related problems
that need to be solved in each step.

In Table II, T represents the test suite, P represents the program under test, P’
represents the modified program, T’ represents the test suite for P’, T” is the test
suite for updated versions of P’, and T"” is the test suite to verify the results of T".
In the scenario presented in Table II, a program P is tested with a test suite T. After
modifications made in P, it is important to verify that the produced P’ did not adversely
impact the functionality of P. Thus, there is a need for a modified test suite, which is
represented as T" and is used to verify the changes or modified parts of P’. This issue
is known as the test case selection problem, which aims “to select a subset of test cases
from the existing test suite to test the modified program.” This is also known as test
suite execution problem, which establishes the correctness of the modified program.

The next step is to verify the selection process correctness. It is performed by creating
another test suite T”, which is used to verify the correctness of testing and test case
selection method by several adequacy criteria, such as coverage information, cost of
test suite creation, and maintenance- or fault-based adequacy criteria, like fault rate
or fault detection capability. The final step of regression testing is to maintain the test
suite for future use. This is done by creating T””’, an updated test suite on the basis of
adequacy criterion applied in the previous execution.

The main purpose of RTS techniques is to reduce the cost of testing by reducing
the executional cost of regression test suites [Leung and White 1991]. The cost of RT'S
techniques is compared with retest-all, which is done “to re-run all the test cases in the
previous run.” The retest-all approach is impractical due to cost and effectiveness of
testing process [Mirarab et al. 2012b]. An alternative to the retest-all approach is the
random test case selection [Chittimalli and Harrold 2009]. The downside of random
test case selection is it may fail to identify many regression errors [Biswas et al.
2011b]. RTS techniques attempt to remove the drawbacks of retest-all and random test
case selection by selecting more relevant test cases to adequacy criterions or testing
objectives depending on testing process, such as coverage information [Rosenblum and
Weyuker 1997], cost bounds [Graves et al. 2001], or fault-based statistics [Ostrand
et al. 2005].

There are many different objectives and possible direct or indirect benefits with
regard to regression test case selection. The major goals observed in the literature
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for regression test case selection are N-release development [Orso et al. 2004], con-
tinuous development, continuous integration, and continuous quality enhancement
[Lewis 2016]. RTS techniques ultimately contribute directly and in some cases indi-
rectly to overall quality of software product [Lewis 2008], maintenance activities [Wong
et al. 1997], reliability of software product [Musa 1993], transition of software system
from older systems [Victor 2003], deployment activities of product, software upgrades
[Brereton et al. 2007], training of applications as well as staff and version control sys-
tem. But RTS techniques work with code/requirement information, risk management
data, software production, and metrics to evaluate the results of testing process. Due to
the multi-facet research domain and problem types, it is necessary to have a framework
to assess all these empirical studies with measureable objectives. In the next section,
we propose a framework to assess the empirical studies conducted in regression testing
in general and regression test case selection in particular.

2.2. Empirical Studies for Regression Test Case Selection

To assess whether RTS techniques can be applied in real-life software projects, there is
aneed to manage empirical studies that evaluate effectiveness with respect to cost, cov-
erage, or fault detection capability. There are three types of empirical studies, namely
case studies, experiments, and surveys [Wohlin et al. 2012]. In software engineering,
case study is an investigation that is established on multiple sources of evidences to
inquire one precedent for a particular phenomenon [Wohlin et al. 2012; Kitchenham
2004]. Experiment or controlled experiment is an empirical inquiry that manipulates
one factor of the studies settings. Surveys have the ability to evaluate a large number
of variables by investigating smaller sample of representative variables. Surveys are
conducted to knowledge domains, tools, or techniques that are already mature.

After studying the literature on empirical studies [Dyba et al. 2005; Kitchenham
et al. 2004; Kitchenham et al. 2002; Johnson 2002], we could not find a model or
framework that could help to systematically evaluate the empirical studies. Thus, we
felt it is necessary to create an assessment framework to evaluate this kind of study.
Our proposed framework will provide a proper quality assessment of empirical studies
conducted for RTS techniques as well as help researchers to design their empirical
studies for regression testing in the future. The framework has also helped us to
assess the quality of the studies selected in this SLR because most RTS techniques are
based on heuristic algorithms that add some challenges to measure their effectiveness
without a proper framework. The next section presents our proposed framework and
explains its components.

3. ASSESSMENT FRAMEWORK FOR EMPIRICAL STUDIES ON REGRESSION TEST
CASE SELECTION

The framework below (Figure 1) is composed of three (3) main components: theoretical
base of study, scope of study, and evaluation components. Theoretical base of study
component covers test problem, test model, SUT, and data set.

This framework provides justification for data collection and selection of empirical
studies for this SLR. It does not provide complete operational details and guidelines
for the empirical studies, because there is sufficient literature available for software
engineering experimental guidelines. For this SLR, we only consider controlled exper-
iments and case studies conducted with the aim to investigate cost, cost-effectiveness,
or effectiveness of RTS techniques. This framework presents an empirical study under
three granularity levels and refines the process with respect to information collected at
each level. This framework also shows the relationship and dependency between these
activities. The conceptual framework for RTS regression testing is shown in Figure 1.
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8. Evaluation Metrics

6. Test-Level

Evaluation Study Scope Theoretical Base of Study

Fig. 1. Conceptual Framework of Regression Test Case Selection Empirical Studies.

3.1. Theoretical Base of the Study

Based on this framework, a case study needs to be assessed based on four core charac-
teristics:

(1) Test Problem,

(2) Test Model,

(3) System Under Test,
(4) Data Set.

The definition for each core characteristic is as follows:

Test problem: This characteristic addresses the theoretical baseline of the empirical
study. It covers areas such as formal hypothesis, test purpose, test strategy, and threats
to validity [Wohlin et al. 2012]. The problem definition and its success or failure criteria
are assessed by the explanation of test problem provided in this framework. The focus
of this SLR is on RTS techniques, which focus on effectiveness for which these empirical
studies are designed and conducted. Therefore, this characteristic is considered in this
SLR.

Test model: This characteristic consists of algorithms or RT'S methods and validation
criteria. This feature determines the complexity of method evaluated and its verifica-
tion. The validation criterion listed in this framework can also determine the objective
of the empirical study and help to choose other features listed in level two for the de-
sign of the empirical study. The testing approach is defined by model being tested. The
effectiveness based on cost, coverage, or fault aims the procedure, to systematically
exercising the empirical study.

System under test: This characteristic elaborates the application domain for the
empirical study. It can also help to distinguish the methods of selection. SUT also
influences the choice of dataset for empirical study as well in the sense that either the
system under test is object oriented, structured, web service, or mobile application. It
affects the testing method and its complexity. Since this is an important parameter for
regression testing, it is included in this SLR.

Data set: This is the artifact on which an empirical study is conducted upon. The main
feature of any data set is its size. As shown in Table III, a study is considered as small
(S) if its size is less than 2,000 lines of code (LOC), medium (M) if it contains from 2,000
to less than 100,000 LOC, and large (L) if it contains more than 100,000 LOC. In most
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Table Ill. Classification Scheme for Size of Empirical Studies

Size Measure | LOC (Lines of Code) | Class Count (CC) | Function Count (FC)
Small (S) <2000 <100 <1000
Medium (M) 2000 to <100,000 >100 to <1000 >1000 to <50,000
Large (L) >100,000 >1000 >50,000

of the primary studies, LOC metric is clearly defined but few studies also considered
class count and function count as their artifact size. The studies with less than 100
class count (CC) are considered as small studies, medium studies for 100 to less than
1000 CC, and large studies for those with at least 1000 CC. On the other hand, based on
function count (FC), studies containing 1000 function count (FC) or less are considered
small studies, medium studies if they contain from 1001 to less than 50,000 FC, and
large studies for those with at least 50,000 FC.

The second feature of the data set is size of test suite, which is normally equal to the
number of test cases present in a test suite. RTS technique can select test cases from
such a test suite. The third feature of the data set is the tool or environment used to
conduct the empirical study.

3.2. Scope of the Study

The study scope always narrows down the problem by selecting the test level, target
faults, and relevant adequacy criteria. If the scoping is not considered then results of
the empirical study cannot be generalized and verified. The following parameters need
to be considered for the scoping of empirical studies for RTS techniques:

(1) Test level,
(2) Target faults,
(8) Adequacy criteria.

The definition for each parameter is as follows:

Test level: This parameter concerns the types of testing conducted, for example, unit
testing, system testing, smoke testing, and integration testing. There are many reasons
why this parameter is considered, among them is because RTS techniques need to be
applied during the maintenance and system release phases. It is also evident that
test cases like unit testing may also be reused at integration-testing and system-
testing phases. Therefore, it is appropriate to consider test levels for RTS application
techniques in this SLR.

Target faults: The primary objective of all testing techniques is to uncover faults.
There are many types of faults tackled by different RTS techniques. The most common
faults focused during regression testing are real faults [Anderson et al. 2014], structural
changes [Pasala et al. 2008], and mutational faults [Mirarab et al. 2012a]. Discussion
on test case selection mechanism of SLR will be insufficient if faults is not included,
thus we included this issue in this SLR.

Adequacy criteria: RTS testing strategy is defined via testing model and adequacy
criteria. This arrangement helps to systematically execute the SUT. The common ad-
equacy criteria used in RTS techniques are coverage-based, fault-based, cost-based,
and any combination of these three adequacy criteria. These criteria are used as proxy
for regression testing and verification purpose as well. The choice of adequacy criteria
depends on RTS techniques as well as the target application domain and testing tools.
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3.3. EVALUATION (METRICS)

There are a number of existing RTS techniques that vary in terms of their objectives and
designs. Due to this, it is difficult to set a common evaluation mechanism for the results
of these techniques. Similarly, there are many different metrics used for evaluating
these results. The most common metrics in RTS evaluations are the following:

Inclusiveness: This metric “measures the extent to which a technique chooses tests
that cause modification program to produce different output than the original program”
[Rothermel and Harrold 1996]. Precision: This metric “measures the ability of a tech-
nique to skip test cases that will not produce different output with respect to original
program” [Rothermel and Harrold 1996]. Recall is considered as the completeness
measure of a RTS technique, and it is measured as percentage of selected failed tests
from all failed tests [Chen et al. 2011a]. Efficiency: This metric “measures the cost of
computation of a technique under study” [Rothermel and Harrold 1996]. F-Measure
is used to measure the fault detection capability and cost reduction of a selection tech-
nique [Chen et al. 2011a]. F-Measure is the combination of precision and recall, and
it is a widely used measure in information science. FDR: This measure is used with
code-based path analysis RTS techniques to compare each FDR path and chooses the
most suitable one [Hemmati et al. 2010b]. Average Percentage Faults Detected
(APFD): This metric assigned the number between 0 and 100 to indicate fault detec-
tion. A higher value indicates better fault detection capability, and vice versa. APFD
[Rothermel et al. 2001] is usually used in test case prioritization techniques. APFDC:
APFD is applied in the cases where test costs and fault severity are not changed.
However, the APFDC is being used when test costs and fault severities are fluctuating
[Elbaum et al. 2001]. Average Fault Detection Rate (AFDR): This metric is derived
from APFD, it “enables the overall comparison of two selection techniques in terms of
fault detection rate” [Elbaum et al. 2002]. Multi-Objective Optimization (MOO): A
family of metrics that consist of Hyper Volume (HV) [Deb 2001], Generational Distance
(GD) [Coello et al. 2002], Inverted Generational Distance (IGD) [Coello et al. 2002], and
Coverage (C) [Deb 2001]. HV computes the size of dominating space, and a higher HV
value is considered good in MOO problems. GD and IGD indicate average distance of
Pareto Frontier (PF) from actual distance of desired PF value. Coverage: This metric
presents the number of solutions within no dominated set of comparison algorithms.

The detailed coverage of these metrics is out of the scope of this SLR. The choice of
metrics used for the evaluation of an empirical study results is compelled by the nature
of RTS solution and SUT. The evaluation of RTS techniques revealed the strengths and
weaknesses of the techniques. The type of information collected through these empirical
studies depends on the choice of algorithms, tools used for these experiments, SUT, and
evaluation processes used to verify these results.

This section has provided the clarification on basic concepts of regression testing, test
case selection, test cases, and evaluation metrics. We now present the SLR protocol used
to collect the primary studies, analysis procedure, and result documentation process in
Section 4.

4. SYSTEMATIC LITERATURE REVIEW (SLR)

In order to carry out the SLR, we adopt three review guidelines steps [Brereton et al.
2007] as shown in Figure 2. This process consists of planning, conducting, and docu-
mentation of the results. The first step describes the rationale to carry out the SLR,
which is discussed in Section 2.2. The specification of research question is described in
Table IV. The primary study selection is presented in Section 4.2, and inclusion and
exclusion criterion is given in Section 4.5. The data extraction method is discussed in
Section 4.6. Finally, the results are discussed in Section 5.
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Table IV. Research Questions a

nd Their Motivations

Research

Question

(RQ) RQ Statement Motivation

RQ1 What is the state-of-art research in test case selection techniques in software regression
test case selection?

RQ 1.1 What types of RTS techniques are in These research questions focus to
practice for controlled experimentations? | characterize the current domain of test case

RQ 1.2 At what test levels do these studies selection. The reason to form these questions
conducted? is because the main characteristics of

RQ13 TIn what t Fanolicati software testing frequently reported in the

: dn wha /ype§ ot app Ecadloﬁl tudi literature are test level, targeted faults, test
on(liau;s 3‘1)1 ‘%Ii;m,?;en S ? £ elie Zutﬁes model and categorization of test cases with
tggélusltlefi E(E)n." at types ol faults do they respect to the application domain.

RQ 2 How were the empirical studies designed and conducted?

RQ2.1 How do the empirical studies designed for | The empirical studies which are objective
test case selection techniques? critical and haV.e proper design are easy to

RQ 2.2 What types of data sets/objects/artifacts assess ar{d.r.ephcate reliable re}sults with
were used for the empirical study? reproducibility. The sub-questions help to

assess the empirical studies in terms of their
design.

RQ 3 What empirical evidence is available for the cost, coverage and fault based effectiveness of
RTS techniques?

RQ 3.1 What empirical evidence is available for These questions help to incorporate the
the cost or cost effectiveness? outcomes shared by the previous studies.

RQ 3.2 Is it possible to collect some empirical These research questions can also help to
evidence on the effectiveness of RTS check the level of empirical evidence obtained
techniques? after this study has been conducted. We also

RQ33 What tvpes of evaluation methods were attempt to find answers to the sub-questions

: used toygeri fy the studies results? to synthesize the main research question.

4.1. Research Questions

The research questions are framed after discussions have been made with testing
experts and experienced authors. The objective of these research questions is to find
the most effective and relevant regression test case selection techniques, focusing on
cost, coverage, and fault detection. In the same time, we want to find out techniques
used for the empirical evaluations. With the above-mentioned objectives, the authors
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also tried to focus on measurable aspects and techniques that had sufficient evidence
with reasonable size of projects. The questions are shown in Table IV.

4.2. Strategy for Study Selection

This is an important step for any SLR that ensures completeness of the selection of
primary studies. The quality of results is usually based on primary studies selected for
the SLR. Selection for our study was based on three steps:

(1) Selection of source repositories,
(2) Identification of search keywords,
(3) Inclusion or exclusion criteria for studies based on the research questions.

4.3 Selection of Source Repositories

We initiated this process by entering search strings on source databases. These
databases will return a set of studies. The retrieved studies were then mapped to the
inclusion and exclusion criteria. Selection of appropriate databases and search strings
are quite important for SLR quality because they directly influence the completeness
of the results of the study. We used the following popular repositories:

(1) IEEE Xplore,
(2) ACM Digital Library,
(3) ScienceDirect (including Elsevier Science).

The rationale behind choosing these repositories was that IEEE Xplore and ACM
Digital Library covered almost all important conferences, while ScienceDirect covers
almost all important journals in the domain of software engineering, especially software
testing.

In this section, we present the source repositories, and in the next section, we present
the search keywords used to search these repositories.

4.4. |dentification of Search Keywords

The systematic method used to formulate the search keywords cosists of the following
steps:

(1) Identify major keywords based on research questions,

(2) Identify alternative words and synonyms for the major keywords,

(3) Frame a search string by joining these keywords with Boolean AND operator, for
alternative words use the Boolean OR operator.

Since our main focus was to investigate empirical studies in RTS, the following major
keywords were used for the purpose of finding relevant studies in the field of software
testing and test case selection. We intentionally avoided empirical study as a keyword
due to the fact that most studies do not use this keyword. Initially, we collect the key-
words from available research studies in the domain of regression test case selection,
and then we use these keywords to start the process of designing search queries. The
second source of collecting initial search strings are previously published SLRs in the
domain of software testing.

As shown in Figure 3, we keyed in a number of search strings on different repositories.
In order to retrieve maximum possible relevant studies, we used the following terms:
“software testing,” “regression testing,” “test case selection,” and “regression test case
selection.” It should be noted that if we use keyword “testing” alone, then it returns
too many irrelevant studies. Due to this observation, we used AND operator between
“software” and “testing” keywords. This expression finds maximum relevant studies on
the topic under investigation. To obtain the most relevant search results, authors also
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("Document Title" software AND testing
p_Author_Terms:software AND testing OR "Document

testing)Refined by: RESEARCH DOMAINS: ( SCIENCE
TECHNOLOGY ) ANDRESEARCH AREAS: ( COMPUTER.
SCIENCE )Timespan: 2007-2013.

Title"regression testing OR. "Author Keywords" Tegression
E testing OR. "Document Title" regression test case selection OR
B "Author Keywords" Tegression test case selection OR.
"Document Title":test case selection OR. "Author
Keywords" test case selection)Publication Year: 20072015
Repository Founded
Studiesby
{((software AND testing) OR. “test case selection’ OR. “test-case Search Query
selection’ OR ‘regression testing’ OR ‘regression test case TEEE Xplore 17
selection’ OR. ‘regression test-case selection”)) <in keyword,
E and tifle> Year: 20072013 The ACM Digital Library. 213
-
Science Divect(including Elsevier Science) o4
Total 724
(from All Databases)You searched for: TITLE:(regression
testimg) AND TITLE:(testing) AND TITLE: (software)
] ORTITLE: (test case selection) ORAUTHOR IDENTIFIERS:
g (test case selection) OR TOPIC: (regression test case selection —
E selection) ORAUTHOR IDENTIFIERS: (regression test case
s selection) AND AUTHOR IDENTIFIERS: (regression
c]
3

Fig. 3. Search Strings for Selecting Studies from IEE, ACM, and ScienceDirect.

switched the search string with OR to cover document titles, author keywords, and
time span between 2007 and 2015.

When executing these search queries on the selected databases, it was also found that
ACM Digital Library also indexed selected ScienceDirect and IEEE Xplore sources, and
ScienceDirect also indexed IEEE Xplore listed journals. These redundant results were
removed from the search output. Furthermore, these selected databases employ quite
distinct search criteria, so where possible, we try to refine our selection by narrowing
our selection of sources, especially in the ScienceDirect database.

The reason of doing so is to get the most relevant research studies for analysis;
otherwise, the number of retrieved studies was so high it made it difficult to perform
further analysis. In the next section, we elaborate the inclusion and exclusion criteria
for primary study selection from studies obtained from the selected source repositories.

4.5. Study Selection Based on Inclusion and Exclusion Criteria

RTS have been used with many different features and many software testing types with
respect to different testing objectives and application types. At the same time, it is also
a superset of other test suite optimization techniques, such as test suite prioritization,
test suite reduction, and test suite augmentation. There are also many features on
which these RTS methods and techniques are proposed and evaluated, such as size
of SUT, size of test suite, code-based changes, specification-based changes, efficiency,
and application-failure-based validation. As mentioned above, the focus of this SLR
is to investigate the effectiveness of RTS techniques, including cost, coverage, or fault
detection ability. Thus, it is necessary to define the inclusion and exclusion criteria that
help to select the relevant primary studies. In this section, we explain our inclusion
and exclusion criteria and reasons behind the selection:

(1) We executed our search queries on selected repositories as mentioned before. We
found 724 research studies between 2007 and 2015 (after removing duplicate
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Table V. Distributions of Studies After Applying Inclusion/Exclusion Criteria

Repository Studies Found | First Level | Second Level
IEEE Xplore 417 144 26
ACM Digital Library 213 39 08
ScienceDirect (including Elsevier Science) 94 32 13
Total 724 215 47

results). We followed two stage selection processes as shown in Table V. In the
first stage, studies were selected based on their titles and abstracts. If a study title
or abstract did not include RTS technique focusing on effectiveness (cost, coverage,
or fault detection ability), then that study is filtered out/excluded at this stage.
(2) The title or abstract that did not include RTS method/technique were excluded.
(3) The title or abstract that did not discuss the automation of RTS technique with
respect to cost- or coverage-based effectiveness or fault detection was excluded.

If there exists any confusion in the first phase of selection, the study will be brought
forward to the second phase for further refinement. After first phase, we were left with
215 studies. At the second level of inclusion/exclusion, the studies were divided into
three sets according to their research questions. We studied their contents in detail,
one by one. We exclude several studies based on the following exclusion criteria:

(1) Posters, technical reports, PhD dissertations, and studies with less than 5 pages
were excluded. The primary goal of this study is to build a synthesis on peer-
reviewed studies with sufficient technical details.

(2) Studies that did not focus on RTS effectiveness (cost, coverage, fault detection)
methods/techniques were excluded.

(3) Studies that did not report any empirical evidence on the focus areas (cost, coverage,
fault detection) were excluded.

In some cases, during the second level, we were not able to decide whether to include
several studies in this SLR. To make this important decision, we discussed it with
other researchers and decisions were made based on consensus. The one important
point about selection process is we cannot exclude studies on the basis of the SUT. The
reason behind this decision was by considering this exclusion parameter, the domains
were narrow and only few studies would have been selected. After phase two, we were
left with 47 studies. Out of these 47 studies, three articles on empirical study were
extended versions of a conference article published in some journals. In this case, we
consider these three articles as one.

In the next section, we will present data extraction method from primary studies
collected from the inclusion/exclusion criteria.

4.6. Data Extraction Method

After the relevant studies were selected, data extraction forms were designed to col-
lect data from these studies. Data needed were collected in two phases and into
two separate sets of data sheets. The first sheet contains standard information
[Kitchenham 2004], which includes study title, authors name, brief summary, and
comments by researchers performing the studies. The second sheet consists of infor-
mation directly extracted from the studies. The information collected in the first set
was used for the inclusion/exclusion criteria, while the information collected in the
second set was used to answer the research questions proposed. The mapping of data
collection with their respective RQs is shown in Table VI.

In the next section, we will present results of the SLR from the primary studies data
collected.
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Table VI. Data Collection for Research Questions Framed

Research Questions (RQs) Type of Data Extracted
RQ1 | RQ1.1 Types of RTS techniques, solution types, or algorithms used to conduct
RTS techniques
RQ1.2 Test level of the empirical studies conducted
RQ 1.3 Targeted faults, test type, and application domain or process model
RQ2 | RQ2.1 Formal hypothesis, test purpose, test strategy, threats to validity
RQ 2.2 Size of dataset, size of test suite, tool/environment for experimental
setup, number of test suite runs, data collection method
RQ3 | RQ3.1 Evidence type or measure for cost or cost effectiveness of RTS technique
RQ 3.2 Evidence type or measure for effectiveness of RTS technique
RQ 3.3 Metric or comparison baseline used to validate empirical study results
Others Program Slicing
13% __ 11%

Firewall
2%
Oracle Based
4%
Control Flow
Graph(CFG)
9%

Mining and
Learning
38%
Model Based
Testing(MBT)
23%

Fig. 4. RTS Techniques Used in the Studies.

5. RESULTS
This section outlines the results with respect to the research questions.

5.1. RQ 1: What is the State-of-the-Art of Research in Test Case Selection
Techniques in Software Testing?

The purpose of this research question is to assess state-of-the-art research in regression
test case selection techniques. In order to answer this question, data were collected from
primary studies with the help of SLR protocol as shown in Figure 2, and the studies
were further assessed with the help of framework as shown in Figure 1.

5.1.1. RQ 1.1: What type of RTS Techniques Were in Practice for Controlled Experimentations?
The first aspect of this RQ was on RTS techniques categories based on their com-
monalities in selection procedure, input type, and output type. We grouped these RTS
methods in five categories listed below. These categories are reported in recent surveys
and they have lots of common characteristics [Biswas et al. 2011a]. The second reason
to group these techniques into these categories is that each study uses different selec-
tion procedure with similar objectives and constraints. The percentage of the reported
techniques is shown in Figure 4. The techniques used in the studies are as follows:

(1) Mining and Learning,
(2) Model Based Testing,
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(3) Program Slicing,

(4) Control Flow Graph (CFGQG),
(5) Firewall,

(6) Other techniques.

The results showed that mining and learning-based RTS techniques are most utilized
method between 2007 and 2015. They were used in 18 of 43 (38%) studies. Genetic
Algorithm (GA) is used in 5 of 17 studies [S17, S20, S22, S31, S33]. Several observations
are noted for the GA utilization. First, there are many publications on GA application
and it is used for different problems. Second, empirical data is easily available for GA
experimental setup. This eases researcher in executing and compiling results using GA
algorithm. Fuzzy rule-based reasoning is used in 5 studies [S6, S15, S34, S35, S45].
Fuzzy logic has appropriate mathematical reasoning under certain conditions. It also
removes unwanted precision from analysis [S35]. Fuzzy logic can also accommodate
the form of rule-based reasoning, valuable project experience gained by testers during
project execution can be transformed into fuzzy rules, and remove drawbacks of linear
modeling [S35]. Practical swarm optimization (PSO) was reported in 4 studies [S19,
S23, S24, S37]. It was reported for multi-objective selection and optimization criteria
for code coverage, functional requirement with cost, and effectiveness constraints. It
is also reported [S19] that PSO gained more attention compared to GA and other
search-based algorithms on performing RT'S methods.

The second-largest portion of reported technique in our primary study is MBT in RTS
techniques (26%) [S2, S12, S13, S16, S25, S27, S28, S29, S30, S42, S43]. These UML-
based RTS techniques are used in collaboration diagrams, sequence diagrams, state
charts, use-case diagrams, and class relationship diagrams. Most of the time, these
techniques use control flow, function calls, behavior changes, component changes, data
dependency, and message sequences or message changes for their selection criterion.
Most of these studies represent artifact designs and do little to the code or application
level testing. It is also observed that MBT methods are used with GA techniques [S20,
S28, S30] for some common objectives like similarity-based measures and test case
diversity measures.

Program Slicing RTS techniques are used in 11% [S1, S3, S39, S40, S47] of the
primary studies and they are the pioneer RTS techniques [S1]. Slicing techniques
mostly omit test cases that do not produce new, relevant outputs. They are called
nonmodification revealing test cases [S40].

From the analysis, these techniques are applied to small- or medium-sized data sets,
which are mostly procedural or modular applications. They are also difficult to be scaled
from one environment to another environment [S3].

CFG-based RTS techniques have a share of 9% [S7, S10, S38] of the primary stud-
ies. These techniques are based on flow control of programs or workflow of program
behaviors and functions. These techniques are also applied to small datasets and only
cover changes within the execution flow and do nothing to those outside of the current
flow [S7]. They also worked with coverage information [S7, S38] and updated coverage
information [S10] with program path analysis.

Oracle-based RTS techniques are used in 4% [S8, S14] of the studies and mostly
focus on test case profiles or execution profiles of test cases. These techniques try to
predict the fault rate or effectiveness of the test suites for future use. The creation and
maintenance of such profiles are considered as overhead and consume extra resources
in oracle-based RTS techniques. It is also observed that an emerging domain other
than oracle-based RTS, but with the same goal of oracle-based RTS using selection
procedures of basic selection techniques. These techniques are named in test case
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Table VII. Test Case Profiling and Selection with Historical Data Analysis Techniques

Technique Description Studies
Mutation Score Calculate mutation score for each test case and select the S22, S26,
best score S45
Historical Data Utilize the coverage information and fault revealing power | S30, S32
Analysis or execution time constraint with historical data analysis to
select test cases for current programs
Test Case Profiling Maintain a profile for test cases on coverage information, S6, S10, S15,
Based on Numerical fault rate or fault revealing test cases, and defect discovery | S31, S40
Data Analysis time
Test Case Ranking A statistical model based on earlier testing results (fault S2
potency and fault rates). The model can be used to
determine the next sets of test cases

Others B UnitTisting
17% _\ > 24%
Cluster/ JE— Integration
Architectural Testing
Testing 4%

9%

Reliability

Testing
4%

System Testing
9%

Smoke Testing
2%

specification/ Behaviour
Requirement Testing
/Functional 11%
7% . evolutionary
configuration . R
A Testing/Maintenance
Testing
11%

2%

Fig. 5. RTS Testing Level.

profiling and selection with historical data analysis, test case ranking, or test case
selection on the basis of mutation score as shown in Table VII. The commonality
between all these techniques is the analysis of previous test data collected through
previous testing cycles.

Firewall technique [S9] consists of 2% of the primary studies. Other individual RTS
techniques, which are mostly based on particular experimental setups, make up 12%
of our primary studies.

5.1.2. RQ 1.2: At What Test Levels Were These Studies Conducted? The second aspect is the
testing level of these primary studies as shown in Figure 5. The analysis shows that
Unit testing recorded the biggest percentage, which is 24% of all studies, followed by
Behavioral testing (11%), Evolutionary or Maintenance testing (11%), System testing
and Cluster/Architectural testing (9%), Specification/Requirement/Functional testing
7%, Reliability testing and Integration testing (5%), and, lastly, 17% of the studies that
did not mention any particular testing level.

It is observed that the type of testing parameters used depend on the testing frame-
work, for example, JUnit is used by Java. Thus, the choice of testing environment leads
to the choice of unit testing for most studies. The second possible reason for the choice of
testing level was the dataset under test. It is observed that most datasets are publicly
available and can be used for unit tests.
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Others
11%

Mobile Devices
11%

Binary code
5%

web services
2%

Fig. 6. RTS System Under Test.

5.1.3. RQ 1.3: What Types of Applications/Environments and Fault Types Were Conducted in
These Studies? The third aspect is about SUT/environment where these empirical stud-
ies were performed. We observed that Java is the most frequent language used in these
studies (28%), followed by UML-based artifacts (15%), C++ (13%), mobile devices and
C (11%), binary codes (5%), and, finally, VB/C#, web services, and CISCO devices (2%)
as shown in Figure 6. In this case, the factor of dataset availability and testing ar-
tifacts may lead to the reason why Java is chosen. This is because most open source
applications are written in Java. Apache and SIR are two well-known test artifact
repositories having information of testing information with fault reports. Majority of
existing datasets are based on Java and JUnit framework.

The fourth aspect was the fault type that these primary studies were using. We
observed that 55% of the studies did not use any particular fault type but used some
structural coverage criteria to fulfill RTS procedures. The structural coverage criteria
used in the studies were code coverage, condition coverage, modified condition coverage,
function coverage, and constraint coverage. The second largest proportion of fault types
used in these primary studies were real faults/mutational faults (33%), followed by code
changes (16%) as shown in Figure 7.

5.2. RQ2: How Were the Empirical Studies Designed and Conducted?

The type and design of datasets used for empirical evaluation are important. A tech-
nique’s level of effectiveness does not guarantee its suitability to complete testing
objectives. Thus, in order to conduct an effective experiment, there is a need to follow
experimental guidelines for experiment design. In this research question, we investi-
gate the reported studies’ designs, reproducibility, and scale.

5.2.1. RQ 2.1: How Are Empirical Studies Designed for Test Case Selection Techniques? In
order to answer this question, the primary studies were classified into two classes. We
used the following definitions for the experiments: “A study in which an intervention
is deliberately introduced to observe its effects” [Shadish et al. 2002]. Case Study:
“An empirical inquiry that investigates a contemporary phenomenon within its real
life context, especially when the boundaries between phenomena and context are not
clearly evident” [Yin 2003].
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Structural Coverage
51%

Code Changes
16%
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Faults/Mutations

33%
Fig. 7. Fault Type Proportion.
Table VIII. Experiment/Case Study Setup Details
D Question Yes Partially No
1 Are the research questions clearly stated? 18 (41%) 25 (58.1%) 0 (0%)
2 Were threats to validity clearly stated? 14 (32.5%) | 12 (27.9%) | 17 (39.5%)
3 Is the study repeatable (public datasets)? | 16 (37.2%) | 10 (23.2%) | 17 (39.5%)

The analysis shows that 65% of primary studies claimed that they were evaluated
as case studies, as shown in Table IX. The remaining 35% studies are claimed as
experiments. It is also observed that 18 of the 47 studies (38%) clearly mentioned
their research questions and 25 of the studies (53%) partially mentioned their research
questions. Only 14 studies (29%) mentioned their internal and external threats, another
12 studies (25%) partially mentioned these threats, while the rest (17 studies or 36%)
did not mention this aspect. There were 16 studies (34%) that used public datasets for
case study/experimentation, 12 studies (25%) used open source or partially available
datasets, while the rest (17 studies or 36%) used private datasets, making them not
reproducible. The overall observation was that during this analysis, empirical design
was not considered as its due share in proper software-testing experiments. The second
observation was that research questions framed for investigating the problem were too
general and often did not return with sufficient information. The threats to validity or
study limitations in such studies were also ignored in a majority of the studies.

5.2.2. RQ 2.2: What Types of Datasets/Objects/Artifacts Were Used for the Empirical Study? Size
of the case study/experiment is an important factor to assess their validity. In order
to answer this question, we classify the studies into small, medium, large (S, M, and
L) studies. The size was determined based on the criterion presented in Table III. The
details on the studies’ artifacts, types, and sizes are presented in Table IX. The results
show that 12 studies were made on large-size datasets, 12 studies on medium-size
datasets, and 16 studies on small-size datasets. There were 7 studies that did not
report their size of datasets. It is also observed that 13 studies used datasets taken
from SIR [Infrastructure 2016], 7 were using industrial datasets, and 13 studies did
not mention their source of dataset. It is observed that the use of publically available
datasets increases since 2007. This trend is due to the existence of dataset repositories.

5.3. RQ 3: What Empirical Evidence Is Available for the Cost-, Coverage-, and Fault-Based Effec-
tiveness Measure of RTS Techniques? 1t is difficult to measure the costs and effectiveness
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Table IX. Detail of Primary Studies, Artifacts, and Study Type and Size

# Ref Artifact Type Size

S1 [Tao et al. 2010a] Details not reported EXP S

S2 [Tsai et al. 2009] 60 web services, Own unspecified EXP M

S3 [Tao et al. 2010b] SIR (Siena, jtopas) CS S

S4 [El-Hamid et al. 2010] Calculator & sorting, Own unspecified CS S

S5 [Huang et al. 2011] Configuration files EXP S

S6 [Xu et al. 2013] Real life telecom project CS L

S7 [Xu and Rountev 2007] Seven programs: Bean, tracing, telecom, Exp S
quicksort, nullcheck, dem, lod

S8 [Yu et al. 2013] SIR (Make, grep), ABB (5 programs) CS M

S9 [Zheng et al. 2007] ABB application CS L

S10 g(};lags]timalli and Harrold Java apps, Own unspecified CS/Exp L

S11 g(()ziczl]latasumrit and Kim SIR (Jmeter, XMLSecurity, ANT) CS M

S12 | [Pasala et al. 2008] inARTS tool, 7 components of Windows XP based CS M
app & NunitForms (open source)

S13 | [Fourneret et al. 2014] Details not reported CS S

S14 | [Nanda et al. 2011] Prototype tool TREND and Consultant Assistant CS M
programs, Details not reported

S15 | [Chen et al. 2011a] Schedule (program), SIR (Flex, space), gcov (a CS M
GNU tool)

S16 | [Igbal et al. 2010] Student enrolment system CS S

S17 | [Mirarab et al. 2012a] SIR (Ant, Nano, Galileo, Jmeter) CS M

S18 | [Pang et al. 2013] SIR (Nanoxml, jtopas, Jmeter, xml-security, .ant) CS S

S19 | [De Souza et al. 2011] 2 applications, Details not reported Exp M

S20 | [Hemmati and Briand 2010] Safety monitoring component CS M

S21 | [Cibulski and Yehudai 2011] l?/[perﬁ)source Apache based (Log4j, commons CS M

at]

S22 [2A0s1s31]s Lobo de Oliveira et al. 5 benchmarks (polo) CS M

S23 | [De Souza et al. 2014a] SIR (space) CS S

S24 | [De Souza et al. 2014b] Details not reported EXP

S25 | [Hemmati et al. 2011] Safety monitoring component, video-conference EXP
system, TRUST tool for testing

S26 | [Delamaro and Offutt 2014] 30 programs Siemens, text books EXP S

S27 | [Anderson et al. 2014] Microsoft Dynamics AX CS L

S28 | [Hemmati et al. 2010b] Safety monitoring component EXP M

S29 | [Huang et al. 2009] General Java application EXP S

S30 | [Hemmati et al. 2010a] Industrial Project, Details not reported CS L

S31 | [Yoo and Harman 2007] SIR (printtokens, printtokens2, schedule, EXP S
scheduler, space)

S32 | [Yu et al. 2010] Financial management system CS L

S33 | [Panichella et al. 2015] SIR (11programs), Siemens Suite (printtokens, CS L
printtokens2, scheduler, scheduler2)

S34 | [Kumar et al. 2013] SIR (Print_tokens, Print_tokens2) CS S

S35 | [Xu et al. 2014] Telecommunications system EXP L

S36 | [Rogstad et al. 2013] SOFIE (tax accounting system) EXP L

S37 | [De Souza et al. 2013] Mobile app, Own unspecified CS

S38 | [Liet al. 2012] Custom service, Details not reported EXP

S39 | [Lin et al. 2012] Details not reported EXP

S40 | [Chen et al. 2011b] SIR (space) CS S

S41 | [Singh et al. 2010] Calendar, triangle, time-date, Kmap generation, CS S
tax, calculation

S42 | [Mansour et al. 2011] Custom application, Details not reported CS

S43 | [Cartaxo et al. 2011] Details not reported CS

S44 | [Gligoric et al. 2015] 32 open source projects from Apache, Exp L
GoogleCode and GitHub

S45 | [Shi et al. 2015] 17 open source projects from Apache, GitHub Exp L

S46 | [Kumar et al. 2015] SIR (Print_tokens, Print_tokens2) Exp S

S47 | [Nardo et al. 2015] NoiseGenSys, Details not reported CS L
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Table X. Distribution of Cost Measures Used in the Studies
Number Method Description Studies
1 Measuring cost This analysis is used to detect changes in code S7
of analysis by the compiler (in seconds). The compile time is
considered as the cost for the test case selection.

2 Test suite size This method is performed by removing S2, S3, S12, S15,
redundant test cases. It can be based on cost, S16, S20, S25, S28,
coverage or fault based effectiveness. S40

3. Test suite By reducing overall test suite execution time by | S8, S10, S23, S24,

execution time achieving some goal like fault rate (mutation S26, S28, S29, S30,
score) or coverage criterion. S31, S32, S33, S34,
S39
4 Defect The time to discover defects by the test suite. S6
discovery time
5 Bounded cost of | The test suite is executed with limited resources | S21
execution time like execution time or mutation score with
adequacy criterion.
6 Executional This method measures executional cost of each S37
cost of each test | test case and make a selection of test cases with
case reduced cost with adequacy criterion.
7 Test case Time taken to select the test suite is considered S39
selection time as the cost.

of RTS techniques because they are context-dependent. There are many direct and
indirect measures available, especially in measuring a technique’s effectiveness. The
context-dependency of cost measures and many different cost measures (time, size, ef-
fort) also put high hurdles in comparing these costs. Furthermore, these cost measures
are normally compared with retest-all or random test selection costs, which provides
a weak comparison. Due to this, it is almost impractical to compare between different
types of studies. The datasets used by these studies are small, so it is not possible to
use these results for large-scale projects.

5.3.1. RQ 3.1: What Empirical Evidence Is Collected for the Cost or Cost-Effectiveness or Effec-
tiveness? Assessing cost, coverage, or fault detection ability of RTS methods are the
primary objectives of this study. The empirical studies that are focusing on measuring
cost, effectiveness, or cost-effectiveness are selected for analysis. As mentioned before,
this SLR focuses on measuring cost, coverage, or fault-detection ability of RT'S methods.
Thus, the measurement of cost, effectiveness, or cost-effectiveness in a valid manner is
important. Costs are measured due to the following reasons:

(1) To compare several techniques and to decide which technique is more effective than
the other,
(2) To assess whether a technique is practical within a given time constraint.

Seven types of cost measures were used in the 47 studies investigated as shown in
Table X. It was observed that 30 studies (63%) measure the cost of RT'S methods using
one way or another, 16 studies (34%) do not measure cost in any way, while the most
dominant trend is to use this measure as a comparison with other RTS techniques. The
rest of them (19 studies or 40%) [S6, S10, S12, S15, S19, S20, S21, S22, S24, S25, S26,
S28, S29, S30, S31, S34, S37, S39, S40] consider cost as their effectiveness measure.
We observed that test suite execution time is the most popular method used to mea-
sure the cost of RTS techniques. This method is reported in 17 of the 47 empirical
studies. But the usage of this method is context-dependent and varies between empiri-
cal studies. The second-most reported cost measure is test suite size, which is reported
in 9 studies. This method is considered as an effectiveness criteria in terms of the
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reduced number of test cases in the resulting test suite. Study [S28] can use two cost
measurement methods, either test suite size or test suite execution time. Meanwhile,
study [S39] uses test cases selection time or test suite execution time to measure its
overall cost. Relative terms of efficiency and effort are also used to measure cost.

5.3.2. RQ 3.2: Is It Possible to Collect Some Empirical Evidence on the Effectiveness of RTS
Techniques? A test suite can be accurately assessed based on its ability to discover
faults or fulfill maximum coverage. Measurement of effectiveness varies across dif-
ferent empirical studies being analyzed. Effectiveness with regard to cost, coverage,
or fault-detection is the main goal of this SLR. Thus we only select RTS studies that
measure effectiveness based on those criteria (cost, coverage, or fault detection). In
our case, effectiveness is measured based on two categories, but the measures are very
much context-dependent and consider many different parameters that are mixed with
each other. The two general categories are as follows:

(1) Coverage-Based Measures of Effectiveness: In this type of measure, some ade-
quacy criterion based on coverage is used to determine the effectiveness of RTS
techniques. This measure also varies in terms of its use coupled with many other
cost and fault-based measures. Subcategories of this measure include statement
coverage, branch coverage, method or function coverage, condition coverage, re-
quirement coverage, and test case coverage, as shown in Table XI.

(2) Fault-Based Measures of Effectiveness: This measure type determines the results
based on faults detected by RTS methods using many variants, such as fault detec-
tion capability, fault relieving capability, failure rate, regression failures, and many
more. The most basic and frequently used measures are shown in Table XII. These
measures are also used with historical data analysis to improve RTS techniques’
capability for future use.

Overall, 27 of 47 empirical studies (57%) measure effectiveness in terms of coverage
using one way or another. From this number, 19 studies [S6, S10, S12, S15, S19, S20,
S21, S22, S24, S25, S26, S28, S29, S30, S31, S34, S37, S39, S40] measure effectiveness
based on cost. Effectiveness is measured for two reasons, either to select the test
cases using effectiveness criterion or to compare this measure with other techniques
or previous version of the same dataset.

The most frequently used adequacy criteria observed in the studies are coverage
criteria, which correlate with fault-based adequacy criteria or cost measures that are
used in 17 studies. It is observed that single criteria is not used at all, and a combination
of cost, coverage, or fault-detection ability are used as effectiveness measures in all
studies. In coverage-based adequacy type, statement coverage is the most frequently
used criteria. The details are shown in Table XI.

The main reasons why statement coverage is used as adequacy criteria is because
it is simple, measurable, and devises test cases on the internal logic and structure of
the application under test. Statement coverage describes the degree to which a soft-
ware is being tested. It also provides information about test cases and statements
related to them. Other types of coverage based adequacy criteria include branch cover-
age, method/function coverage, class coverage, change point coverage, and requirement
coverage.

There are 8 of the 47 studies that used fault-based adequacy criteria without coverage
criteria, as shown in Table XII. The other fault-based criteria used with coverage-based
adequacy criteria are shown in Table XI. It is observed that multi-objective criteria-
based adequacy measures are common in RTS research domain with mining and learn-
ing family of RT'S methods. The multi-objective goals are described with fitness func-
tion and (dis)similarity measure functions in machine-learning RTS techniques. The
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Table XI. Distribution of Coverage Adequacy Criteria in the Studies
Number Adequacy Measure Description Study
1 Statement coverage Statement coverage used for S18, S40, S45
dimensionality reduction with an
execution profile of test cases
2 Statement coverage with A multi-objective selection criterion S31
fault history developed using statement coverage with
fault history and executional cost
3 Statement coverage, Fitness function based on statement S34, S46, S47
branch coverage with coverage, branch coverage, fault detection
fault detection capability capability and executional cost
4 Statement coverage, Statement coverage, branch coverage S41
branch coverage with with average rate of fault detection used
modified statement as the effectiveness measure
coverage
5 Updated coverage Updated coverage data used as S10
(statement, branch) subsequent selection task
6 Additional statement Additional statement coverage with fault | S25
coverage with fault rate detection rate (FDR) as the effectiveness
measure and selection task
7 Method/Functional Method or functional coverage with S14, S39
coverage change impact traceability used for
selection purpose
8 Minimized sum of Multi-objective selection based on S17
coverage (class, methods, minimum sum of coverage data used by
statement) the voting mechanism for selection
purpose
9 Requirement coverage Multi-objective with maximizing S19, S37
requirement coverage with minimum cost
of execution time of test cases
10 Change point coverage Change-points coverage with minimum S29
cost measure used to verify program
subset
11 Test case coverage with Test case coverage with fault detection S30
fault detection rate rate used as similarity measure between
test cases for selection purpose
12 Path coverage Path coverage used for identifying S38
changes select test cases
13 Transition-based Similarity measured with transition S43
coverage with fault-based | based and fault based coverage that
coverage reduce test suite size by discarding
similar coverage test cases

history-based profile of test case execution, fault data repositories, and change iden-
tification techniques with coverage and updated coverage information were used for
selection or verification of selection techniques results. The other reason to use fault
detection ability as effectiveness measures is the ability of testing tools like JUnit and
mutation generators. These tools simply measure and display the faults or errors with
failed test cases. One thing to note is the degree of measurement varies with tools
choice.

5.3.3. RQ 3.3: What Types of Evaluation Methods Were Used to Verify the Studies Results? RTS
techniques differ in terms of their goals and selection procedures as mentioned in
Figure 1. If we need to choose an RT'S technique for practical application, a mechanism
is needed to compare and evaluate the results of each technique. It is very difficult
to compare the difference in terms of each technique’s goals and philosophy. A study
[Rothermel and Harrold 1996] identified different RTS categories, which include
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Table XII. Distribution of Fault-Based Adequacy Criterion in the Studies
Number Measure Description Study
1 Fault Revealing Defect discovery capability measured and | S5
Capability compared with retest-all for effectiveness
indicator
2 Defect Discovery Time Test case execution profile with defect S6
discovery time used as effectiveness
measure
3 Fault Detection The function call profile with the fault S15
Capability detection capability with the goal to
reduce cost is used an effective measure
4 Failure Frequency Rate Most frequent failures with relationship S26, S27, S35,
to test cases are used as effectively S36
measure
5 Fault Detection Rate Fault detection rate with cost of analysis 528
used as effectiveness measure
Adequa%Measure
(1) G)— Coverage Based @ rl\ G)
Fault Based (Z 2 ) 1
Cost Based (1 (1) <2>
Evaluation Metrics
< Malti- APFD AFDR FDR Accuracy Comrfa\'e with  Retest-All Precision Recall Inclusiveness F-Measz
Objective previops Run
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1 Fault & Cost —(2) 1) 1 (2)
(2/ @ @ @ \:D Coverage, Cost & Fault @ \Zj 1 @ @

Adequacy Measure
Fig. 8. Adequacy Measure and Evaluation Method Perception Map.

inclusiveness, precision, efficiency, and generality. There are many other metrics used
to compare the results of RTS techniques studies. Possible classes to be used in the
comparison is given in in Section 3.3. Here we try to map these metrics based on their
effectiveness collected from this SLR study.

Results for the evaluation metrics of RTS techniques are represented in Figure 8
with respect to cost, coverage, fault detection, and combination of these criteria. In
the figure, x-axis represents evaluation metrics and y-axis represents effectiveness
measure. In total, there are 11 metrics used to evaluate the results of RTS techniques
obtained from the collected studies. Overall, 15 studies (31%) compare their results
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with previous run of the same application [S11, S35, S4, S18, S38, S43, S33, S17, S12,
S37, S32, S22, S4, S39, S46], followed by retest-all, which is used in 9 studies (19%)
[S25, S36, S13, S16, S10, S29, S5, S6, S44], precision, which is used in 8 studies (17%)
[S1, S14, S18, S42, S13, S3, S7, S46], multi-objective metrics were reported in 5 studies
(10%) [S23, S19, S24, S31, S34], and F-Measure, which is a combination of precision
and recall, is used in 4 empirical studies (10%) [S27, S15, S26, S40].

Recall [S1, S40, S21, S46] is used in 4 primary studies (8%), inclusiveness [S2, S8,
S42] is used in 3 primary studies (6%), APFD [S29, S41, S47] is used in 3 studies (6%),
AFDR [S20, S28] is used in 2 studies (4%), and accuracy is used in 2 (4%) studies. The
FDR [S30, S47] is used in 2 (4%) studies from primary studies under analysis. Few
studies used more than one evaluation metric in order to compare different techniques
of test case selection with reduction or prioritization techniques. We group evaluation
metrics based on their effectiveness measures. Some studies used more than one metric
to evaluate their results. There is a need to mention all metrics used in the studies. For
example, study [S46] used precision, recall, and accuracy for its analysis; study [S47]
used APFD and AFDR for its comparison with prioritization technique under analysis;
study [S42] used inclusiveness and precision; and study [S1] used precision and recall
to evaluate its results.

The results showed that choice of evaluation metrics depends upon the complexity
of RTS technique used and nature of data produced either using experiment or case
study. The retest-all and comparison with previous versions needs no extra computation
and a simple comparison with previous project data can produce the needed results.
The coverage information and cost is measured by tools provided by different vendors
are common mechanism of adequacy and are used with precision and recall metrics.
Fault-based adequacy criteria needs some analysis before and after experiments and
also needs some historical information about test cases behaviors or fault history.
Multi-objective metrics (S19, S23, S24, S31, S34) are used with machine-learning RTS
techniques. They required the most complex calculations compared to other metrics.

6. DISCUSSION

Via the literature, it is found that two ideas contributed to the development of RTS
techniques and their evaluation methods. The first idea is regression testing with test
cases classification [Leung and White 1989] and the second idea is safe regression
testing [Rothermel and Harrold 1994]. These studies provide the theoretical basis for
evaluation of RTS techniques as well as their evaluation frameworks. But, with the
increase in the complexity of software systems, testing environments, and frameworks,
it is observed that with proper statistical backgrounds, these classic methods can still
be effective. Many new trends (e.g., continuous development, continuous integration,
agile and cloud-based systems) pose different challenges to regression testing. Mining
and learning techniques are mainly used by researchers in this field of study, yet these
methods have several drawbacks like small size datasets and high computational cost
made it unattractive to industry players.

The second strong belief in regression testing is coverage based adequacy criteria.
Coverage is used as the proxy for evaluating the quality of test suites. Coverage is a
good indicator of test suite completeness in structural programs. But it is observed
that coverage alone is not sufficient for test suite adequacy evaluation and insufficient
measure for test suite quality measurement in emerging software domain. The high
coverage also needs more number of test suites as well as consumes high costs. It seems
that mutation based regression testing is gradually replacing the coverage measures.
Mutation-based analysis on well-thought statistical grounds can reflect the quality of
test suites better compared to static coverage measures. But there is still a gap between
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the theory and practice in mutation testing area. The ability of mutation analysis tools
differ according to different quality measures used.

Based on this SLR, we recommend that researchers, practitioners, and engineers
follow these guidelines if they intend to conduct regression test case selection:

1. Coverage, cost, or fault detection alone are not sufficient measures to assess the
quality of test suites. They may be considered in some proportion with each other.

2. Coverage granularity levels should be an effective measure for test suites quality.
But it is evident from the studies reviewed that higher coverage rates did not
assure high fault detection ability of test suites.

3. RTS experimental studies must be designed to uncover fault with the cost of re-
gression testing instead of fulfilling some coverage adequacy levels.

4. Testing artifact repositories, open source software with test suites, and supporting
documents create positive impacts on regression test experiments.

5. There are a number of studies and body of knowledge for testing experimentation,
and there must be a proper consideration for regression test experiment context,
hypothesis, design, analysis method, threats to validity, data analysis, presenta-
tion, and results with conclusion.

6. It is also important to consider the accuracy, relevance, and impact of the domain
under study.

7. The empirical studies provide a mechanism to relate controlled experiments with
real world problems. So it is necessary to focus on measurable aspects of the
regression testing, test case selection, prioritization, and reduction.

8. Based on this literature review, it is recommended that future studies need to be
conducted using proper statistical methods.

9. An empirical study is credible when its results are reproducible. Thus, it is neces-
sary to properly document the studies.

10. It seems that mutation testing methods are gradually replacing real fault and
fault seeding techniques. This is because mutation testing methods can be used
to effectively assess classic RTS techniques (e.g., Slicing, Firewall, Graph-Based
Techniques).

11. There are also many indicators found in this SLR that mutation score may replace
coverage adequacy criteria.

12. Software testing frameworks impose several limitations on experimental designs.
It is suggested that future experiments be extended beyond these testing frame-
works.

7. THREATS TO VALIDITY

For this SLR, the relevant threats to its validity may include incomplete selection of
empirical studies, inaccurate data extraction, and unbiased selection strategy.

7.1. Selection of Publications

We have presented the research method in detail in Section 4. The SLR has a general
guideline for the selection of relevant studies. In Section 4.5, we presented the strategy
used to select the relevant studies. However, there is still a possibility that some
relevant studies have been overlooked. The main reason for this is the existence of
gray literature such as technical reports and PhD thesis. In this case, this literature
is important, if the authors report the complete studies, but most of the time they are
briefly reported. In this SLR, we did not include PhD theses and technical reports.
The second possible issue is the difficulty of finding appropriate search strings. In
Section 4.3 and Section 4.4, justifications were given for the process of selection of
repositories and search strings used to find relevant studies to be used in this SLR.
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However, there may be some articles that may use some other keywords. We refine
our search strings several times to identify the most relevant studies because some
articles that are available in the references of some studies were missing from our
search results. The studies were published in different sources, but we try our search
query with most relevant data sources having a maximum probability to return to most
relevant studies.

7.2. Inaccurate Data Extraction

Incomplete data extraction from the collected studies is the second possible reason for
inaccurate results in this SLR. This may be due to unsystematic data extraction or
invalid classification of data. First, we try to reduce the possibility of inaccurate data
extraction by focusing on the data elements collected from the selected studies repre-
sented in Section 4.6. Second, all data extracted were reviewed three times. Empirical
studies are focused and special type of experimental studies. Their experimental design
and experimental process makes it possible to collect the data objectively.

7.3. Quality Assessment Problem

Quality assessment of selected studies is also another problem which may lead to
inaccurate results. It is not easy to answer RQ 3 due to the nature of the measures
needed to answer this question. For this purpose, we establish a framework presented
in Section 3. This framework helps the researchers to assess the empirical studies for
selection as well as to ensure their required quality assessment subjectively. We also
emphasize that this is the minimum criteria to design and assess the empirical studies
for regression test case selection.

8. CONCLUSION

We have presented results from our systematic review of empirical studies on RTS.
This SLR is focused on the effectiveness of RTS techniques. Mainly, three (3) research
questions were developed by introducing a framework. The findings, based on these
research questions, are as follows:

(RQ1) In total, 47 studies were chosen from 724 studies obtained from the literature
on RTS topic, which measure cost, cost-effectiveness, and/or effectiveness between 2007
and 2015. There were 5 distinct families of methods used namely Mining and Learning,
Model-Based Testing (MBT), Program Slicing, Control Flow Graph (CFG), and Oracle-
Based RTS identified within RTS techniques. These families were classified based on
their operational procedure, input and output method, and solution similarities. There
are several differences between the techniques used by each family in terms of context
and environment, but, in general, they are used to solve the same kinds of problems.
Mining and Learning method obtained better attention from researchers during this
time span and is used in 38% of the selected studies. Genetic Algorithm is used in most
experiments compared to other methods such as Fuzzy logic, Practical Optimization
Swarm, and heuristic algorithms within the mining and learning technique family. The
emerging crossroad from these RTS techniques is Test Case Profiling with historical
data analysis to enhance effectiveness. The 24% studies conducted on a unit level test-
ing to keep the problem simple and manageable within given context. There is need to
expand the level of testing with the empirical evaluation of RTS optimization methods.
Java programming language is reported in 28% studies. It shows that Java is the most
accepted environment and object oriented solutions is more popular than structured
solutions. Majority of the studies do not target any specific fault type but they used
some structural coverage as their objectives. It is also observed that mutation score
is starting to replace coverage criteria. There is a need to investigate RTS techniques
with real faults in software applications using measurable characteristics of datasets.
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(RQ2) We observed that 65% of the studies selected were case studies with small-size
datasets. The use of industrial artifacts are still not common in testing case selection
experiments. This factor also makes techniques applicability limited and no evidence
available if they may or may not be used in large industrial applications. The stud-
ies conducted are not mature, and their findings cannot be generalized because only
37% of the studies used publicly available datasets, meaning that they can be repro-
duced by other researchers. The design guidelines for experimental setup and empirical
evaluation guidelines are also compromised; only 32% of the studies explained their
limitations and threats to validity. It is also observed that only 41% of the studies
frame research questions to set up the empirical evaluation. It is important for studies,
especially in the software engineering and software testing fields, to follow the proper
experimental guidelines and using suitable statistical methods to ensure the validity
of their studies.

(RQ3) The focus of this third and last research question was to assess the effec-
tiveness of existing RTS techniques. The effectiveness was measured based on cost
measure, coverage-based, and fault-based adequacy criteria. Of the 47 studies, 30
studies (63%) measured the cost of RTS technique using only one single parameter. It
is found that 7 different cost measures were used in the studies. The most common
cost measure used is execution time of the test suite that was used in 13 studies.
The multi-objective adequacy criteria consist of a combination of these three adequacy
criteria getting the focus of researchers and experimental studies in regression test
case selection. The validation of these results is also equally important for empirical
studies conducted in software testing in general and regression test case selection in
particular. We found that 15 studies compared their results with previous versions of
the same test suite execution. It is also observed that the use of a single metric (ei-
ther cost, coverage, or fault criteria) is not sufficient for measuring all aspects of test
case selection techniques. Furthermore, there is no direct relationship found between
effectiveness based on the cost, coverage, or fault detection ability. The definition of
effectiveness varies among all studies selected. The cost is measured from different
perspectives and conflicting definitions. A measure like reduction in size is considered
as effective, but it does not guarantee a reduction in the execution cost of the test suite.
Similar trends is also found in coverage and fault detection ability.

9. FUTURE WORK
Potential future work for the researchers in this field may include:

(1) Perform research focusing on trade-offs between current RTS techniques (e.g., tra-
ditional techniques) with mining and learning or test oracles (i.e., techniques with
statistical origins).

(2) Design a general purpose evaluation technique to be used for the whole RT'S testing
process, because we were unable to find a single fit-for-all technique to be used for
this purpose.

(3) More works are required to design and conduct empirical studies, because the
current design guidelines are not mature and can be further improved.

(4) Single adequacy criterion is not sufficient, thus investigations should be made to
multi-criteria cases and performed with proper statistical methods used.

(5) There is need to determine the relationships between cost, coverage, and fault-
detection abilities of test suites.

(6) Evaluation metrics should be implemented with sufficient mathematical and sta-
tistical details, instead of only making comparison with previous studies’ results,
because in many cases the testing context may differ although implemented on the
same application.
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