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To my friend Marcel F. Neuts for his pioneering contributions to stochastic models

## Preface

Stochastic systems are involved in many practical areas, such as applied probability, queueing theory, reliability, risk management, insurance and finance, computer networks, manufacturing systems, transportation systems, supply chain management, service operations management, genomic engineering and biological sciences. When analyzing a stochastic system, block-structured stochastic models are found to be a useful and effective mathematical tool. In the study of the blockstructured stochastic models, this book provides a unified, constructive and algorithmic framework on two important directions: performance analysis and system decision. Different from those books given in the literature, the framework of this book is systematically organized by means of the UL- and LU-types of $R G$-factorizations, which are completely developed in this book and have been extensively discussed by the author. The $R G$-factorizations can be applied to provide effective solutions for the block-structured Markov chains, and are shown to be also useful for optimal design and dynamical decision making of many practical systems, such as computer networks, transportation systems and manufacturing systems. Besides, this book uses the $R G$-factorizations to deal with some recent interesting topics, for example, tailed analysis, continuous-state Markov chains, quasi-stationary distributions, Markov reward processes, Markov decision processes, sensitivity analysis, evolutionary game and stochastic game. Note that all these different problems can be dealt with by a unified computational method through the $R G$-factorizations. Specifically, this book pays attention to optimization, control, decision making and game of the block-structured stochastic models, although available results on these directions are still few up to now.

The block-structured stochastic models began with studying the matrix-geometric stationary probability of a Quasi-Birth-And-Death (QBD) process which was first proposed to analyze two-dimensional queues or computer systems, e.g., see Evans (1967) and Wallace (1969). The initial attention was directed toward performance computation. Neuts (1978) extended the results of the QBD processes to Markov chains of GI/M/1 type for the first time. Based on the phase type (PH) distribution given in Neuts (1975), Neuts (1981) opened an interesting and crucial
door in numerical analysis of stochastic models, which has become increasingly important for dealing with large-scale and complex stochastic systems due to advent more powerful computational ability under fast development of computer technology and communication networks. For a complete understanding of stochastic models, it is necessary to review two key advances. Firstly, Neuts (1981) considered Markov chains of $G I / M / 1$ type whose stationary probability vectors are the matrixgeometric form, called matrix-geometric solution. For the matrix-geometric solution, the matrix $R$, the minimal nonnegative solution to the nonlinear matrix equation $R=\sum_{k=0}^{\infty} R^{k} A_{k}$, plays an important role. He indicated that numerical computation of Markov chains of $G I / M / 1$ type can be transformed to that of the matrix $R$, and then an infinite-dimensional computation for the stationary probability vector is transformed to another finite-dimensional computation for the censored Markov chain to level 0. Readers may refer to Neuts (1981), Latouche and Ramaswami (1999), Bini, Latouche and Meini (2005) and others therein. Secondly, as a companion research for Markov chains of $G I / M / 1$ type, Neuts (1989) provided a detailed discussion for Markov chains of $M / G / 1$ type whose stationary probability vector has a complicated form, called matrix-iterative solution. Although the two types of Markov chains have different block structure, the matrix-iterative solution has many properties similar to those in the matrix-geometric solution, for example, the matrix-iterative solution is determined by the minimal nonnegative solution
$G$ to another key nonlinear matrix equation $G=\sum_{k=0}^{\infty} A_{k} G^{k}$.
These results given in Neuts' two books $(1981,1989)$ are simple, perfect and computable. However, Markov chains of $G I / M / 1$ type and Markov chains of $M / G / 1$ type are two important examples in the study of block-structured stochastic models, while analysis of many practical stochastic systems needs to use more general block-structured Markov chains, e.g., see retrial queues given in Artalejo and Gómez-Corral (2008) and other stochastic models given in Chapters 1 and 7 of this book. Under the situation, these practical examples motivate us in this book to develop a more general algorithmic framework for studying the block-structured stochastic models, including generalization of the matrix-geometric solution and the matrix-iterative solution from the level independence to the level dependence. It is worthwhile to note that such a generalization is not easy and simple, it needs and requires application of new mathematical methods. During the two decades, the censoring technique is indicated to be a key method for dealing with more general block-structured Markov chains. Grassmann and Heyman (1990) first used the censoring technique to find some basic relationships between the matrixgeometric solution and the matrix-iterative solution from a more general model: Markov chains of GI/G/1 type. Furthermore, Heyman (1995) applied the censoring technique to provide an LU-decomposition for any ergodic stochastic matrix of infinite size, Li (1997) gave the LU-decomposition for Markov chains of GI/M/1
type and also for Markov chains of $M / G / 1$ type, and Zhao (2000) obtained the UL-type $R G$-factorization for Markov chains of $G I / M / 1$ type. From these works, it may be clear that finding such matrix decomposition for general Markov chains is a promissing direction for numerical solution of block-structred stochastic models. Along similar lines, we have systematically developed the UL- and LU-types of $R G$-factorizations for any irreducible Markov chains in the past ten years, e.g., see Li and Cao (2004), Li and Zhao (2002, 2004) and Li and Liu (2004). This book summarizes many important results and basic relations for block-structured Markov chains by means of the $R G$-factorizations. The $R G$-factorizations are derived for any irreducible Markov chains in terms of the Wiener-Hopf equations, while some useful iterative relations among the $R-, U$ - and $G$-measures are organized in the Wiener-Hopf equations. Specifically, the iterative relations are sufficiently helpful for dealing with performance computation and system decision. On the other hand, this book also provides new probabilistic interpretations for those results obtained by Neuts' method. We may say that the $R G$-factorizations begin a new era in the study of block-structured stochastic models with an algebraic and probabilistic combination.

The main contribution of this book is to construct a unified computational framework to study stochastic models both from stationary solution and from transient solution. When a practical system is described as a block-structured Markov chain, performance computation and system decision can always be organized as a system of linear equations: $x A=0$ or $x A=b$ where $b \neq 0$. This book provides two different computational methods to deal with the system of linear equations. At the same time, it is seen from the computational process that the middle diagonal matrix of the $R G$-factorizations plays an important role based on the state classification of Markov chains.

Method I In this method the matrix $A$ can be shown to have a UL-type $R G$-factorization

$$
A=\left(I-R_{U}\right) \cdot \operatorname{diag}\left(\Theta_{0}, \Theta_{1}, \Theta_{2}, \ldots\right) \cdot\left(I-G_{L}\right),
$$

where the size of the matrix $\Theta_{0}$ is always small and finite in level 0 . This book summarizes two important conclusions:
(1) If the block-structured Markov chain is positive recurrent, then the matrix $\Theta_{0}$ is singular and all the other matrices $\Theta_{k}$ for $k \geqslant 1$ are invertible. In this case, the UL-type $R G$-factorization can be used to solve the system of linear equations: $x A=0$ given in Section 2.4, and then such a solution can be used to obtain stationary performance analysis.
(2) If the block-structured Markov chain is transient, then the matrix $\Theta_{k}$ is invertible for $k \geqslant 0$. In this case, the UL-type $R G$-factorization is used to solve the system of linear equations: $x A=b$ with

$$
x=b\left(I-G_{L}\right)^{-1} \cdot \operatorname{diag}\left(\Theta_{0}^{-1}, \Theta_{1}^{-1}, \Theta_{2}^{-1}, \ldots\right) \cdot\left(I-R_{U}\right)^{-1}
$$

which leads to transient performance analysis.

Method II In this method the matrix $A$ can be shown to have an LU-type $R G$-factorization

$$
A=\left(I-\bar{R}_{L}\right) \cdot \operatorname{diag}\left(\Lambda_{0}, \Lambda_{1}, \Lambda_{2}, \ldots\right) \cdot\left(I-\bar{G}_{U}\right),
$$

where the matrix $\Lambda_{k}$ is invertible for $k \geqslant 0$. Therefore, the LU-type $R G$-factorization can be used to deal with the system of linear equations: $x A=b$ with

$$
x=b\left(I-\bar{G}_{U}\right)^{-1} \cdot \operatorname{diag}\left(\Lambda_{0}^{-1}, \Lambda_{1}^{-1}, \Lambda_{2}^{-1}, \ldots\right) \cdot\left(I-\bar{R}_{L}\right)^{-1},
$$

which further leads to transient performance analysis of a stochastic model.
This book has grown out of my research and lecture notes on the matrix-analytic methods since 1997. Although I have made an effort to introduce explanations and definitions for mathematical tools, crucial concepts and basic conclusions in this book, it is still necessary for readers to have a better mathematical background, including probability, statistics, Markov chains, Markov renewal processes, Markov decision processes, queueing theory, game theory, matrix analysis and numerical computation. Readers are assumed to be familiar with the basic materials or parts of them.

The organization of this book is strictly logical and more complete from performance computation to system decision. This book contains eleven chapters whose structured relationship is shown in Fig. 0.1. Chapters 1 and 7 introduce motivating examples from different research areas, such as queueing theory, computer networks and manufacturing systems. The examples are first described as the block-structured Markov chains, then they will help readers to understand the basic structure of practical stochastic models. Chapters 2, 3, 5, 6 and 9 systematically develop the construction of the $R G$-factorizations for Markov chains, Markov renewal processes and $\beta$-discounted transition matrices. Chapters 4, 8, 10 and 11 apply the $R G$-factorizations to deal with some current interesting topics including tailed analysis, Markov chains on a continuous state space, transient solution, Markov reward processes, sensitivity analysis and game theory, respectively. Finally, we also provide two useful appendices which may be basically helpful for readers to understand the contents of this book. Every chapter consists of a brief summary, a main body and a discussion with "Notes in the Literature". At the same time, every chapter also contains a number of problems whose purpose is to help readers understand the corresponding concepts, results and conclusions.

It is hoped that this book will be useful for the first-year graduate students or advanced undergraduates, as well as researchers and engineers who are interested in, for example, applied probability, queueing theory, reliability, risk management, insurance and finance, communication networks, manufacturing systems, transportation systems, supply chain management, service operations management, performance evaluation, system decision, and game theory with applications. We suggest a full semester course with two or three hours per week. Shorter courses
can be also based on part of the chapters, for instance, engineering students or researchers may only study Chapters $1,2,6,8,10$ and 11 .


Figure 0.1 Organization of this book
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## 1 Stochastic Models
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#### Abstract

In this chapter, we provide an introduction to Markov chains, practical examples for block-structured Markov chains, QBD processes, ULand LU-types of $R G$-factorizations for QBD processes, the phase type ( PH ) distribution, the Markovian arrival process (MAP) and the matrix-exponential distribution. We list some necessary definitions and useful results, which are basic and crucial preliminaries in the study of stochastic models.


Keywords stochastic model, block-structured Markov chain, QBD process, $R G$-factorization, phase type distribution, Markovian arrival process, matrixexponential distribution.

In this chapter, we provide some basic and useful preliminaries in the study of stochastic models. This contains a simple introduction to Markov chains with discrete state space, motivating practical examples for how to construct blockstructured Markov chains, applying the censoring technique to deal with a QBD process with either finitely-many levels or infinitely-many levels, the UL- and LU-types of $R G$-factorizations for the QBD process, the PH distribution, the Markovian arrival process and the matrix-exponential distribution. These contents are organized in seven sections. Here, we mainly list the main definitions and results without proofs. Readers may refer to Neuts [92,94] and others for the proofs, if necessary.

### 1.1 Stochastic Systems

In this section, we show that Markov chain is a useful mathematical tool in the study of stochastic systems. We provide some useful discussions for Markov chains with discrete state space that are described as different types of block-structured Markov chains. These are useful for understanding the sequence of this book.

Modern science and technology has created our beautiful life and suitable working space. We use various natural or man-made systems on a daily basis. Important examples of such systems include manufacturing systems, communication networks and transportation systems. From the ordinary observations, we can easily find that random factors usually exist in these different systems. Thus, it is not only necessary but also important for studying the real systems under stochastic conditions. To do this, we now provide a simple introduction to stochastic processes, and specifically, Markov chains.

Let $X(t)$, which is either scalar or vector, be the state of a stochastic system at time $t$. Then $\{X(t): t \geqslant 0\}$ in general is a stochastic process. The stochastic process is a family of random variables $X(t)$ for $t \in T$, where $T$ is a non-null set. If $T=[0$, $+\infty$ ] or [0,a] with $a>0$, then the stochastic process called continuous-time; if $T=$ $\{0,1,2, \ldots\}$, then the stochastic process is discrete-time. In this case, we write the Markov chain $\{X(t)\}$ or $\left\{X_{t}\right\}$. On the other hand, the stochastic process is distinguished by its state which is denoted as a real number. The range of possible state values for the random variables $X(t)$ for $t \in T$ is called the state space $\Omega$. If $\Omega=[0,+\infty]$ or $[0, b]$ with $b>0$, then the stochastic process is said to have a continuous state space; if $\Omega=\{0,1,2, \ldots\}$ or $\{0,1,2, \ldots, M\}$ with $M>0$, then the stochastic process is called to have a discrete state space. In general, a stochastic process always has a complicated behavior that is difficult to be analyzed in detail. From practical applications, we only need to consider a subset of stochastic processes analyzed above.

### 1.1.1 The Markov Property

A discrete-time stochastic process has the Markov property if

$$
P\left\{X_{n+1} \mid X_{n}, X_{n-1}, \ldots, X_{0}\right\}=P\left\{X_{n+1} \mid X_{n}\right\}
$$

Similarly, a continuous-time stochastic process has the Markov property if

$$
P\{X(t+u) \mid X(s), 0 \leqslant s \leqslant u\}=P\{X(t+u) \mid X(u)\} .
$$

Based on the Markov property, we consider an important type of stochastic processes: Markov chains on discrete state space, which are either discrete-time or continuous-time.

### 1.1.2 A Discrete-Time Markov Chain with Discrete State Space

Let $\left\{X_{n}\right\}$ be a discrete-time Markov chain with discrete state space, that is, $T=\{0$, $1,2, \ldots\}$ and $\Omega=\{0,1,2, \ldots\}$. The probability of $X_{n+1}$ being in state $j$ given that $X_{n}$ is in state $i$ is called the one-step transition probability and is denoted by

$$
P_{i, j}^{n, n+1}=P\left\{X_{n+1}=j \mid X_{n}=i\right\} .
$$

If all the one-step transition probabilities are independent of time $n \geqslant 0$, then the Markov chain is said to be homogeneous; otherwise it is said to be nonhomogeneous.

In this book, we mainly analyze the homogeneous Markov chains for simplicity of description. In this case, let $P_{i, j}=P_{i, j}^{n, n+1}$ for all $i, j \in \Omega$. We write

$$
P^{\bowtie}=\left(\begin{array}{cccc}
P_{0,0} & P_{0,1} & P_{0,2} & \cdots \\
P_{1,0} & P_{1,1} & P_{1,2} & \cdots \\
P_{2,0} & P_{2,1} & P_{2,2} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right) .
$$

Let

$$
P_{i, j}^{(n)}=P\left\{X_{n}=j \mid X_{0}=i\right\}
$$

and $P^{(n)}=\left(P_{i, j}^{(n)}\right)_{i, j \geqslant 0}$. Then it is easy to check that $P^{(n)}=P^{n}$ for each $n \geqslant 2$.
State $j$ is said to be accessible from state $i$ if $P_{i, j}^{(n)}>0$ for some integer $n \geqslant 1$, denoted as $i \rightarrow j$. Two states $i$ and $j$ are called communication if each one is accessible to the other, writen as $i \longleftrightarrow j$. It is clear that the communication is an equivalence relation:
(D1) reflexivity $i \longleftrightarrow i$;
(D2) symmetry if $i \longleftrightarrow j$, then $j \longleftrightarrow i$;
(D3) transitivity if $i \longleftrightarrow j$ and $j \longleftrightarrow k$, then $i \longleftrightarrow k$.
We can now partition the state space $\Omega$ into some equivalent classes $C_{k}$ for $k=1,2, \ldots, K$. Then $\Omega=\bigcup_{k=1}^{K} C_{k}$, where $C_{i} \cap C_{j}=\varnothing$ for $i \neq j$, and $\varnothing$ is an empty set. In each equivalent class, all the states can communicate with each other.

If the state space $\Omega$ has only one equivalent class, then the Markov chain is said to be irreducible; otherwise it is called to be reducible.

Now, we define the period of state $i$, written as $d(i)$, to be the greatest common divison (g.c.d) of all integers $n \geqslant 1$ for which $P_{i, i}^{(n)} \geqslant 0$. Specifically, if $P_{i, i}^{(n)}=0$ for all $n \geqslant 1$, then $d(i)=0$. In an equivalent class $C \subset \Omega$, it is easy to prove that $d(i)=d(j)$ for all $i, j \in C$. Furthermore, for an irreducible Markov chain, we always have $d(i)=d(j)$ for all $i, j \in \Omega$.

If $d(i)=1$, then state $i$ is said to be aperiodic; otherwise it is periodic. For an irreducible Markov chain, it is said to be aperiodic if there exists a state which is aperiodic; while it has period $d$ if there exists a state which is of period $d$.

[^0]In what follows we provide state classification of Markov chains. We write

$$
f_{i, i}^{(n)}=P\left\{X_{n}=i, X_{v} \neq i \text { for all } v=1,2, \ldots, n-1 \mid X_{0}=i\right\}
$$

Clearly, $f_{i, i}^{(1)}=P_{i, i}$ and for $n \geqslant 1$,

$$
P_{i, i}^{(n)}=\sum_{k=0}^{n} f_{i, i}^{(k)} P_{i, i}^{(n-k)} .
$$

Let

$$
f_{i, i}=\sum_{n=0}^{\infty} f_{i, i}^{(n)}
$$

Then we say that a state $i$ is recurrent if $f_{i, i}=1$; otherwise it is transient.
The following proposition provides a necessary and sufficient condition under which a state $i$ is recurrent. The proof is standard and is omitted here.

Proposition 1.1 A state $i$ is recurrent if and only if $\sum_{n=1}^{\infty} P_{i, i}^{(n)}=+\infty$; while a state $i$ is transient if and only if $\sum_{n=1}^{\infty} P_{i, i}^{(n)}<+\infty$.

It is easy to see that in an equivalent class $C \subset \Omega$, if a state $i \in C$ is recurrent, then each state $j \in C$ is also recurrent. Furthermore, for an irreducible Markov chain, it is clear that if a state $i \in \Omega$ is recurrent, then each state $j \in \Omega$ is also recurrent. Such a discussion is also valid for the transient case.

We can further classify the recurrent class of states into two subsets: positive recurrence and null recurrence. To do that, we write

$$
m_{i}=\sum_{n=0}^{\infty} n f_{i, i}^{(n)} .
$$

We say that a state $i$ is positive recurrent if $m_{i}<+\infty$; otherwise it is null recurrent.
In an equivalent class $C \subset \Omega$, it is easy to prove that if a state $i \in C$ is positive recurrent, then each state $j \in C$ is also positive recurrent. Furthermore, for an irreducible Markov chain, it is easy to see that if a state $i \in \Omega$ is positive recurrent, then each state $j \in \Omega$ is also positive recurrent. Such a discussion is also valid for the null recurrent case.

For an irreducible Markov chain, we now consider the limiting

$$
\pi_{i}=\lim _{n \rightarrow \infty} P_{i, i}^{(n)}
$$

with normalization condition $\sum_{i \in C} \pi_{i}=1$ or $\sum_{i \in \Omega} \pi_{i}=1$.
We state the basic limit theorem for Markov chains as follows.

Theorem 1.1 For an irreducible, aperiodic and positive recurrent Markov chain, there must exist the unique limiting distribution vector $\pi=\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$ with $\pi_{i}=1 / m_{i}$ for all $i \in \Omega$. At the same time,

$$
\lim _{n \rightarrow \infty} P_{i, j}^{(n)}=\pi_{j}
$$

is independent of $i \in \Omega$.
If the Markov chain is either null recurrent or transient, then

$$
\pi=\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)=0
$$

If the Markov chain with period $d$ is irreducible and positive recurrent, then

$$
\lim _{n \rightarrow \infty} P_{i, j}^{(n d)}=\pi_{j}(d),
$$

which is independent of the initial state $i \in \Omega$.
For an irreducible, aperiodic and positive recurrent Markov chain, it is clear that

$$
\lim _{n \rightarrow \infty} P^{n}=\lim _{n \rightarrow \infty} P^{(n)}=e \pi,
$$

where $e$ is a column vector of ones with switable size. Thus

$$
e \pi P=\lim _{n \rightarrow \infty} P^{n} P=\lim _{n \rightarrow \infty} P^{n+1}=e \pi
$$

which obviously leads to $\pi P=\pi$ and $\pi e=1$. That is, the limiting distribution vector $\pi$ of the Markov chain $P$ is the unique positive solution to the system of equations $\pi P=\pi$ and $\pi e=1$.

For an irreducible finite-state Markov chain $P$, it is either positive recurrent or transient. When $P$ is positive recurrent, the matrix $I-P+e \pi$ is invertible and is called the fundamental matrix of the Markov chain; when $P$ is transient, the matrix $I-P$ is invertible.

For an irreducible finite-state Markov chain $P$, the limit

$$
\lim _{N \rightarrow \infty} \frac{1}{N+1} \sum_{n=0}^{N} P^{n}
$$

must exist and is called the Cesaro limit. We denote the Cesaro limit by $P^{*}$. Specifically, $P^{*}=e \pi$ if $P$ is aperiodic and positive recurrent. For the Cesaro limit, it is easy to check that

$$
P P^{*}=P^{*} P=P^{*} P^{*}=P^{*}
$$

and

$$
P^{n}-P^{*}=\left[P-P^{*}\right]^{n}, \quad n \geqslant 1 .
$$

### 1.1.3 A Continuous-Time Markov Chain with Discrete Space

We denote by $\{X(t)\}$ a continuous-time Markov chain with $T=[0,+\infty)$ and $\Omega=$ $\{0,1,2, \ldots\}$. We write

$$
P_{i, j}(t)=P\{X(t+u)=j \mid X(u)=i\}
$$

which is independent of $u \geqslant 0$. The Markov property asserts that $P_{i, j}(t)$ satisfies
(C1) $P_{i, j}(t) \geqslant 0$ for all $i, j \in \Omega$,
(C2) $\sum_{j \in \Omega} P_{i, j}(t)=1$ for all $i \in \Omega$,
(C3) $P_{i, j}(s+t)=\sum_{k \in \Omega} P_{i, k}(s) P_{k, j}(t)$ for all $s, t \geqslant 0$ (Chapman-Kolmogorov relation), and
(C4) $\lim _{t \rightarrow 0^{+}} P_{i, j}(t)=\left\{\begin{array}{l}1, i=j, \\ 0, i \neq j\end{array}\right.$
Let

$$
P(t)=\left(\begin{array}{cccc}
P_{0,0}(t) & P_{0,1}(t) & P_{0,2}(t) & \ldots \\
P_{1,0}(t) & P_{1,1}(t) & P_{1,2}(t) & \ldots \\
P_{2,0}(t) & P_{2,1}(t) & P_{2,2}(t) & \ldots \\
\vdots & \vdots & \vdots &
\end{array}\right)
$$

From ( C 1$)$ to $(\mathrm{C} 4)$, it is easy to check that

$$
\lim _{h \rightarrow 0} P(t+h)=P(t)
$$

Therefore, $P(t)$ is also a matrix of continuous functions for $t \geqslant 0$. Actually, $P(t)$ is a matrix of differentiable functions for $t \geqslant 0$ in which the limits

$$
\lim _{h \rightarrow 0^{+}} \frac{1-P_{i, i}(h)}{h}=q_{i}, \quad i \in \Omega
$$

and

$$
\lim _{h \rightarrow 0^{+}} \frac{P_{i, i}(h)}{h}=q_{i, j}, \quad i \neq j \text { and } i, j \in \Omega
$$

exist, where $0 \leqslant q_{i}<+\infty$ for $i \in \Omega$, and $0 \leqslant q_{i, j}<+\infty$ for $i \neq j$ and $i, j \in \Omega$.
Note that

$$
1-P_{i, i}(h)=\sum_{j \in \Omega-\{i\}} P_{i, j}(h),
$$

which leads to that for $i \in \Omega$,

$$
q_{i}=\sum_{j \in \Omega-\{i\}} q_{i, j} .
$$

At the same time, the rates $q_{i}$ and $q_{i, j}$ furnish an infinitesimal description as follows:
For $h>0$ sufficiently small, $i \neq j$ and $i, j \in \Omega$,

$$
P\{X(t+h)=j \mid X(t)=i\}=q_{i, j} h+o(h),
$$

and for $i \in \Omega$,

$$
P\{X(t+h)=i \mid X(t)=i\}=1-q_{i} h+o(h) .
$$

In contrast to the infinitesimal description, the sojourn description is given as follows. If the Markov chain is in state $i$, then it sojourns there for a duration that is exponentially distributed with parameter $q_{i}$, and can jump to the next state $j$ with probability $q_{i, j} / q_{i}$ for $j \neq i$.

We write

$$
Q=\left(\begin{array}{ccccc}
-q_{0} & q_{0,1} & q_{0,2} & q_{0,3} & \ldots \\
q_{1,0} & -q_{1} & q_{1,2} & q_{1,3} & \ldots \\
q_{2,0} & q_{2,1} & -q_{2} & q_{2,3} & \ldots \\
q_{3,0} & q_{3,1} & q_{3,2} & -q_{3} & \ldots \\
\vdots & \vdots & \vdots & \vdots &
\end{array}\right) .
$$

which is called the infinitesimal generator of the continuous-time Markov chain. Clearly

$$
\lim _{h \rightarrow 0^{+}} \frac{P(h)-I}{h}=Q .
$$

Note that

$$
\frac{P(t+h)-P(t)}{h}=\frac{P(h)-I}{h} P(t)=P(t) \frac{P(h)-I}{h},
$$

we obtain

$$
P^{\prime}(t)=Q P(t)=P(t) Q,
$$

where

$$
P^{\prime}(t)=\frac{\mathrm{d}}{\mathrm{~d} t} P(t)=\lim _{h \rightarrow 0^{+}} \frac{P(t+h)-P(t)}{h} .
$$

Therefore

$$
P(t)=\exp \{Q t\}
$$

by means of the initial condition $P(0)=I$. The continuous-time Markov chain may also be called the Markov chain $Q$.

During a similar analysis of the discrete-time Markov chains, we can introduce some basic concepts for the continuous-time case, such as, the irreducible and reducible, and the aperiodic and periodic. At the same time, we can also give the state classification: transience, null recurrence and positive recurrence.

If the continuous-time Markov chain is irreducible, aperiodic and positive recurrent, then the limits $\lim _{t \rightarrow+\infty} P_{i, j}(t)$ exist and is independent of the initial state $i \in \Omega$, denoted as $\pi_{j}$. Let $\pi=\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$. Then

$$
\lim _{t \rightarrow+\infty} P(t)=\lim _{t \rightarrow+\infty} \exp \{Q t\}=e \pi
$$

and clearly, the limiting distribution vector is the unique positive solution to the system of equations $\pi Q=0$ and $\pi e=1$.

### 1.1.4 A Continuous-Time Birth Death Process

As a useful example, we now discuss a special continuous-time Markov chain: A continuous-time birth death process whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{cccccc}
-\lambda_{0} & \lambda_{0} & & & & \\
\mu_{1} & -\left(\lambda_{1}+\mu_{1}\right) & \lambda_{1} & & & \\
& \mu_{2} & -\left(\lambda_{2}+\mu_{2}\right) & \lambda_{2} & & \\
& & \mu_{3} & -\left(\lambda_{3}+\mu_{3}\right) & \lambda_{3} & \\
& & \ddots & \ddots & \ddots & \ddots
\end{array}\right) \text {, }
$$

where $\lambda_{i}>0$ for $i \geqslant 0$ and $\mu_{j}>0$ for $j \geqslant 1$.
If the birth death process $Q$ is irreducible, aperiodic and positive recurrent, then the limiting distribution is given by

$$
\pi_{j}=\frac{\xi_{j}}{\sum_{k=0}^{\infty} \xi_{k}}, \quad j \geqslant 0
$$

where

$$
\xi_{0}=1, \quad \xi_{k}=\xi_{k-1} \frac{\lambda_{k-1}}{\mu_{k}}=\frac{\lambda_{0} \lambda_{1} \ldots \lambda_{k-1}}{\mu_{1} \mu_{2} \ldots \mu_{k}}, \quad k \geqslant 1 .
$$

If $\lambda_{0}=0, \lambda_{j}>0$ and $\mu_{j}>0$ for $j \geqslant 1$, then it is clear that the birth death process is transient with absorbing state 0 . We denote by $g_{m}$ the probability of absorption into state 0 from the initial state $m$ for $m \geqslant 1$. Then we have

$$
g_{m}=\frac{\sum_{i=m}^{\infty} \eta_{i}}{\sum_{i=0}^{\infty} \eta_{i}}, \quad m \geqslant 1,
$$

where

$$
\eta_{0}=1, \quad \eta_{k}=\eta_{k-1} \frac{\mu_{k}}{\lambda_{k}}=\frac{\mu_{1} \mu_{2} \ldots \mu_{k}}{\lambda_{1} \lambda_{2} \ldots \lambda_{k}}, \quad k \geqslant 1 .
$$

### 1.1.5 Block-Structured Markov Chains

A practical stochastic system always indicates special block structure of its corresponding Markov chain. This motivates us to develop constructively numerical computation of stochastic models on the line of Neuts [92, 94]. In what follows we summarize the useful block structure of Markov chains applied to real stochastic systems recently.

In the study of stochastic models, Neuts opened a key door for developing numerical theory of stochastic models. It is necessary for us to review the two books by Neuts in 1981 and 1989, respectively. In the first book, Neuts [92] studied a level-independent QBD process whose transition matrix is given by

$$
P=\left(\begin{array}{llllll}
B_{1} & B_{0} & & & &  \tag{1.1}\\
B_{2} & A_{1} & A_{0} & & & \\
& A_{2} & A_{1} & A_{0} & & \\
& & A_{2} & A_{1} & A_{0} & \\
& & & \ddots & \ddots & \ddots
\end{array}\right) .
$$

By using the QBD process, Chapter 3 of Neuts [92] analyzed the $M / P H / 1, P H / M / c$ and $P H / P H / 1$ queues; Chapter 5 studied buffer models including tandem queues and a multiprogramming model; and Chapter 6 discussed queues in random environment such as a queue with repairable server, a finitesource priority queue, and a queue with paired customers. As an important generalization, Chapter 1 of Neuts [92] systemically analyzed a level-independent Markov chain of GI/M/1 type whose transition matrix is given by

$$
P=\left(\begin{array}{cccccc}
B_{1} & B_{0} & & & &  \tag{1.2}\\
B_{2} & A_{1} & A_{0} & & & \\
B_{3} & A_{2} & A_{1} & A_{0} & & \\
B_{4} & A_{3} & A_{2} & A_{1} & A_{0} & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

Chapter 4 of Neuts [92] discussed the $G I / P H / 1, G I / P H / c, D / P H / 1$ and $S M / P H / 1$ queues.

In the second book, Neuts [94] analyzed a level-independent Markov chain of $M / G / 1$ type whose transition matrix is given by

$$
P=\left(\begin{array}{ccccc}
B_{1} & B_{2} & B_{3} & B_{4} & \ldots  \tag{1.3}\\
B_{0} & A_{1} & A_{2} & A_{3} & \ldots \\
& A_{0} & A_{1} & A_{2} & \ldots \\
& & A_{0} & A_{1} & \ldots \\
& & & \ddots & \ddots
\end{array}\right) .
$$

Applying the Markov chains of $M / G / 1$ type, Neuts [94] studied the $M / S M / 1$ queue and its variants in Chapter 4, the $B M A P / G / 1$ queue in Chapter 5, and several practical systems such as a data communication model, a poor man's satellite, and a series queue with two servers in Chapter 6.

Up to now, there have been many applied problems that are described as more general block-structured Markov chains. In what follows we list some basic examples from the block-structured Markov chains.
(1) A level-dependent QBD process whose transition matrix is given by

$$
P=\left(\begin{array}{llllll}
A_{1}^{(0)} & A_{0}^{(0)} & & & &  \tag{1.4}\\
A_{2}^{(1)} & A_{1}^{(1)} & A_{0}^{(1)} & & & \\
& A_{2}^{(2)} & A_{1}^{(2)} & A_{0}^{(2)} & & \\
& & A_{2}^{(3)} & A_{1}^{(3)} & A_{0}^{(3)} & \\
& & & \ddots & \ddots & \ddots
\end{array}\right) .
$$

(2) A Markov chain of $G I / G / 1$ type whose transition matrix is given by

$$
P=\left(\begin{array}{ccccc}
D_{0} & D_{1} & D_{2} & D_{3} & \ldots  \tag{1.5}\\
D_{-1} & A_{0} & A_{1} & A_{2} & \ldots \\
D_{-2} & A_{-1} & A_{0} & A_{1} & \ldots \\
D_{-3} & A_{-2} & A_{-1} & A_{0} & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

(3) A level-dependent Markov chain of GI/M/1 type whose transition matrix is given by

$$
P=\left(\begin{array}{cccccc}
A_{0,0} & A_{0,1} & & & &  \tag{1.6}\\
A_{1,0} & A_{1,1} & A_{1,2} & & & \\
A_{2,0} & A_{2,1} & A_{2,2} & A_{2,3} & & \\
A_{3,0} & A_{3,1} & A_{3,2} & A_{3,3} & A_{3,4} & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

(4) A level-dependent Markov chain of $M / G / 1$ type whose transition matrix is given by

$$
P=\left(\begin{array}{ccccc}
A_{0,0} & A_{0,1} & A_{0,2} & A_{0,3} & \ldots  \tag{1.7}\\
A_{1,0} & A_{1,1} & A_{1,2} & A_{1,3} & \ldots \\
& A_{2,1} & A_{2,2} & A_{2,3} & \ldots \\
& & A_{3,2} & A_{3,3} & \ldots \\
& & & \ddots & \ddots
\end{array}\right) .
$$

(5) A general block-structured Markov chain with infinitely-many levels whose transition matrix is given by

$$
P=\left(\begin{array}{ccccc}
P_{0,0} & P_{0,1} & P_{0,2} & P_{0,3} & \cdots  \tag{1.8}\\
P_{1,0} & P_{1,1} & P_{1,2} & P_{1,3} & \cdots \\
P_{2,0} & P_{2,1} & P_{2,2} & P_{2,3} & \cdots \\
P_{3,0} & P_{3,1} & P_{3,2} & P_{3,3} & \cdots \\
\vdots & \vdots & \vdots & \vdots &
\end{array}\right) .
$$

(6) A general block-structured Markov chain with finitely-many levels whose transition matrix is given by

$$
P=\left(\begin{array}{ccccc}
P_{0,0} & P_{0,1} & P_{0,2} & \ldots & P_{0, M}  \tag{1.9}\\
P_{1,0} & P_{1,1} & P_{1,2} & \ldots & P_{1, M} \\
P_{2,0} & P_{2,1} & P_{2,2} & \ldots & P_{2, M} \\
\vdots & \vdots & \vdots & & \vdots \\
P_{M, 0} & P_{M, 1} & P_{M, 2} & \ldots & P_{M, M}
\end{array}\right) .
$$

Specifically, a Markov chain of $M / G / 1$ type with finitely-many levels whose transition matrix is given by

$$
P=\left(\begin{array}{ccccc}
A_{0,0} & A_{0,1} & \ldots & A_{0, M-1} & A_{0, M}  \tag{1.10}\\
A_{1,0} & A_{1,1} & \ldots & A_{1, M-1} & A_{1, M} \\
& A_{2,1} & \ldots & A_{2, M-1} & A_{2, M} \\
& & \ddots & \vdots & \vdots \\
& & & A_{M, M-1} & A_{M, M}
\end{array}\right) ;
$$

a Markov chain of $G I / M / 1$ type with finitely-many levels whose transition matrix is given by

$$
P=\left(\begin{array}{cccccc}
A_{0,0} & A_{0,1} & & & &  \tag{1.11}\\
A_{1,0} & A_{1,1} & A_{1,2} & & & \\
A_{2,0} & A_{2,1} & A_{2,2} & A_{2,3} & & \\
\vdots & \vdots & \vdots & \vdots & \ddots & \\
A_{M, 1} & A_{M, 2} & A_{M, 3} & A_{M, 4} & \ldots & A_{M, M}
\end{array}\right) ;
$$

a QBD process with finitely-many levels whose transition matrix is given by

$$
P=\left(\begin{array}{llllll}
A_{1}^{(0)} & A_{0}^{(0)} & & & &  \tag{1.12}\\
A_{2}^{(1)} & A_{1}^{(1)} & A_{0}^{(1)} & & & \\
& A_{2}^{(2)} & A_{1}^{(2)} & A_{0}^{(2)} & & \\
& & \ddots & \ddots & \ddots & \\
& & & A_{2}^{(M-1)} & A_{1}^{(M-1)} & A_{0}^{(M-1)} \\
& & & & A_{2}^{(M)} & A_{1}^{(M)}
\end{array}\right) ;
$$

a special QBD process with finitely-many levels whose transition matrix is given by

$$
P=\left(\begin{array}{cccccccc}
A_{1}^{(0)} & A_{0}^{(0)} & & & & & &  \tag{1.13}\\
A_{2}^{(1)} & B & C & & & & & \\
& A & B & C & & & & \\
& & A & B & C & & & \\
& & & \ddots & \ddots & \ddots & & \\
& & & & A & B & C & \\
& & & & & A & B & A_{0}^{(M-1)} \\
& & & & & & A_{2}^{(M)} & A_{1}^{(M)}
\end{array}\right) ;
$$

This book will provide a unified algorithmic framework for dealing with the Markov chains given in Eq. (1.1) to Eq. (1.13).

### 1.2 Motivating Practical Examples

In this section, we choose some simple practical systems under exponential-type assumptions to indicate how to organize the block-structured Markov chains given in Eq. (1.1) to Eq. (1.13). At the same time, more general examples will be arranged in Chapter 7 and in Problems of each chapter. Note that similar examples are considerable in the literature for studying queueing systems, communication networks, manufacturing systems and transportation systems etc.

### 1.2.1 A Queue with Server Vacations

Queues with server vacations are of an important type of stochastic models, which have been extensively applied to communication networks, manufacturing systems and transportation systems. The first example analyzes a single-sever vacation model. We consider a single-server queue with server vacations, where the arrival process is a Poisson process with arrival rate $\lambda>0$, the service and vacation times are i.i.d. with exponential distributions $F(x)=1-\mathrm{e}^{-\mu x}$ and $V(y)=$ $1-\mathrm{e}^{-\gamma y}$, respectively. We assume that the server can take at most $N$ consecutive vacations. After the $N$ consecutive vacations, the server has to enter an idle period, even though there is no customer in the waiting room. All the random variables defined above are assumed to be mutually independent.

For this system, we denote the number of customers in the system and the state of server at time $t$, by $Q(t)$ and $Z(t)$ respectively. For example, $Q(t)=0,1,2, \ldots$, and

$$
Z(t)= \begin{cases}I, 0, & \text { if the server is idle, } \\ W, m, & \text { if the server is busy with } m \text { customers in the system, } \\ V, m, n, & \text { if the server has been at the } n \text {th consecutive vacation } \\ \text { and there are } m \text { customers in the system. }\end{cases}
$$

It is clear from Fig. 1.1 that the Markov chain $\{(Q(t), Z(t)), t \geqslant 0\}$ is a QBD process $Q$ given in Eq. (1.1) whose block-entries are given by


Figure 1.1 Relation of state transitions

$$
\begin{aligned}
& B_{1}=\left(\begin{array}{cccccc}
-\lambda & & & & \\
\gamma & -(\gamma+\lambda) & & & & \\
& \gamma & -(\gamma+\lambda) & & & \\
& & \ddots & \ddots & & \\
& & & \gamma & -(\gamma+\lambda) & \\
& & & & \gamma & -(\gamma+\lambda)
\end{array}\right), \quad B_{2}=\left(\begin{array}{l} 
\\
\mu
\end{array}\right) \text {, } \\
& B_{0}=A_{0}=\operatorname{diag}(\lambda, \lambda, \lambda, \ldots, \lambda, \lambda), A_{2}=\operatorname{diag}(\mu, 0,0, \ldots, 0,0), \\
& A_{1}=\left(\begin{array}{cccccc}
-(\lambda+\mu) & & & & & \\
\gamma & -(\gamma+\lambda) & & & & \\
& \gamma & -(\gamma+\lambda) & & & \\
& & \ddots & \ddots & & \\
& & & \gamma & -(\gamma+\lambda) & \\
& & & & \gamma & -(\gamma+\lambda)
\end{array}\right) \text {. }
\end{aligned}
$$

### 1.2.2 A Queue with Repairable Servers

The second example considers a simple repairable queueing system. We consider a queueing system with $N$ identical servers and a repairman. The arrival process is a Poisson process with arrival rate $\lambda>0$, the service times are i.i.d. and are exponentially distributed with service rate $\mu$, and the life and repair times of each server are exponentially distributed with parameters $\alpha$ and $\beta$, respectively. We assume that the service discipline is FCFS and the repair discipline is as good as new after repaired. All the random variables defined above are assumed to be mutually independent.

Let $Q(t)$ and $Z(t)$ be the number of customers in the system and the number of the available servers at time $t$, respectively. Then the Markov chain $\{(Q(t), Z(t))$, $t \geqslant 0\}$ is a QBD process $Q$ given in Eq. (1.12) whose block-entries are given by

$$
\begin{gathered}
B_{1}=\left(\begin{array}{cccccc}
\mathcal{A}_{0} & \mathcal{C}_{0} & & & \\
B_{1} & \mathcal{A}_{1} & \mathcal{C}_{1} & & & \\
& \mathcal{B}_{2} & \mathcal{A}_{2} & \mathcal{C}_{2} & & \\
& & \ddots & \ddots & \ddots & \\
& & & \mathcal{B}_{N-1} & \mathcal{A}_{N-1} & \mathcal{C}_{N-1} \\
& & & & \mathcal{B}_{N} & \mathcal{A}_{N}
\end{array}\right), \\
B_{2}=\left(0,0,0, \ldots, 0, \mathcal{A}_{2}\right), \quad B_{0}=\left(0,0,0, \ldots, 0, \mathcal{C}_{N}\right)^{\mathrm{T}}
\end{gathered}
$$

where

$$
\left.\begin{array}{c}
\mathcal{C}_{i}=\lambda I, \quad 0 \leqslant i \leqslant N, \\
\mathcal{B}_{i}=\operatorname{diag}(\min \{i, j\} \mu), \quad 0 \leqslant i, j \leqslant N, \\
\mathcal{A}_{0}=\Theta-\lambda I, \quad \mathcal{A}_{i}=\Theta-\mathcal{B}_{i}-\mathcal{C}_{i}, \quad 1 \leqslant i \leqslant N, \\
A_{0}=\lambda I, \quad A_{2}=\operatorname{diag}(0, \mu, 2 \mu, \ldots, N \mu), \\
A_{1}=\Theta-A_{0}-A_{2}, \\
\Theta
\end{array} \begin{array}{ccccc}
-\beta & \beta & \beta & & \\
\begin{array}{ccc}
-(\alpha+\beta) & & \\
2 \alpha & -(2 \alpha+\beta) & \\
& \ddots & \ddots
\end{array} & \\
& & (N-1) \alpha & -[(N-1) \alpha+\beta] \\
& & & N \alpha & -N \alpha
\end{array}\right) .
$$

### 1.2.3 A Call Center

The third example discusses a call center which is modeled by means of retrial queues. We consider a call center which is described as a retrial queue with impatient customers. This system is structured in Fig. 1.2, which indicates that this system contains two areas: a service and waiting area, and an orbit. In this system, there


Figure 1.2 Queueing model for a call center
are $s$ parallel identical servers, the sizes of the waiting room and the orbit are $K-s$ and $r$, respectively. The arrival process is a Poisson process with arrival rate $\lambda$, the service times are i.i.d. and are exponentially distributed with service rate $\mu$, the retrial time and the patient waiting time are exponential with parameters $\lambda_{1}$ and $\gamma$, respectively. The service discipline is FCFS. Once the waiting time of a customer exceeds the patient waiting time, it immediately leaves this system. If an arrival customer can not enter the service and waiting area, then he has to go to the orbit for a retrial purpose with probability $\alpha$, or he will immediately leave this system with probability $1-\alpha$. Once an arrival customer cannot enter the orbit, he immediately leave this system. All the random variables defined above are assumed to be mutually independent.

Let $Q(t)$ and $Z(t)$ be the number of customers in the service and waiting area, and the number of customers in the orbit at time $t$, respectively. Then the Markov chain $\{(Q(t), Z(t)), t \geqslant 0\}$ is a QBD process with finitely-many levels whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{cccccc}
A_{0} & C & & & & \\
B_{1} & A_{1} & C & & & \\
& B_{2} & A_{2} & C & & \\
& & \ddots & \ddots & \ddots & \\
& & & B_{K-1} & A_{K-1} & C \\
& & & & B_{K} & A_{K}
\end{array}\right),
$$

where for $0 \leqslant i \leqslant K-1$,

$$
A_{i}=\operatorname{diag}\left(a_{i, 0}, a_{i, 1}, a_{i, 2}, \ldots, a_{i, r}\right)
$$

with for $0 \leqslant j \leqslant r$,

$$
\begin{gathered}
a_{i, j}=\left\{\begin{array}{llll}
-\left(\lambda+j \lambda_{1}+i \mu\right), & & 0 \leqslant i \leqslant s, \\
-\left[\lambda+j \lambda_{1}+s \mu+(i-s) \gamma\right], & s+1 \leqslant i \leqslant K-1 ;
\end{array}\right. \\
A_{k}=\left(\begin{array}{cccccc}
f_{K, 0} & \alpha \lambda & & & & \\
d_{1} & f_{K, 1} & \alpha \lambda & & & \\
& d_{2} & f_{K, 2} & \alpha \lambda & & \\
& & \ddots & \ddots & \ddots & \\
& & d_{r-1} & f_{K, r-1} & \alpha \lambda \\
& & & d_{r} & f_{K, r}
\end{array}\right),
\end{gathered}
$$

with for $0 \leqslant j \leqslant r$,

$$
f_{K, j}= \begin{cases}-\left[\alpha \lambda+(1-\alpha) j \lambda_{1}+s \mu+(K-s) \gamma\right], & 0 \leqslant j \leqslant r-1, \\ -\left[(1-\alpha) r \lambda_{1}+s \mu+(i-s) \gamma\right], & j=r,\end{cases}
$$

and for $1 \leqslant j \leqslant r$,

$$
\begin{gathered}
d_{j}=(1-\alpha) j \lambda_{1} ; \\
B_{i}=b_{i} I,
\end{gathered}
$$

with for $0 \leqslant i \leqslant K$,

$$
b_{j}= \begin{cases}i \mu, & 0 \leqslant i \leqslant s, \\ s \mu+(i-s) \gamma, & s+1 \leqslant i \leqslant K ;\end{cases}
$$

and

$$
C=\left(\begin{array}{lllll}
\lambda & & & & \\
\lambda_{1} & \lambda & & & \\
& 2 \lambda_{1} & \lambda & & \\
& & \ddots & \ddots & \\
& & & r \lambda_{1} & \lambda
\end{array}\right) .
$$

### 1.2.4 A Two-Loop Closed Production System

The fourth example considers a simple closed loop production line, and constructs a block-structured infinitesimal generator. In Fig. 1.3, the rectangles and circles represent the machines and buffers in a production line, respectively. There are always plenty of raw materials which can be sent to machine $\mathrm{M}_{1}$. Note that each operation on the three machines must be performed with the support of some carts. Operations on machines $\mathrm{M}_{1}$ and $\mathrm{M}_{3}$ need carts A and B , respectively; while operations on machine $\mathrm{M}_{2}$ need carts A and B simultaneously. The manufacturing processes on the three machines are given as follows. For the first machine, the raw material is first loaded into an empty cart $A$ which comes from buffer $B_{a}$, then the cart A with the raw material is sent to machine $M_{1}$. After processing on $M_{1}$, the cart A carries the products to buffer $\mathrm{B}_{1}$ for the further operation on machine $\mathrm{M}_{2}$. If the arriving cart $A$ finds that machine $M_{2}$ is available and there is also an empty cart $B$ in buffer $B_{b}$, then the carts $A$ and $B$ enter machine $M_{2}$ together for product processing. Once the operation on machine $\mathrm{M}_{2}$ is finished, all the products are loaded to cart B from cart A . At the same time, the cart A returns to buffer $\mathrm{B}_{\mathrm{a}}$ while cart $B$ brings the products to buffer $B_{2}$. Once machine $M_{3}$ is available, the cart $B$ enters machine $M_{3}$ for the final processing. After all these processes, these products must leave this system from machine $M_{3}$, and the empty cart $B$ returns to buffer $\mathrm{B}_{\mathrm{b}}$. The three machines are all reliable and always produce no bad parts. Machine $M_{1}$ is starved if buffer $B_{a}$ is empty, Machine $M_{2}$ is starved if either buffer $B_{1}$ is empty or buffer $B_{b}$ is empty, Machine $M_{3}$ is starved if $B_{2}$ is empty. We assume that the service times of machine $\mathrm{M}_{i}$ are i.i.d. and are exponentially distributed with parameter $\mu_{i}$ for $i=1,2,3$; the total numbers of carts A and carts

B are $m$ and $n$, respectively. All the random variables defined above are assumed to be mutually independent.


Figure 1.3 A two-loop closed production system
Let $s(t)$ be the state of machine $\mathrm{M}_{2}$ at time $t$ : If the machine is working, $s(t)=1$, otherwise $s(t)=0$. Let $N_{1}(t)$ and $N_{3}(t)$ denote the total number of carts A in both buffer $\mathrm{B}_{\mathrm{a}}$ and machine $\mathrm{M}_{1}$ at time $t$, and the total number of carts B in both buffer $\mathrm{B}_{2}$ and machine $\mathrm{M}_{3}$ at time $t$, respectively. It is seen that this system is described as a continuous-time Markov chain $\{X(t), t \geqslant 0\}$, where $X(t)=\left(s(t), N_{1}(t), N_{3}(t)\right)$. Note that the total number of carts A is $m$, the number of carts A in buffer $\mathrm{B}_{1}$ is $m-N_{1}(t)-s(t)$. Similarly, the total number of carts B is $n$, the numbers of carts B in buffer $\mathrm{B}_{\mathrm{b}}$ is $n-N_{3}(t)-s(t)$. When $s(t)=0$, machine $\mathrm{M}_{2}$ is idle due to the condition that either buffer $\mathrm{B}_{1}$ or buffer $\mathrm{B}_{\mathrm{b}}$ is empty. The state space of the Markov chain $\{X(t), t \geqslant 0\}$ is expressed by

$$
\begin{aligned}
\Omega= & \{(0, m, n)\} \cup\{(0, i, n): 0 \leqslant i \leqslant m-1\} \bigcup\{(0, m, j): 0 \leqslant j \leqslant n-1\} \\
& \cup\{(1, i, j): 0 \leqslant i \leqslant m-1,0 \leqslant j \leqslant n-1\} .
\end{aligned}
$$

It is easy to check that the infinitesimal generator of the Markov chain $\{X(t)$, $t \geqslant 0\}$ is given by

$$
Q=\left(\begin{array}{cccccccc}
A & B & & & & & & E  \tag{1.14}\\
& C & D_{1} & D_{2} & D_{3} & \ldots & D_{m-1} & D_{m} \\
& F_{1} & M & N & & & & \\
& F_{2} & T & P & N & & & \\
& \vdots & & \ddots & \ddots & \ddots & & \\
& F_{m-2} & & & T & P & N & \\
& F_{m-1} & & & & T & P & N \\
K & & & & & & T & P
\end{array}\right) \text {, }
$$

where

$$
\begin{aligned}
& A=\left(\begin{array}{ccccc}
-\mu_{1} & & & & \\
\mu_{3} & -\left(\mu_{1}+\mu_{3}\right) & & & \\
& \mu_{3} & -\left(\mu_{1}+\mu_{3}\right) & \ddots & \\
& & \ddots & \ddots & \\
& & & \mu_{3} & -\left(\mu_{1}+\mu_{3}\right)
\end{array}\right)_{(n+1) \times(n+1)}, \\
& B=\left(\begin{array}{cccc}
\mu_{1} & & & \\
& \mu_{1} & & \\
& & \ddots & \\
\mu_{1}
\end{array}\right)_{(n+1) \times m}, \quad, \\
& C=\left(\begin{array}{ccccc}
-\mu_{3} & & & & \\
\mu_{1} & -\left(\mu_{1}+\mu_{3}\right) & & & \\
& \mu_{1} & -\left(\mu_{1}+\mu_{3}\right) & \ddots & \\
& & \ddots & \ddots & \\
& & & \mu_{1} & -\left(\mu_{1}+\mu_{3}\right)
\end{array}\right)_{m \times m},
\end{aligned}
$$

$D_{j}$ is a matrix of size $m \times n$ with the $(j, n)$ th element being $\mu_{3}$ and all the other elements being 0 for $1 \leqslant j \leqslant m, F_{i}$ is a matrix of size $n \times m$ with the $(n, i+1)$ th element being $\mu_{2}$ and all the other elements being 0 for $1 \leqslant i \leqslant m-1, T=\mu_{1} I_{n \times n}$,

$$
\begin{aligned}
K & =\left(\begin{array}{lllll}
0 & \mu_{2} & & & \\
0 & & \mu_{2} & \ddots & \\
0 & & & & \mu_{2}
\end{array}\right)_{n \times(n+1)}, \quad N=\left(\begin{array}{cccc}
0 & \mu_{2} & & \\
& 0 & \ddots & \\
& & \ddots & \mu_{2} \\
& & & 0
\end{array}\right)_{n \times n}, \\
M & =\left(\begin{array}{ccccc}
-\mu_{2} & & \\
\mu_{3} & -\left(\mu_{2}+\mu_{3}\right) \\
& \mu_{3} & -\left(\mu_{2}+\mu_{3}\right) & \ddots & \\
& & \ddots & \ddots & \\
& & & \mu_{3} & -\left(\mu_{2}+\mu_{3}\right)
\end{array}\right)_{n \times n}
\end{aligned}
$$

and

$$
P=\left(\begin{array}{ccccc}
-\left(\mu_{1}+\mu_{2}\right) & & & & \\
\mu_{3} & -\left(\mu_{1}+\mu_{2}+\mu_{3}\right) & & & \\
& \mu_{3} & -\left(\mu_{1}+\mu_{2}+\mu_{3}\right) & \ddots & \\
& & \ddots & \mu_{3} & -\left(\mu_{1}+\mu_{2}+\mu_{3}\right)
\end{array}\right)_{n \times n}
$$

For simplification of description, the infinitesimal generator given in Eq. (1.14) can be further rewritten as

$$
Q=\left(\begin{array}{cccccccc}
A_{0}^{(0)} & A_{1}^{(0)} & A_{2}^{(0)} & A_{3}^{(0)} & A_{4}^{(0)} & \ldots & A_{m-1}^{(0)} & A_{m}^{(0)} \\
A_{-1}^{(1)} & A_{0}^{(1)} & A_{1}^{(1)} & & & & & \\
A_{-2}^{(2)} & A_{-1}^{(2)} & A_{0}^{(2)} & A_{1}^{(2)} & & & & \\
A_{-3}^{(3)} & & A_{-1}^{(3)} & A_{0}^{(3)} & A_{1}^{(3)} & & & \\
A_{-4}^{(4)} & & & A_{-1}^{(4)} & A_{0}^{(4)} & A_{1}^{(4)} & & \\
\vdots & & & & \ddots & \ddots & \ddots & \\
A_{-(m-1)}^{(m-1)} & & & & & A_{-1}^{(m-1)} & A_{0}^{(m-1)} & A_{1}^{(m-1)} \\
A_{-m}^{(m)} & & & & & & A_{-1}^{(m)} & A_{0}^{(m)}
\end{array}\right) \text {, }
$$

where

$$
\begin{gathered}
A_{0}^{(0)}=\left(\begin{array}{cc}
A & B \\
0 & C
\end{array}\right), \quad A_{j}^{(0)}=\binom{0}{D_{j}} \text { for } 1 \leqslant j \leqslant m-1, \quad A_{m}^{(0)}=\binom{E}{D_{m}}, \\
A_{-i}^{(i)}=\left(0, F_{i}\right) \text { for } 1 \leqslant i \leqslant m-1, \quad A_{-m}^{(m)}=(K, 0), \\
A_{0}^{(1)}=M, \quad A_{0}^{(i)}=P \text { for } 2 \leqslant i \leqslant m, \\
A_{1}^{(i)}=N \text { for } 1 \leqslant i \leqslant m-1, \quad A_{-1}^{(j)}=T \text { for } 2 \leqslant i \leqslant m .
\end{gathered}
$$

### 1.2.5 An E-mail Queueing System Under Attacks

The fifth example provides a queueing model to describe an email queueing system with three types of attacks, as shown in Fig. 1.4, by means of an irreducible continuous-time QBD process with finitely-many levels.


Figure 1.4 Three types of attacks on an email account
The ordinary emails in each email account form a basic queue that is expressed by the email information units. The email arrival is a Poisson process with rate $\lambda$, and each email information unit is dealt by the user through a time length that has an exponential distribution with mean $1 / \mu$. These email information units
are processed by the user according to FCFS. Assume that each email account has a capacity of at most $N$ email information units.

The attack of cracking password is abstracted as an input to the second queue. By cracking the password of the email account, the attacker can get some useful and valuable email information for either his personal interests, business or other purposes. The events that occur for the succesful acquisition of the password are treated as attacking processes or a customer arrival process that is a Poisson process with rate $\alpha_{c}$. Such a customer remains in the email account with a time period $x_{c}$ that is exponential with mean $1 / \gamma_{c}$. Since the attackers are only interested in some useful and valuable email information units, we assume that this kind of email attacks can grab the email information with a probability $P_{\mathrm{c}}\left(x_{c}\right)$ when they remain in the email account.

The attack of sending malicious emails attached with Trojan virus is also modeled as an input process in the third queue. The Trojan Horse is planted if the email user clicks the attachment. Based on this, such attackers can enter the email system for reading the email account's private and valuable information. The malicious emails are regarded as a customer arrival process that is a Poisson process with rate $\alpha_{m}$. Some attached Trojan virus is defended by the fairwall or it is ignored by the email user. Let $P_{\text {in }}$ denote the probability that the malicious attachment is clicked by the email user, which means that the attacker gets an access into the email account. This type of attacks remains in the email system for a time length $x_{m}$ which is exponential with mean $1 / \gamma_{m}$. Let $P_{m}\left(x_{m}\right)$ be the probability that the attacker is able to obtain the email information.

The fourth input process is the attack of email bombs. The successfully deployed email bombs are treated as the customers whose arrivals are a Poisson process with rate $\alpha_{b}$. Once an email bomb arrives, the email account is crashed for a time period whose length has an exponential distribution with mean $1 / \beta_{b}$.

It is worth noting that the attacks of cracking password and sending malicious emails will not change the ordinary email queue. However, the attacks of email bombs can change the behavior of the ordinary email queue.

Let $n(t), s(t)$ and $r(t)$ denote the number of email information units, the state of the email account and the types of attacks in the email system at time $t$, respectively, where $0 \leqslant n(t) \leqslant N, N$ is the maximum number of email information units, $s(t) \in$ $\{I, W, F\}$ and $r(t) \in\{C, M, C M\}$. We provide a simple interpretation for the elements $I, W, F, C, M$ and $C M$. Firstly, $I, W$ and $F$ stand for Idle, Working and Fail of the email account, respectively. Secondly, $C, M$ and $C M$ describe the attacks of cracking password, the attacks of malicious email, and the co-existing of the attacks of cracking password and malicious emails, respectively. Obviously, $\{(n(t), s(t), r(t)): t \geqslant 0\}$ is a QBD process whose state space $\Omega$ is given by

$$
\Omega=\bigcup_{k=0}^{N} L_{k},
$$

where
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$$
L_{0}=\left\{(0, I),\left(0^{(C)}, I\right),\left(0^{(M)}, I\right),\left(0^{(C M)}, I\right),(0, F)\right\},
$$

and for $1 \leqslant i \leqslant N$,

$$
L_{i}=\left\{(i, W),\left(i^{(C)}, W\right),\left(i^{(M)}, W\right),\left(i^{(C M)}, W\right),(i, F)\right\}
$$

Based on the state space $\Omega=\bigcup_{k=0}^{N} L_{k}$, it is easy to see that the QBD process has the following infinitesimal generator

$$
Q=\left(\begin{array}{ccccc}
A_{1}^{(0)} & A_{0}^{(0)} & & &  \tag{1.15}\\
A_{2}^{(1)} & A_{1}^{(1)} & A_{0}^{(1)} & & \\
& \ddots & \ddots & \ddots & \\
& & A_{2}^{(N-1)} & A_{1}^{(N-1)} & A_{0}^{(N-1)} \\
& & & A_{2}^{(N)} & A_{1}^{(N)}
\end{array}\right),
$$

where

$$
A_{1}^{(i)}=\left(\begin{array}{ccccc}
-\left(\alpha_{c}+\alpha_{m}+\xi\right) & \alpha_{c} & \alpha_{m} & 0 & \alpha_{b} \\
\gamma_{c} & -\left(\alpha_{m}+\xi+\gamma_{c}\right) & 0 & \alpha_{m} & \alpha_{b} \\
\gamma_{m} & 0 & -\left(\alpha_{c}+\xi+\gamma_{m}\right) & \alpha_{c} & \alpha_{b} \\
0 & \gamma_{m} & \gamma_{c} & -\left(\xi+\gamma_{m}+\gamma_{c}\right) & \alpha_{b} \\
\beta_{b} & 0 & 0 & 0 & -\beta_{b}
\end{array}\right)
$$

with

$$
\xi=\alpha_{b}+\lambda+\mu,
$$

for $1 \leqslant i \leqslant N-1$, and

$$
A_{1}^{(0)}=\left(\begin{array}{ccccc}
-\left(\alpha_{c}+\alpha_{m}+\eta\right) & \alpha_{c} & \alpha_{m} & 0 & \alpha_{b} \\
\gamma_{c} & -\left(\alpha_{m}+\eta+\gamma_{c}\right) & 0 & \alpha_{m} & \alpha_{b} \\
\gamma_{m} & 0 & -\left(\alpha_{c}+\eta+\gamma_{m}\right) & \alpha_{c} & \alpha_{b} \\
0 & \gamma_{m} & \gamma_{c} & -\left(\eta+\gamma_{m}+\gamma_{c}\right) & \alpha_{b} \\
\beta_{b} & 0 & 0 & 0 & -\beta_{b}
\end{array}\right)
$$

with

$$
\eta=\alpha_{b}+\lambda ;
$$

$$
A_{1}^{(N)}=\left(\begin{array}{ccccc}
-\left(\alpha_{c}+\alpha_{m}+\zeta\right) & \alpha_{c} & \alpha_{m} & 0 & \alpha_{b} \\
\gamma_{c} & -\left(\alpha_{m}+\zeta+\gamma_{c}\right) & 0 & \alpha_{m} & \alpha_{b} \\
\gamma_{m} & 0 & -\left(\alpha_{c}+\zeta+\gamma_{m}\right) & \alpha_{c} & \alpha_{b} \\
0 & \gamma_{m} & \gamma_{c} & -\left(\zeta+\gamma_{m}+\gamma_{c}\right) & \alpha_{b} \\
\beta_{b} & 0 & 0 & 0 & -\beta_{b}
\end{array}\right)
$$

with

$$
\begin{gathered}
\zeta=\alpha_{b}+\mu, \\
A_{2}^{(j)}=\operatorname{diag}(\mu, \mu, \mu, \mu, 0), \quad 1 \leqslant j \leqslant N, \\
A_{0}^{(k)}=\operatorname{diag}(\lambda, \lambda, \lambda, \lambda, 0), \quad 0 \leqslant k \leqslant N-1 .
\end{gathered}
$$

### 1.3 The QBD Processes

Based on the above motivating examples, this section analyzes a continuous-time QBD process with either finitely-many levels or infinitely-many levels. We construct the UL-and LU-types of $R G$-factorizations for the QBD process; while the $R G$-factorizations for any irreducible Markov chains will be systemically developed in Chapters 2, 3, 5, 6 and 9 of this book. In addition, we iteratively define the $R$ and $G$-measures, both of which are a direct generalization of the matrices $R$ and $G$ given in Neuts [92, 94], respectively.

We considers an irreducible continuous-time QBD process with infinitelymany levels whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{ccccc}
A_{1}^{(0)} & A_{0}^{(0)} & & &  \tag{1.16}\\
A_{2}^{(1)} & A_{1}^{(1)} & A_{0}^{(1)} & & \\
& A_{2}^{(2)} & A_{1}^{(2)} & A_{0}^{(2)} & \\
& & \ddots & \ddots & \ddots
\end{array}\right)
$$

and an irreducible continuous-time QBD process with finitely-many levels whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{ccccc}
A_{1}^{(0)} & A_{0}^{(0)} & & &  \tag{1.17}\\
A_{2}^{(1)} & A_{1}^{(1)} & A_{0}^{(1)} & & \\
& \ddots & \ddots & \ddots & \\
& & A_{2}^{(N)} & A_{1}^{(N)} & A_{0}^{(N)} \\
& & & A_{2}^{(N+1)} & A_{1}^{(N+1)}
\end{array}\right) .
$$

### 1.3.1 Heuristic Expressions

We first consider an irreducible continuous-time level-independent QBD process with infinitely-many levels given in Eq. (1.16) with $A_{0}^{(i)}=A_{0}$ and $A_{1}^{(i)}=A_{1}$ for $i \geqslant 1$, and $A_{2}^{(j)}=A_{2}$ for $j \geqslant 2$. Note that the repeated row has the non-zero blocks $A_{2}, A_{1}$ and $A_{0}$, it is easy to conjecture that the stationary probability vector, $\pi=$ $\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$, of the QBD process $Q$ has the following matrix-geometric form:

$$
\pi_{k}=\pi_{1} R^{k-1}, \quad k \geqslant 1,
$$

where the matrix $R$ is the minimal nonnegative solution to the matrix equation $R=\sum_{k=0}^{\infty} R^{k} A_{k}$, and $\pi_{0}$ and $\pi_{1}$ need to satisfy the following three conditions:

$$
\begin{gathered}
\pi_{0} A_{1}^{(0)}+\pi_{1} A_{2}^{(1)}=0, \\
\pi_{0} A_{0}^{(0)}+\pi_{1}\left(A_{1}+R A_{2}\right)=0
\end{gathered}
$$

and

$$
\pi_{0} e+\pi_{1}(I-R)^{-1} e=1
$$

This was described as Theorem 3.1 in Chapter 3 of Neuts [92]. It is easy to see that $\sum_{k=0}^{\infty} \pi_{k} e=1$ if and only if the spectral radious: $\operatorname{sp}(R)<1$. Thus, the spectral analysis of the rate matrix $R$ is a key in the study of the level-independent QBD processes.

Then, we analyze an irreducible continuous-time level-independent QBD process with finitely-many levels given in Eq. (1.17) with $A_{0}^{(i)}=A_{0}$ for $1 \leqslant i \leqslant N-1, A_{1}^{(j)}=A_{1}$ for $1 \leqslant j \leqslant N$, and $A_{2}^{(k)}=A_{2}$ for $2 \leqslant k \leqslant N$. Note that this QBD process has the top and bottom boundaries. We take a common matrix as follows:

$$
\mathfrak{Q}=\left(\begin{array}{lllllll}
\ddots & \ddots & \ddots & & & & \\
& A_{2} & A_{1} & A_{0} & & & \\
& & A_{2} & A_{1} & A_{0} & & \\
& & & A_{2} & A_{1} & A_{0} & \\
& & & & \ddots & \ddots & \ddots
\end{array}\right) .
$$

When seeing the matrix $\mathfrak{Q}$ from top to bottom, the rate matrix $R$ is the minimal nonnegative solution to the matrix equation

$$
A_{0}+R A_{1}+R^{2} A_{2}=0
$$

and from bottom to top, the rate matrix $\bar{R}$ is the minimal nonnegative solution to the matrix equation

$$
\bar{R}^{2} A_{0}+\bar{R} A_{1}+A_{2}=0
$$

Note that the repeated row has only non-zero blocks $A_{2}, A_{1}, A_{0}$. It is easy to conjecture that the stationary probability vector, $\pi=\left(\pi_{0}, \pi_{1}, \ldots, \pi_{N}, \pi_{N+1}\right)$, of the QBD process $Q$ has the following matrix-geometric form:

$$
\pi_{k}=\pi_{1} R^{k-1}+\pi_{N} \bar{R}^{N-k}, \quad 1 \leqslant k \leqslant N .
$$

In this case, we may check that $\pi_{0}, \pi_{1}, \pi_{N}$ and $\pi_{N+1}$ need to satisfy the following
five conditions:

$$
\begin{gathered}
\pi_{0} A_{1}^{(0)}+\pi_{1} A_{2}^{(1)}+\pi_{N} \bar{R}^{N-1} A_{2}^{(1)}=0, \\
\pi_{0} A_{0}^{(0)}+\pi_{1}\left(A_{1}+R A_{2}\right)+\pi_{N} \bar{R}^{N-2}\left(\bar{R} A_{1}+A_{2}\right)=0, \\
\pi_{1} R^{N-1} A_{0}^{(N)}+\pi_{N} A_{0}^{(N)}+\pi_{N+1} A_{1}^{(N+1)}=0, \\
\pi_{1} R^{N-2}\left(A_{0}+R A_{1}\right)+\pi_{N}\left(A_{1}+\bar{R} A_{0}\right)+\pi_{N+1} A_{2}^{(N+1)}=0
\end{gathered}
$$

and

$$
\pi_{0} e+\pi_{N+1} e+\pi_{1} \sum_{k=0}^{N-1} R^{k} e+\pi_{N} \sum_{k=0}^{N-1} \bar{R}^{k} e=1 .
$$

Note that the three matrices $A_{0}^{(0)}, A_{1}^{(0)}$ and $A_{2}^{(1)}$ and the three matrices $A_{0}^{(N)}, A_{1}^{(N+1)}$ and $A_{2}^{(N+1)}$ are the top boundary blocks and the bottom boundary blocks, respectively.

### 1.3.2 The LU-Type $\boldsymbol{R} \boldsymbol{G}$-Factorization

We first construct the LU-type $R G$-factorization ${ }^{(1)}$ for the QBD process with finitely-many levels. For the irreducible QBD process with $N+2$ levels given in Eq. (1.17), we write the $U$-measure as

$$
\bar{U}_{0}=A_{1}^{(0)}
$$

and

$$
\bar{U}_{k}=A_{1}^{(k)}+A_{2}^{(k)}\left(-\bar{U}_{k-1}^{-1}\right) A_{0}^{(k-1)}, \quad 1 \leqslant k \leqslant N+1 .
$$

It is easy to check that $\bar{U}_{k}$ is the infinitesimal generator of a Markov chain with $m_{k}$ states for $0 \leqslant k \leqslant N+1$. Also, the Markov chain $\bar{U}_{k}$ is transient, and thus the matrix $\bar{U}_{k}$ is invertible for $0 \leqslant k \leqslant N$; while the Markov chain $\bar{U}_{N+1}$ is positive recurrent (resp. transient) if and only if the Markov chain $Q$ is positive recurrent (resp. transient).

Based on the $U$-measure $\left\{\bar{U}_{k}\right\}$, we can define the LU-type $R$ - and $G$-measures respectively as

$$
\bar{R}_{k}=A_{2}^{(k)}\left(-\bar{U}_{k-1}^{-1}\right), \quad 1 \leqslant k \leqslant N+1,
$$

and

$$
\bar{G}_{k}=\left(-\bar{U}_{k}^{-1}\right) A_{0}^{(k)}, \quad 0 \leqslant k \leqslant N .
$$

Note that the matrix sequence $\left\{\bar{R}_{k}, 1 \leqslant k \leqslant N\right\}$ is the unique nonnegative

[^1]
## Constructive Computation in Stochastic Models with Applications

solution to the system of matrix equations

$$
\bar{R}_{k+1} \bar{R}_{k} A_{0}^{(k-1)}+\bar{R}_{k+1} A_{1}^{(k)}+A_{2}^{(k+1)}=0, \quad 1 \leqslant k \leqslant N
$$

with the boundary condition

$$
\bar{R}_{1}=A_{2}^{(1)}\left(-\bar{U}_{0}^{-1}\right) .
$$

Hence

$$
\bar{R}_{k+1}=-A_{2}^{(k+1)}\left[\bar{R}_{k} A_{0}^{(k-1)}+A_{1}^{(k)}\right]^{-1}, \quad 1 \leqslant k \leqslant N .
$$

The matrix sequence $\left\{\bar{G}_{k}, 1 \leqslant k \leqslant N\right\}$ is the unique nonnegative solution to the system of matrix equations

$$
A_{0}^{(k)}+A_{1}^{(k)} \bar{G}_{k}+A_{2}^{(k)} \bar{G}_{k-1} \bar{G}_{k}=0, \quad 1 \leqslant k \leqslant N,
$$

with the boundary condition

$$
\bar{G}_{0}=\left(-\bar{U}_{0}^{-1}\right) A_{0}^{(0)} .
$$

Thus

$$
\bar{G}_{k}=-\left[A_{1}^{(k)}+A_{2}^{(k)} \bar{G}_{k-1}\right]^{-1} A_{0}^{(k)}, \quad 1 \leqslant k \leqslant N .
$$

For the QBD process with finitely-many levels given in Eq. (1.17), we can easily obtain the LU-type $R G$-factorization as follows:

$$
\begin{equation*}
Q=\left(I-\bar{R}_{L}\right) \bar{U}_{D}\left(I-\bar{G}_{U}\right), \tag{1.18}
\end{equation*}
$$

where

$$
\begin{gathered}
\bar{R}_{L}=\left(\begin{array}{ccccc}
0 & & & & \\
\bar{R}_{1} & 0 & & & \\
& \ddots & \ddots & & \\
& & \bar{R}_{N} & 0 & \\
& & & \bar{R}_{N+1} & 0
\end{array}\right), \\
\bar{U}_{D}=\operatorname{diag}\left(\bar{U}_{0}, \bar{U}_{1}, \ldots, \bar{U}_{N}, \bar{U}_{N+1}\right), \\
\bar{G}_{U}=\left(\begin{array}{ccccc}
0 & \bar{G}_{0} & & \\
& 0 & \bar{G}_{2} & & \\
& & \ddots & \ddots & \\
& & & 0 & \bar{G}_{N} \\
& & & & 0
\end{array}\right) .
\end{gathered}
$$

We now extend the LU-type $R G$-factorization Eq. (1.18) to that for the
irreducible QBD process with infinitely-many levels given in Eq. (1.16). Clearly, this extension is easy to achieve by assuming only letting $N \rightarrow \infty$. Note that the matrix $\bar{U}_{k}$ is invertible for all $k \geqslant 0$.

For the QBD process with infinitely-many levels given in Eq. (1.16), the LU-type $R G$-factorization is given by

$$
\begin{equation*}
Q=\left(I-\bar{R}_{L}\right) \bar{U}_{D}\left(I-\bar{G}_{U}\right), \tag{1.19}
\end{equation*}
$$

where

$$
\begin{aligned}
& \bar{R}_{L}=\left(\begin{array}{cccccc}
0 & & & & \\
\bar{R}_{1} & 0 & & & \\
& \bar{R}_{2} & 0 & & \\
& & \bar{R}_{3} & 0 & \\
& & & \ddots & \ddots
\end{array}\right), \\
& \bar{U}_{D}=\operatorname{diag}\left(\bar{U}_{0}, \bar{U}_{1}, \bar{U}_{2}, \bar{U}_{3}, \ldots\right), \\
& \bar{G}_{U}=\left(\begin{array}{ccccc}
0 & \bar{G}_{0} & \\
& 0 & \bar{G}_{1} & & \\
& & 0 & \bar{G}_{2} & \\
& & & 0 & \ddots \\
& & & & \ddots
\end{array}\right) .
\end{aligned}
$$

### 1.3.3 The UL-Type $\boldsymbol{R} \boldsymbol{G}$-Factorization

For the irreducible QBD process with $N+2$ levels given in Eq. (1.17), we write the $U$-measure as

$$
U_{N+1}=A_{1}^{(N+1)}
$$

and

$$
U_{k}=A_{1}^{(k)}+A_{0}^{(k)} U_{k+1} A_{2}^{(k+1)}, \quad 0 \leqslant k \leqslant N .
$$

It is easy to check that $U_{k}$ is the infinitesimal generator of a Markov chain with $m_{k}$ states for $0 \leqslant k \leqslant N+1$. Also, the Markov chain $U_{k}$ is transient, and thus the matrix $U_{k}$ is invertible for $1 \leqslant k \leqslant N+1$; while the Markov chain $U_{0}$ is positive recurrent (resp. transient) if and only if the Markov chain $Q$ is positive recurrent (resp. transient).

Based on the $U$-measure $\left\{U_{k}\right\}$, we can respectively define the UL-type $R$ - and $G$-measures as

$$
R_{k}=A_{0}^{(k)}\left(-U_{k+1}^{-1}\right), \quad 0 \leqslant k \leqslant N,
$$
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and

$$
G_{k}=\left(-U_{k}^{-1}\right) A_{2}^{(k)}, \quad 1 \leqslant k \leqslant N+1 .
$$

Note that the matrix sequence $\left\{R_{k}, 0 \leqslant k \leqslant N-1\right\}$ is the unique nonnegative solution to the system of matrix equations

$$
A_{0}^{(k)}+R_{k} A_{1}^{(k+1)}+R_{k} R_{k+1} A_{2}^{(k+2)}=0, \quad 0 \leqslant k \leqslant N-1,
$$

with the boundary condition

$$
R_{N}=A_{0}^{(N)}\left(-U_{N+1}^{-1}\right) .
$$

Hence

$$
R_{k}=-A_{0}^{(k)}\left[A_{1}^{(k+1)}+R_{k+1} A_{2}^{(k+2)}\right]^{-1}, \quad 0 \leqslant k \leqslant N-1 .
$$

Similarly, the matrix sequence $\left\{G_{k}, 1 \leqslant k \leqslant N\right\}$ is the unique nonnegative solution to the system of matrix equations

$$
A_{0}^{(k)} G_{k+1} G_{k}+A_{1}^{(k)} G_{k}+A_{2}^{(k)}=0, \quad 1 \leqslant k \leqslant N,
$$

with the boundary condition

$$
G_{N+1}=\left(-U_{N+1}^{-1}\right) A_{2}^{(N+1)} .
$$

Thus

$$
G_{k}=-\left[A_{0}^{(k)} G_{k+1}+A_{1}^{(k)}\right]^{-1} A_{2}^{(k)}, \quad 1 \leqslant k \leqslant N .
$$

For the QBD process with finitely-many levels given in Eq. (1.17), the UL-type $R G$-factorization is given by

$$
\begin{equation*}
Q=\left(I-R_{U}\right) U_{D}\left(I-G_{L}\right), \tag{1.20}
\end{equation*}
$$

where

$$
\begin{gathered}
R_{U}=\left(\begin{array}{ccccc}
0 & R_{0} & & & \\
& 0 & R_{1} & & \\
& & \ddots & \ddots & \\
& & & 0 & R_{N} \\
& & & & 0
\end{array}\right), \\
U_{D}=\operatorname{diag}\left(U_{0}, U_{1}, \ldots, U_{N}, U_{N+1}\right), \\
G_{L}=\left(\begin{array}{ccccc}
0 & & & \\
G_{1} & 0 & & \\
& \ddots & \ddots & & \\
& & G_{N} & 0 & \\
& & & G_{N+1} & 0
\end{array}\right) .
\end{gathered}
$$

Finally, we simply describe the UL-type $R G$-factorization for the QBD process with infinitely-many levels given in Eq. (1.16).

Let the matrix sequences $\left\{R_{k}\right\}$ and $\left\{G_{k}\right\}$ be the minimal nonnegative solutions to the systems of matrix equations

$$
A_{0}^{(l)}+R_{l} A_{1}^{(l+1)}+R_{l} R_{l+1} A_{2}^{(l+2)}=0, \quad l \geqslant 0,
$$

and

$$
A_{0}^{(k)} G_{k+1} G_{k}+A_{1}^{(k)} G_{k}+A_{2}^{(k)}=0, \quad k \geqslant 1,
$$

respectively, Thus, we obtain

$$
U_{k}=A_{1}^{(k)}+R_{k} A_{2}^{(k)}=A_{1}^{(k)}+A_{0}^{(k)} G_{k+1}, \quad k \geqslant 0 .
$$

It is easy to check that $U_{k}$ is the infinitesimal generator of a Markov chain with $m_{k}$ states for $0 \leqslant k \leqslant N+1$. Also, the Markov chain $U_{k}$ is transient, and thus the matrix $U_{k}$ is invertible for $k \geqslant 1$; while the Markov chain $U_{0}$ is positive recurrent (resp. transient) if and only if the Markov chain $Q$ is recurrent (resp. transient).

For the QBD process with infinitely-many levels given in Eq. (1.16), the UL-type $R G$-factorization is given by

$$
\begin{equation*}
Q=\left(I-R_{U}\right) U_{D}\left(I-G_{L}\right), \tag{1.21}
\end{equation*}
$$

where

$$
\begin{gathered}
R_{U}=\left(\begin{array}{ccccc}
0 & R_{0} & & & \\
& 0 & R_{1} & & \\
& & 0 & R_{2} & \\
& & & 0 & \ddots \\
& & & & \ddots
\end{array}\right), \\
U_{D}=\operatorname{diag}\left(U_{0}, U_{1}, U_{2}, \ldots\right), \\
G_{L}=\left(\begin{array}{ccccc}
0 & & & \\
G_{1} & 0 & & & \\
& G_{2} & 0 & & \\
& & G_{3} & 0 & \\
& & & \ddots & \ddots
\end{array}\right) .
\end{gathered}
$$

### 1.3.4 Linear QBD-Equations

Based on the UL- and LU-types of $R G$-factorizations, we provide a constructive approach to solve a linear QBD-equation

$$
\begin{equation*}
X Q=b \quad \text { or } \quad Q X=b \tag{1.22}
\end{equation*}
$$

where $Q$ is the infinitesimal generator of an irreducible continuous-time leveldependent QBD process with either finitely-many levels or infinitely-many levels. When $b=0$, the Eq. (1.22) is homogeneous, otherwise it is nonhomogeneous. Note that we will provide a more general discussion for such systems of infinitedimensional linear equation in Chapter 9.

### 1.3.4.1 The Homogeneous Linear QBD-Equations

For the homogeneous linear QBD-equations, a well-known example is the equation $\pi Q=0$, where the QBD process $Q$ is positive recurrent and $\pi$ is its stationary probability vector.

For convenience of description, we denote by $\pi_{k}^{(L U)}$ and $\pi_{k}^{(U L)}$ the stationary probability vector obtained by means of the LU- and UL-type of $R G$-factorizations, respectively.

Case I Infinitely-many levels
In this case, we apply the UL-type of $R G$-factorization to derive the stationary probability vector of a QBD process with infinitely-many levels. Let the matrix sequence $\left\{R_{l}, l \geqslant 0\right\}$ be the minimal nonnegative solution to the system of matrix equations

$$
A_{0}^{(l)}+R_{l} A_{1}^{(l+1)}+R_{l} R_{l+1} A_{2}^{(l+2)}=0, \quad l \geqslant 0 .
$$

Using the $R G$-factorization Eq. (1.21), we have

$$
\begin{gather*}
\pi_{0}=\kappa v  \tag{1.23}\\
\pi_{k}=\kappa v R_{0} R_{1} \ldots R_{k-1}, \quad k \geqslant 1, \tag{1.24}
\end{gather*}
$$

where $\kappa$ is a normalization constant, and $v$ is the stationary probability vector of the censored chain $U_{0}=A_{1}^{(0)}+R_{0} A_{2}^{(1)}$ to level 0 .

Case II Finitely-many levels
In this case, we use the LU- and UL-types of $R G$-factorizations to derive the stationary probability vector of a QBD process with finitely-many levels, which leads to the following three expressions.

Expression 1.1 Using the LU-type $R G$-factorization Eq. (1.18), we get

$$
\begin{equation*}
\pi_{k}^{(L U)}=\kappa v_{N+1} \bar{R}_{N+1} \bar{R}_{N} \ldots \bar{R}_{k+1}, \quad 0 \leqslant k \leqslant N \tag{1.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{N+1}^{(L U)}=\kappa v_{N+1} \tag{1.26}
\end{equation*}
$$

where $\kappa$ is a normalization constant and $v_{N+1}$ is the stationary probability vector of the censored chain $\bar{U}_{N+1}=A_{1}^{(N+1)}+\bar{R}_{N+1} A_{0}^{(N)}$ to level $N+1$.

Expression 1.2 According to the UL-type of $R G$-factorization Eq. (1.20), we have

$$
\begin{equation*}
\pi_{0}^{(U L)}=\varphi v_{0} \tag{1.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{k}^{(U L)}=\varphi v_{0} R_{0} R_{1} \ldots R_{k-1}, \quad 1 \leqslant k \leqslant N+1, \tag{1.28}
\end{equation*}
$$

where $\varphi$ is a normalization constant and $v_{0}$ is the stationary probability vector of the censored chain $U_{0}=A_{1}^{(0)}+R_{0} A_{2}^{(1)}$ to level 0 .

Expression 1.3 By means of a property of linear combination for the solutions of a system of linear equations, it follows from Eq. (1.25) to Eq. (1.28) that the stationary probability vector $\pi=\left(\pi_{0}, \pi_{1}, \ldots, \pi_{N}, \pi_{N+1}\right)$ is given by

$$
\begin{gather*}
\pi_{0}=u_{N+1} \bar{R}_{N+1} \bar{R}_{N} \ldots \bar{R}_{1}+u_{0},  \tag{1.29}\\
\pi_{k}=u_{N+1} \bar{R}_{N+1} \bar{R}_{N} \ldots \bar{R}_{k+1}+u_{0} R_{0} R_{1} \ldots R_{k-1}, \quad 1 \leqslant k \leqslant N,  \tag{1.30}\\
\pi_{N+1}=u_{N+1}+u_{0} R_{0} R_{1} \ldots R_{N}, \tag{1.31}
\end{gather*}
$$

where the row vectors $u_{N+1}$ and $u_{0}$ are uniquely determined by the equations $\left(u_{N+1}, u_{0}\right) Q^{E}=0$ and

$$
u_{N+1}\left(I+\sum_{k=0}^{N} \prod_{j=N+1}^{k+1} \bar{R}_{j}\right) e+u_{0}\left(I+\sum_{k=1}^{N+1} \prod_{j=0}^{k-1} R_{j}\right) e=1,
$$

where

$$
Q^{E}=\left(\begin{array}{cc}
\bar{R}_{N+1} \bar{R}_{N} \ldots \bar{R}_{2}\left[A_{2}^{(1)}+\bar{R}_{1} A_{1}^{(0)}\right] & A_{1}^{(N+1)}+\bar{R}_{N+1} A_{0}^{(N)} \\
A_{1}^{(0)}+R_{0} A_{2}^{(1)} & R_{0} R_{1} \ldots R_{N-1}\left[A_{0}^{(N)}+R_{N} A_{1}^{(N+1)}\right]
\end{array}\right) .
$$

Note that $Q^{E}$ is the infinitesimal generator of the censored Markov chain of $Q$ to the set $E=\{$ Level 0, Level $N+1\}$.

### 1.3.4.2 The Nonhomogeneous Linear QBD-Equations

As an illustrating example, we now use LU-type of $R G$-factorization to solve a nonhomogeneous linear QBD-equation: $X Q=b$ or $Q X=b$. The maximal nonpositive inverse $Q_{\max }^{-1}$ of the matrix $Q$ has probabilistic meaning, hence the performance measures of a stochastic system can be expressed in terms of the blocks of $Q_{\max }^{-1}$. Therefore, it is necessary to express each block of $Q_{\max }^{-1}$ in order to give the solution $X=b Q_{\max }^{-1}$ or $X=Q_{\max }^{-1} b$. We set $Q_{\max }^{-1}=\left(q_{m, n}\right)_{m, n \geqslant 0}$ partitioned according to the levels.

Based on the LU-type $R$-measure $\left\{\bar{R}_{k}, k \geqslant 1\right\}$ and $G$-measure $\left\{\bar{G}_{k}, k \geqslant 0\right\}$, we write

$$
\begin{equation*}
X_{k}^{(l)}=\bar{R}_{l} \bar{R}_{l-1} \bar{R}_{l-2} \ldots \bar{R}_{l-k+1}, \quad l \geqslant k \geqslant 1, \tag{1.32}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{k}^{(l)}=\bar{G}_{l} \bar{G}_{l+1} \bar{G}_{l+2} \ldots \bar{G}_{l+k-1}, \quad k \geqslant 1, l \geqslant 0 . \tag{1.33}
\end{equation*}
$$

The following Theorem provides expressions for each block in the maximal non-positive inverse $Q_{\text {max }}^{-1}$ by means of the LU-type $R G$-factorization $Q=$ $\left(I-\bar{R}_{L}\right) \bar{U}_{D}\left(I-\bar{G}_{U}\right)$. In this case, we have

$$
Q_{\text {max }}^{-1}=\left(I-\bar{G}_{U}\right)^{-1} \bar{U}_{D}^{-1}\left(I-\bar{R}_{L}\right)^{-1}
$$

Theorem 1.2 (1) For the irreducible QBD process with infinitely-many levels given in Eq. (1.16),

$$
q_{m, n}= \begin{cases}\bar{U}_{m}^{-1} X_{m-n}^{(m)}+\sum_{i=1}^{\infty} Y_{i}^{(m)} \bar{U}_{i+m}^{-1} X_{i+m-n}^{(i+m)}, & \text { if } 0 \leqslant n \leqslant m-1, \\ \bar{U}_{m}^{-1}+\sum_{i=1}^{\infty} Y_{i}^{(m)} \bar{U}_{i+m}^{-1} X_{i}^{(i+m)}, & \text { if } n=m, \\ Y_{n-m}^{(m)} \bar{U}_{n}^{-1}+\sum_{i=n-m+1}^{\infty} Y_{i}^{(m)} \bar{U}_{i+m}^{-1} X_{i-(n-m)}^{(i+m)}, & \text { if } n \geqslant m+1 .\end{cases}
$$

(2) If the irreducible QBD process with finitely-many levels given in Eq. (1.17) is transient, then

$$
q_{m, n}= \begin{cases}\bar{U}_{m}^{-1} X_{m-n}^{(m)}+\sum_{i=1}^{N+1-m} Y_{i}^{(m)} \bar{U}_{i+m}^{-1} X_{i+m-n}^{(i+m)}, & \text { if } 0 \leqslant m \leqslant N, \\ \bar{U}_{m}^{-1}+\sum_{i=1}^{N+1-m} Y_{i}^{(m)} \bar{U}_{i+m}^{-1} X_{i}^{(i+m)}, & \text { if } 0 \leqslant m \leqslant N, n=m, \\ Y_{n-m}^{(m)} \bar{U}_{n}^{-1}+\sum_{i=n-m+1}^{N+1-m} Y_{i}^{(m)} \bar{U}_{i+m}^{-1} X_{i-(n-m)}^{(i+m)}, & \text { if } 0 \leqslant m \leqslant N, \\ \bar{U}_{N+1}^{-1} X_{N+1-n}^{(N+1)}, & m+1 \leqslant n \leqslant N+1, \\ \bar{U}_{N+1}^{-1}, & \text { if } m=N+1, \\ & 0 \leqslant n \leqslant N, \\ \text { if } m=n=N+1 .\end{cases}
$$

Theorem 1.2 indicates that if an irreducible QBD process has infinitely-many levels, then the existence of the maximal non-positive inverse is irrespective of whether the QBD process is recurrent or transient.

When the QBD process is transient, we can use the UL-type $R G$-factorization $Q=\left(I-R_{U}\right) U_{D}\left(I-G_{L}\right)$ to provide expression for the maximal non-positive inverse as follows:

$$
Q_{\text {max }}^{-1}=\left(I-G_{L}\right)^{-1} U_{D}^{-1}\left(I-R_{U}\right)^{-1}
$$

whose detail is similar to those in Theorem 1.2. Note that Appendix A. 3 provides expressions for the inverse of a general block-structured matrix.

### 1.4 Phase-Type Distributions

In this section, we provide an intuitive understanding for constructing a univariate PH distribution, and also list some basic properties of the PH distribution. Furthermore, we study a multivariate PH distribution, and give some important properties.

### 1.4.1 The Exponential Distribution

The exponential distribution is extensively used to deal with various stochastic models. The key to these applications is that the exponential distribution has the memoryless property.

Let $X$ be a random variable with the exponential distribution function $F(x)=1-\exp \{-\lambda x\}$ for $0<\lambda<+\infty$. The probability density function of $F(x)$ is given by $f(x)=\lambda \exp \{-\lambda x\}$. It is easy to check that for all $t, s \geqslant 0$,

$$
P\{X>t+s \mid X>s\}=P\{X>t\},
$$

which is called the memoryless property of the exponential random variable $X$. The memoryless property can effectively simplify various conditional probabilities involved in a stochastic model so that mathematical analysis for the stochastic model can be simplified sufficiently.

It is crucial to find a more general distribution which retains the memoryless property. As a minor generalization of the exponential distribution, we let $X$ be a random variable with distribution function $G(x)=1-\alpha \exp \{-\lambda x\}$ for $0<\alpha \leqslant 1$ and $0<\lambda<+\infty$. The probability density function of $G(x)$ is given by $g(x)=$ $\lambda \alpha \exp \{-\lambda x\}$. It is easy to check that the random variable $Y$ also has the memoryless property. However, there does not exist any other distribution with the memoryless property except for the two distributions. Therefore, it is necessary to find a class of new distributions which can retain some similar properties to the memoryless property of the exponential distribution.

### 1.4.2 The Erlang Distribution

Based on the exponential distribution, A.K. Erlang use the stage method to construct the so-called Erlang distribution of order $n$, denoted as $E[n, \lambda]$. Let $X_{i}$ be a random variable with distribution function $F(x)=1-\exp \{-\lambda x\}$ for $1 \leqslant i \leqslant n$. We assume that $X_{1}, X_{2}, \ldots, X_{n}$ are i.i.d.. Thus the random variable $Z_{n}=\sum_{k=1}^{n} X_{k}$ is Erlang of order $n$ with distribution function

$$
F_{n}(x)=P\left\{Z_{n} \leqslant x\right\}=1-\exp \{-\lambda x\} \sum_{k=0}^{n-1} \frac{(\lambda x)^{k}}{k!}
$$

and the probability density function

$$
f_{n}(x)=\exp \{-\lambda x\} \frac{\lambda(\lambda x)^{n-1}}{(n-1)!}
$$

For the Erlang distribution of order $n$, Fig. 1.5(a) expresses the random variable $Z_{n}=\sum_{k=1}^{n} X_{k}$. Based on this, it is clear that the Erlang distribution of order $n$ can be understood as $F_{n}(x)=1-\alpha \mathrm{e}^{T x} e$, where $\alpha=(1,0,0, \ldots, 0), T$ is the infinitesimal generator of an $n$-state Markov chain, given by

$$
T=\left(\begin{array}{ccccc}
-\lambda & \lambda & & &  \tag{1.34}\\
& -\lambda & \lambda & & \\
& & \ddots & \ddots & \\
& & & -\lambda & \lambda \\
& & & & -\lambda
\end{array}\right), \quad T^{0}=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
\lambda
\end{array}\right) .
$$


(a)

(b)

Figure 1.5 The stage method
As a minor generalization of the Erlang distribution, we assume that these exponential random variables $X_{1}, X_{2}, \ldots, X_{n}$ are independent but differently
distributional with parameters $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$. In this situation, a generalized Erlang distribution is expressed by $F_{n}(x)=1-\alpha \mathrm{e}^{T x} e$, where $\alpha=(1,0,0, \ldots, 0)$,

$$
T=\left(\begin{array}{ccccc}
-\lambda_{1} & \lambda_{1} & & &  \tag{1.35}\\
& -\lambda_{2} & \lambda_{2} & & \\
& & \ddots & \ddots & \\
& & & -\lambda_{n-1} & \lambda_{n-1} \\
& & & & -\lambda_{n}
\end{array}\right), \quad T^{0}=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
\lambda_{n}
\end{array}\right) .
$$

A further generalization of the Erlang distribution, which is seen from Fig. 1.5(b), can be given by $\alpha=(1,0,0, \ldots, 0)$ and

$$
T=\left(\begin{array}{ccccc}
-\lambda_{1} & \lambda_{1} p_{1} & & &  \tag{1.36}\\
& -\lambda_{2} & \lambda_{2} p_{2} & & \\
& & \ddots & \ddots & \\
& & & -\lambda_{n-1} & \lambda_{n-1} p_{n-1} \\
& & & & -\lambda_{n}
\end{array}\right), \quad T^{0}=\left(\begin{array}{c}
\lambda_{1}\left(1-p_{1}\right) \\
\lambda_{2}\left(1-p_{2}\right) \\
\vdots \\
\lambda_{n-1}\left(1-p_{n-1}\right) \\
\lambda_{n}
\end{array}\right)
$$

### 1.4.3 The PH Distribution

The above three examples given in Eq. (1.34) to Eq. (1.36) indicate that a distribution can be expressed by means of a Markov chain $T$ with an initial probability vector $\alpha$. Hence, this motivates us to propose a PH distribution under a unified framework $(\alpha, T)$. The PH distribution is characterized by an absorbing Markov chain with finite states, which is measured by the time that the underlying Markov chain spends in all the transient states until the first absorption. The phase number of the PH distribution is equal to the number of transient states in the Markov chain $T$, and a row vector $\alpha$ is the initial probability vector of the Markov chain $T$.

We consider a continuous-time Markov chain with state space $\Omega=\{1,2, \ldots, m, m+1\}$ whose infinitesimal generator is given by

$$
Q=(1, \ldots, m)\left(\begin{array}{cc}
(1, \ldots, m) m+1  \tag{1.37}\\
T & T^{0} \\
0 & 0
\end{array}\right)
$$

where $T^{0} \nsupseteq 0$ and $T e+T^{0}=0$. It is clear that state $m+1$ is an absorbing state and all the others are transient. Let $\left(\alpha, \alpha_{m+1}\right)$ be the initial probability vector of the Markov chain, where $\alpha e+\alpha_{m+1}=1$. For the Markov chain given in Eq. (1.37), the distribution $F(x)$ of the time $X$ until absorption into the absorbing state $m+1$ is
called a PH distribution with representation $(\alpha, T)$. If $T+T^{0} \alpha$ is the infinitesimal generator of an irreducible Markov chain, then this representation $(\alpha, T)$ is called an irreducible representation. In this case, it follows from Lemma 2.2.2 in Chapter 2 of Neuts [92] that

$$
\begin{equation*}
F(x)=1-\alpha \exp \{T x\} e . \tag{1.38}
\end{equation*}
$$

Obviously, $F(0)=1-\alpha e=\alpha_{m+1}$. If $\alpha=0$, then $F(x)=1$ for all $x \geqslant 0$; if $0<\alpha e<1$, then $F(0)=\alpha_{m+1}$; if $\alpha_{m+1}=0$, then $F(0)=0$.

In general, if a stochastic model can be analyzed when the relevant distributions are exponential, then the stochastic model with corresponding PH distributions may also admit an algorithmic solution. Table 1.1 provides some useful relations between the exponential distribution and the PH distribution. Note that LST denotes the Laplace-Stieltjes transform of $F(x), \tilde{f}^{*}(s)=\int_{0}^{+\infty} \exp \{-s x\} \mathrm{d} F(x)$.

Table 1.1 A comparison for the exponential and PH distributions

| Class of distributions | Exponential Distribution | PH Distribution |
| :--- | :--- | :--- |
| Distribution function | $F(x)=1-\alpha \exp \{-\lambda x\}$ | $F(x)=1-\alpha \exp \{T x\} e$ |
| Distribution parameters | $\alpha, \lambda$ | $\alpha, T, m$ |
| Density function | $f(x)=\alpha \lambda \exp \{-\lambda x\}$ | $f(x)=\alpha \exp \{T x\} T^{0}$ |
| Moments | $\mu_{i}=(-1)^{i+1} i!\alpha \lambda^{-i}$ | $\mu_{i}=(-1)^{i} i!\alpha T^{-i} e$ |
| LST | $\tilde{f}^{*}(s)=1-\alpha+\alpha \lambda(s+\lambda)^{-1}$ | $\tilde{f}^{*}(s)=\alpha_{m+1}+\alpha(s I-T)^{-1} T^{0}$ |

In what follows, we provide four useful properties for the PH distribution, while the proofs may refer to Chapter 2 of Neuts [92].

Property 1.1 For a PH distribution with representation $(\alpha, T)$, the states 1 , $2, \ldots, m$ are transient if and only if the matrix $T$ is invertible, and $T^{-1}<0$.

Property 1.2 For a PH distribution with irreducible representation $(\alpha, T), \alpha$ $\exp \{T x\}>0$ and $\exp \{T x\} T^{0}>0$ for each $x \geqslant 0$. At the same time, $\alpha(s I-T)^{-1}>0$ and $(s I-T)^{-1} T^{0}>0$ for $s \geqslant 0$.

Property 1.3 For two PH distributions with irreducible representations ( $\alpha, T$ ) and $(\beta, S)$, the matrix $T \oplus S$ is invertible.

Property 1.4 For a PH distribution with reducible representation $(\alpha, T)$, we may delete rows and columns of $T$ corresponding to a subset of state space $\{1$, $2, \ldots, m\}$ to obtain a smaller, irreducible representation $\left(\alpha_{1}, T_{1}\right)$.

As a companion distribution, we now consider a discrete-time PH distribution. Consider a discrete-time Markov chain with state space $\Omega=\{1,2, \ldots, m, m+1\}$ whose transition probability matrix is given by

$$
P=(1, \ldots, m)\left(\begin{array}{cc}
(1, \ldots, m) m+1  \tag{1.39}\\
T+1 & T^{0} \\
0 & 1
\end{array}\right)
$$

where $T^{0} \not \geqslant 0$ and $T e+T^{0}=e$. State $m+1$ is an absorbing state and all the others are transient. Let $\left(\alpha, \alpha_{m+1}\right)$ be the initial probability vector of the Markov chain, where $\alpha e+\alpha_{m+1}=1$. For the Markov chain given in (1.39), the distribution $\left\{p_{k}\right.$, $k \geqslant 0\}$ of the number $N$ of state transitions until absorption into the absorbing state $m+1$ is called a discrete-time PH distribution with representation $(\alpha, T)$. If $T+T^{0} \alpha$ is the transition probability matrix of an irreducible Markov chain, then this representation $(\alpha, T)$ is called an irreducible representation. In this case, it follows from Chapter 2 of Neuts [92] that

$$
p_{k}= \begin{cases}\alpha_{m+1}, & k=0  \tag{1.40}\\ \alpha T^{k-1} T^{0}, & k \geqslant 1\end{cases}
$$

If a stochastic model can be analyzed when the relevant distributions are geometric, then the stochastic model with corresponding discrete-time PH distributions may admit an algorithmic solution. Table 1.2 provides some useful relations between the geometric distribution and the discrete-time PH distribution. We write $P^{*}(z)=\sum_{k=0}^{\infty} z^{k} p_{k}$.

Table 1.2 A comparison for the geometric and PH distributions

| Class of Distributions | Geometric Distribution | PH Distribution |
| :---: | :---: | :---: |
| Distribution function | $p_{k}= \begin{cases}1-\alpha, & k=0, \\ \alpha t^{k-1}(1-t), & k \geqslant 1 .\end{cases}$ | $p_{k}= \begin{cases}\alpha_{m+1}, & k=0, \\ \alpha T^{k-1} T^{0}, & k \geqslant 1 .\end{cases}$ |
| Distribution parameters | $\alpha, t$ | $\alpha, T, m$ |
| Moments | $\mu_{i}=i!\alpha t^{i-1}(1-t)^{-i}$ | $\mu_{i}=i!\alpha T^{i-1}(I-T)^{-i} e$ |
| PGF | $P^{*}(z)=1-\alpha+z \alpha(1-z t)^{-1}(1-t)$ | $P^{*}(z)=a_{m+1}+z \alpha(I-z t)^{-1} T^{0}$ |

Now, we provide some closure properties of the PH distributions, the corresponding proofs may refer to Chapter 2 of Neuts [92]. For convenience of description, we introduce a notation: If the distribution of the random variable $X$ is of phase type of order $m$ with irreducible representation $(\alpha, T)$, we write as $X \sim \mathrm{PH}(\alpha, T ; m)$; or $F(x) \sim \mathrm{PH}(\alpha, T ; m)$ for the continuous-time case, while $\left\{p_{k}\right\} \sim$ $\mathrm{PH}(\alpha, T ; m)$ for the discrete-time case.

Property 1.5 Let $X_{R}$ and $X_{A}$ be the stationary residual life time and stationary age of the random variable $X$, respectively. If $X \sim \operatorname{PH}(\alpha, T ; m)$, then $X_{R}, X_{A} \sim$
$\operatorname{PH}(\theta, T ; m)$, where $\theta$ is the stationary probability vector of the Markov chain $T+T^{0} \alpha$ for $\alpha e=1$.

Property 1.6 If $X \sim \mathrm{PH}(\alpha, T ; m)$ and $Y \sim \mathrm{PH}(\beta, S ; n)$, then $X+Y \sim \mathrm{PH}(\gamma, L ; m+n)$, where $\gamma=\left(\alpha, a_{m+1} \beta\right)$ and

$$
L=\left(\begin{array}{cc}
T & T^{0} \beta \\
0 & S
\end{array}\right)
$$

Property 1.7 If $X \sim \mathrm{PH}(\alpha, T ; m)$ and $Y \sim \mathrm{PH}(\beta, S ; n)$, then $\min \{X, Y\} \sim \mathrm{PH}$ $(\alpha \otimes \beta, T \oplus S ; m+n)$, and $\max \{X, Y\} \sim \mathrm{PH}(\gamma, L ; m n+m+n)$, where

$$
\begin{gathered}
\gamma=\left(\alpha \otimes \beta, \beta_{n+1} \alpha, \alpha_{m+1} \beta\right), \\
L=\left(\begin{array}{ccc}
T \oplus S & I \oplus S^{0} & T^{0} \oplus I \\
0 & T & 0 \\
0 & 0 & S
\end{array}\right) .
\end{gathered}
$$

Property 1.8 Let $p=\left(p_{1}, p_{2}, \ldots, p_{k}\right)$ be a probability vector for $p e=1$, and $F_{j}(x) \sim \mathrm{PH}\left(\alpha_{j}, T_{j} ; m_{j}\right)$ for $j=1,2, \ldots, k$. Then $G(x)=\sum_{j=1}^{k} p_{j} F_{j}(x) \sim \operatorname{PH}\left(\gamma, L ; \sum_{j=1}^{k} m_{j}\right)$, where $\gamma=\left(p_{1} \alpha_{1}, p_{2} \alpha_{2}, \ldots, p_{k} \alpha_{k}\right)$ and $L=\operatorname{diag}\left(T_{1}, T_{2}, \ldots, T_{n}\right)$.

It is worthwhile to note that infinite mixtures of PH distributions are generally not of phase type. An important and useful exception is given in Properties 1.9 and 1.10. Let $F^{n^{*}}(x)$ be the $n$ th-fold convolution of the function $F(x)$, that is, $F^{0^{*}}(x)=1, F^{1^{*}}(x)=F(x)$ and $F^{n^{*}}(x)=\int_{0}^{x} F^{(n-1)^{*}}(x-u) \mathrm{d} F(u)$ for $n \geqslant 2$.

Property 1.9 If $\left\{s_{k}\right\} \sim \mathrm{PH}(\beta, S ; n)$ and $F(x) \sim \mathrm{PH}(\alpha, T ; m)$, then the infinite mixture $G(x)=\sum_{k=0}^{\infty} s_{k} F^{k^{*}}(x) \sim \mathrm{PH}(\gamma, L ; m n)$, where

$$
\begin{gathered}
\gamma=\alpha \otimes \beta\left(I-\alpha_{m+1} S\right)^{-1} \\
L=T \otimes I+\left(1-\alpha_{m+1}\right) T^{0} \alpha \otimes\left(I-\alpha_{m+1} S\right)^{-1} S .
\end{gathered}
$$

The height of the jump $\gamma_{m n+1}$ at time 0 and the vector $L^{0}$ are given by

$$
\begin{gathered}
\gamma_{m n+1}=\beta_{n+1}+\alpha_{m+1} \beta\left(I-\alpha_{m+1} S\right)^{-1} S^{0} \\
L^{0}=T^{0} \otimes\left(I-\alpha_{m+1} S\right)^{-1} S^{0} .
\end{gathered}
$$

Property 1.10 If $\left\{s_{k}\right\} \sim \operatorname{PH}(\beta, S ; n)$ and $\left\{p_{v}\right\} \sim \operatorname{PH}(\alpha, T ; m)$, then for the infinite mixture $P_{k}=\sum_{k=0}^{\infty} s_{k}\left\{p_{v}\right\}^{k^{*}},\left\{P_{k}\right\} \sim \mathrm{PH}(\gamma, L ; m n)$, where

$$
\begin{gathered}
\gamma=\alpha \otimes \beta\left(I-\alpha_{m+1} S\right)^{-1} \\
L=T \otimes I+\left(1-\alpha_{m+1}\right) T^{0} \alpha \otimes\left(I-\alpha_{m+1} S\right)^{-1} S^{0} .
\end{gathered}
$$

In many applications, we need to consider the following integral

$$
a_{k}=\int_{0}^{+\infty} \exp \{-\lambda x\} \frac{(\lambda x)^{k}}{k!} \mathrm{d} F(x), \quad k \geqslant 0 .
$$

The following Property 1.11 describes a closure property of the PH distribution for the sequence $\left\{a_{k}\right\}$.

Property 1.11 If $F(x) \sim \operatorname{PH}(\alpha, T ; m)$, then the sequence $\left\{a_{k}\right\} \sim \mathrm{PH}(\gamma, L ; m)$, where

$$
\begin{gathered}
\gamma=\lambda \alpha(\lambda I-T)^{-1} \\
L=\lambda(\lambda I-T)^{-1}
\end{gathered}
$$

The height of the jump $\gamma_{m n+1}$ at time 0 and the vector $L^{0}$ are given by

$$
\begin{gathered}
\gamma_{m+1}=\alpha_{m+1}+\alpha(\lambda I-T)^{-1} T^{0}, \\
L^{0}=(\lambda I-T)^{-1} T^{0} .
\end{gathered}
$$

For the two random variables $N$ and $X$, we write $a_{n}=P\{N=n\}$ for $n \geqslant 0$ and

$$
P\{X=j \mid N=n\}=\binom{n}{j} p^{j}(1-p)^{n-j} .
$$

Then it is clear that

$$
\begin{aligned}
P\{X=j\} & =\sum_{n=0}^{\infty} P\{N=n\} P\{X=j \mid N=n\} \\
& =\sum_{n=0}^{\infty} a_{n}\binom{n}{j} p^{j}(1-p)^{n-j} .
\end{aligned}
$$

The following Property 1.12 indicates that the random variable $X$ is of phase type if the random variable $N$ is of phase type.

Property 1.12 If $N \sim \mathrm{PH}(\alpha, T ; m)$, then $X \sim \mathrm{PH}(\gamma, L ; m)$, where

$$
\begin{aligned}
& \gamma=p \alpha[I-(1-p) T]^{-1}, \\
& L=p T[I-(1-p) T]^{-1} .
\end{aligned}
$$

The height of the jump $\gamma_{m n+1}$ at time 0 and the vector $L^{0}$ are given by

$$
\begin{gathered}
\gamma_{m+1}=\alpha_{m+1}+\alpha(1-p) p[I-(1-p) T]^{-1} T^{0} \\
L^{0}=[I-(1-p) T]^{-1} T^{0} .
\end{gathered}
$$

In the rest of this section, we discuss a multivariate PH distribution which is always useful in modeling real situations that involve $n$ nonnegative dependent random variables. Our analysis focuses on the following two cases: The bivariate PH distribution and the multivariate PH distribution.

Definition 1.1 For a Markov chain with state space $\Omega$, a set $\Gamma \subset \Omega$ is said to be stochastically closed if once the Markov chain enters the set $\Gamma$, it never leaves again.

For the stochastically closed sets of the Markov chain, we have following useful properties:
(1) If $\Gamma_{1}$ and $\Gamma_{2}$ are two nonempty stochastically closed sets of the state space $\Omega$, then $\Gamma_{1} \cup \Gamma_{2}$ and $\Gamma_{1} \cap \Gamma_{2}$ are all stochastically closed.
(2) If $\Gamma$ is a nonempty stochastically closed set of the state space $\Omega$, then the infinitesimal generator can be simplified as

$$
T=\begin{gathered}
\Gamma^{c}\left(\begin{array}{cc}
\Gamma_{1,1}^{c} & \Gamma \\
\Gamma & T_{1,2} \\
0 & T_{2,2}
\end{array}\right) .
\end{gathered}
$$

### 1.4.4 The Bivariate PH Distribution

Consider a continuous-time and right-continuous Markov chain $\{X(t)\}$ with state space $\Omega=\{1,2, \ldots, m, m+1\}$ whose infinitesimal generator is given in (1.37). Let $\Gamma_{1}$ and $\Gamma_{2}$ be two nonempty stochastically closed sets of the state space $\Omega$ such that $\Gamma_{1} \cap \Gamma_{2}=\{m+1\}$. We define

$$
Y_{k}=\inf \left\{t: X(t) \in \Gamma_{k}\right\}
$$

with a convention: $\inf \varnothing=+\infty$ for the empty set $\varnothing$. Let

$$
\bar{F}\left(x_{1}, x_{2}\right)=P\left\{Y_{1}>x_{1}, Y_{2}>x_{2}\right\} .
$$

Then $\left(Y_{1}, Y_{2}\right)$ or $F\left(x_{1}, x_{2}\right)$ is said to be of bivariate phase type.
For the bivariate PH distribution, we have the following closed-form expression:

$$
F\left(x_{1}, x_{2}\right)= \begin{cases}\alpha \mathrm{e}^{T_{x_{2}}} g_{2} \mathrm{e}^{T\left(x_{1}-x_{2}\right)} g_{1} e, & 0 \leqslant x_{2} \leqslant x_{1}, \\ \alpha \mathrm{e}^{T_{1}} g_{1} \mathrm{e}^{T\left(x_{2}-x_{1}\right)} g_{2} e, & 0 \leqslant x_{1} \leqslant x_{2},\end{cases}
$$

where $g_{k}=\operatorname{diag}\left(g_{k}(1), g_{k}(2), \ldots, g_{k}(m)\right)$

$$
g_{k}(i)= \begin{cases}1, & i \in \Gamma_{k}^{c}, \\ 0, & i \in \Gamma_{k} .\end{cases}
$$

It is obvious that $\bar{F}(x, x)=\alpha \mathrm{e}^{7 x} g_{2} g_{1} e$ and $\bar{F}(0,0)=\alpha g_{2} g_{1} e$.

Now, we list some useful properties for the bivariate PH distribution as follows:
Property 1.13 The probability density function of the bivariate PH distribution is given by

$$
f\left(x_{1}, x_{2}\right)= \begin{cases}\alpha \mathrm{e}^{T x_{2}}\left[T, g_{2}\right] \mathrm{e}^{T\left(x_{1}-x_{2}\right)} g_{1} e, & 0 \leqslant x_{2} \leqslant x_{1}, \\ \alpha \mathrm{e}^{T x_{1}}\left[T, g_{1}\right] \mathrm{e}^{T\left(x_{2}-x_{1}\right)} g_{2} e, & 0 \leqslant x_{1} \leqslant x_{2},\end{cases}
$$

where the operator $[A, B]=A B-B A$.
Property 1.14 Let $\tilde{f}\left(s_{1}, s_{2}\right)=E\left[\exp \left\{-\left(s_{1} Y_{1}+s_{2} Y_{2}\right)\right\}\right]$. Then

$$
\begin{aligned}
\tilde{f}\left(s_{1}, s_{2}\right)= & \alpha\left[\left(s_{1}+s_{2}\right) I-T\right]^{-1}\left\{\left[T, g_{2}\right]\left(s_{1} I-T\right)^{-1} T g_{1}+\left[T, g_{1}\right]\left(s_{2} I-T\right)^{-1} T g_{2}\right. \\
& \left.-T g_{1} g_{2}+\left[T, g_{1}\right]+\left[T, g_{2}\right]\right\} e .
\end{aligned}
$$

## Property 1.15

$$
E\left[Y_{1} Y_{2}\right]=\alpha\left(T^{-1} g_{1} T^{-1} g_{2}+T^{-1} g_{2} T^{-1} g_{1}\right) e
$$

### 1.4.5 The Multivariate PH Distribution

Consider a continuous-time and right-continuous Markov chain $\{X(t)\}$ with state space $\Omega=\{1,2, \ldots, m, m+1\}$ whose infinitesimal generator is given in Eq. (1.37). Let $\Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{n}$ be $n$ nonempty stochastically closed sets of the state space $\Omega$ such that $\bigcap_{i=1}^{n} \Gamma_{i}=\{m+1\}$. We define

$$
Y_{k}=\inf \left\{t: X(t) \in \Gamma_{k}\right\} .
$$

Let

$$
\bar{F}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=P\left\{Y_{1}>x_{1}, Y_{2}>x_{2}, \ldots, Y_{n}>x_{n}\right\} .
$$

Then $Y=\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)$ or $F\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is said to be of $n$-variate phase type. For the multivariate PH distribution, we call $\left(\alpha, T ; \Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{n}\right)$ its irreducible representation, or $Y \sim \operatorname{PH}\left(\alpha, T ; \Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{n}\right)$.

For the nonnegative vector $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, we write $x_{i_{1}} \geqslant x_{i_{2}} \geqslant \ldots \geqslant x_{i_{n}} \geqslant 0$. Thus, for the multivariate PH distribution we can write the closed-form expression as follows:

$$
\bar{F}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\alpha \exp \left\{T x_{i_{n}}\right\} g_{i_{n}} \prod_{k=n}^{2} \exp \left\{T\left(x_{i_{k-1}}-x_{i_{k}}\right)\right\} g_{i_{k-1}} e,
$$

the probability density function is given by

$$
\begin{aligned}
f\left(x_{1}, x_{2}, \ldots, x_{n}\right)= & (-1)^{n} \alpha \exp \left\{T x_{i_{n}}\right\}\left[T, g_{i_{n}}\right] \prod_{k=n}^{3} \exp \left\{T\left(x_{i_{k-1}}-x_{i_{k}}\right)\right\}\left[T, g_{i_{k-1}}\right] \\
& \cdot \exp \left\{T\left(x_{i_{1}}-x_{i_{2}}\right)\right\} g_{i_{1}} e
\end{aligned}
$$

and the joint mean is given by

$$
E\left[Y_{1} Y_{2} \cdots Y_{n}\right]=(-1)^{n} \alpha \sum_{\omega \in \Theta} \prod_{i=1}^{n} T^{-1} g_{\omega(i)} e
$$

where $\Theta$ is the set of all permutations of $\{1,2, \ldots, n\}$, and $\omega=(\omega(1), \omega(2), \ldots, \omega(n))$.
For the multivariate PH distribution, we now list its useful properties as follows:

Property 1.16 If $Y \sim \operatorname{PH}\left(\alpha, T ; \Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{n}\right)$ and $Z \sim \operatorname{PH}\left(\beta, S ; \mathfrak{I}_{1}, \mathfrak{I}_{2}, \ldots, \mathfrak{I}_{m}\right)$, then

$$
(Y, Z) \sim \operatorname{PH}\left(\alpha \otimes \beta, T \oplus S ; \Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{n}, \mathfrak{I}_{1}, \mathfrak{I}_{2}, \ldots, \mathfrak{I}_{m}\right)
$$

Property 1.17 If $\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right) \sim \operatorname{PH}\left(\alpha, T ; \Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{n}\right)$, then

$$
\left(Y_{i_{1}}, Y_{i_{2}}, \ldots, Y_{i_{k}}\right) \sim \operatorname{PH}\left(\alpha, T ; \Gamma_{i_{1}}, \Gamma_{i_{2}}, \ldots, \Gamma_{i_{k}}\right)
$$

for each subset $\left\{i_{1}, i_{2}, \ldots, i_{k}\right\} \subset\{1,2, \ldots, n\}$.

### 1.4.6 The Discrete-Time Multivariate PH Distribution

Consider a discrete-time Markov chain $\left\{X_{k}\right\}$ with state space $\Omega=\{1,2, \ldots, m$, $m+1\}$ whose transition probability matrix is given in Eq. (1.39). Let $\Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{n}$ be $n$ nonempty stochastically closed sets of the state space $\Omega$ such that $\bigcap_{i=1}^{n} \Gamma_{i}=$ $\{m+1\}$. We define

$$
N_{k}=\inf \left\{k: X_{k} \in \Gamma_{k}\right\} .
$$

Let

$$
p\left(k_{1}, k_{2}, \ldots, k_{n}\right)=P\left\{N_{1}=k_{1}, N_{2}=k_{2}, \ldots, N_{n}=k_{n}\right\}
$$

Then $N=\left(N_{1}, N_{2}, \ldots, N_{n}\right)$ or $\left\{p\left(k_{1}, k_{2}, \ldots, k_{n}\right)\right\}$ is said to be of discrete-time multivariate phase type. For the discrete-time multivariate PH distribution, we call $\left(\alpha, T ; \Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{n}\right)$ its irreducible representation.

When $k_{i_{1}} \geqslant k_{i_{2}} \geqslant \ldots \geqslant k_{i_{n}} \geqslant 0$, for the discrete-time multivariate PH distribution we can write the closed-form expression as follows:

$$
p\left(k_{1}, k_{2}, \ldots, k_{n}\right)=\alpha T^{k_{k_{n}}}\left[T, g_{i_{n}}\right] \prod_{j=n}^{3} T^{k_{i j-1}-k_{i_{j}}}\left[T, g_{k_{i j-1}}\right] T^{k_{i 1}-k_{i_{2}}} g_{k_{i 1}} e
$$

and

$$
E\left[N_{1} N_{2} \cdots N_{n}\right]=\alpha \sum_{\omega \in \Theta} \prod_{i=1}^{n}(I-T)^{-1} g_{\omega(i)} e .
$$

### 1.5 The Markovian Arrival Processes

In this section, we provide several important types of point processes and list their useful properties. Specifically, we indicate how to construct a MAP in terms of a Markov chain with finite states. Finally, we study multivariate Markovian arrival processes.

The analysis of this section contains twofold: Renewal processes and non-renewal processes. First, we provide a unified framework of Markov chains for analyzing two renewal counting processes: The Poisson process and the PH renewal process.

### 1.5.1 The Poisson Process

There is an arrival process with the $k t$ th arrival epoch $\tau_{k}$ for $k \geqslant 0$, where $\tau_{0}=0$. Let $X_{n}=\tau_{n}-\tau_{n-1}$ for $n \geqslant 1$. Then $X_{n}$ is the $n$th interarrival time. Obviously, $\tau_{k}=\sum_{n=1}^{k} X_{n}$ for $k \geqslant 0$. We assume that the random variables $X_{n}$ for $n \geqslant 1$ are i.i.d.. Figure 1.6 shows a useful relation between the arrival epoch and the interarrival time.


Figure 1.6 The arrival epoch and the interarrival time
Let $N(t)$ be the arrival number of the arrival process in the time interval $(0 ; t]$. In general, we denote by $\{N(t), t \geqslant 0\}$ the arrival process, which is also called a counting process.

We provide a definition for the Poisson process as follows.
Definition 1.2 A Poisson process with rate $\lambda$ is a counting process $\{N(t), t \geqslant 0\}$ for which
(1) $N(0)=0$;
(2) the process increments $N\left(\tau_{1}\right)-N\left(\tau_{0}\right), N\left(\tau_{2}\right)-N\left(\tau_{1}\right), \ldots, N\left(\tau_{n}\right)-N\left(\tau_{n-1}\right)$ are mutually independent; and
(3) for any $s \geqslant 0, t>0$,

$$
P\{N(t+s)-N(s)=k\}=\exp \{-\lambda t\} \frac{(\lambda t)^{k}}{k!}, \quad k \geqslant 0
$$

which is independent of the initial epoch $s \geqslant 0$.
The following proposition provides an intuitive understanding of the Poisson process in terms of the exponential distribution. The proof is clear and is omitted here.

Proposition 1.2 The random variables $X_{n}$ for $n \geqslant 1$ are i.i.d. with exponential distribution function $F(x)=1-\exp \{-\lambda t\}$ if and only if the counting process $\{N(t)$, $t \geqslant 0\}$ is a Poisson process with rate $\lambda$.

Note that the exponential interarrival times $X_{n}$ for $n \geqslant 1$ are i.i.d., the Poisson process with rate $\lambda$ may be regarded as a pure birth process whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{ccccc}
-\lambda & \lambda & & & \\
& -\lambda & \lambda & & \\
& & -\lambda & \lambda & \\
& & & \ddots & \ddots
\end{array}\right)
$$

We write

$$
P(k ; t)=P\{N(t)=k\} .
$$

Let

$$
\bar{P}(t)=\left(\begin{array}{ccccc}
P(0 ; t) & P(1 ; t) & P(2 ; t) & P(3 ; t) & \ldots \\
& P(0 ; t) & P(1 ; t) & P(2 ; t) & \ldots \\
& & P(0 ; t) & P(1 ; t) & \ldots \\
& & & P(0 ; t) & \ldots \\
& & & & \ddots
\end{array}\right) .
$$

Then it is easy to check that

$$
\bar{P}^{\prime}(t)=\bar{P}(t) Q \quad \text { or } \quad \bar{P}^{\prime}(t)=Q \bar{P}(t),
$$

with the initial condition $\bar{P}(0)=I$. A simple computation can yield $\bar{P}(t)=\exp \{Q t\}$, which yields

$$
P(k ; t)=\exp \{-\lambda t\} \frac{(\lambda t)^{k}}{k!}, \quad k \geqslant 0
$$

### 1.5.2 The PH Renewal Process

An only different assumption from that for the Poisson process analyzed above is
that the distribution function $F(x)$ is taken as a PH distribution of order $m$ with irreducible representation $(\alpha, T)$. In this case, we need to introduce a matrix sequence $\{P(k ; t)\}$ with respect to the $m$ phases. Let $P(k ; t)=\left(P_{j, j^{\prime}}(k ; t)\right)_{1 \leqslant j, j^{\prime} \leqslant m}$, where $P_{j, j^{\prime}}(k ; t)$ is a conditional probability that the Markov chain $T+T^{0} \alpha$ is in the phase $j^{\prime}$ at time $t$ and that $k$ renewals occur in $[0, t)$, given that the Markov chain starts in the phase $j$ at time 0 .

The matrix sequence $\{P(k ; t)\}$ satisfies the forward Chapman-Kolmogorov differential equations

$$
\begin{gather*}
P^{\prime}(0 ; t)=P(0 ; t) T  \tag{1.41}\\
P^{\prime}(k ; t)=P(k ; t) T+P(k-1 ; t) T^{0} \alpha, \quad k \geqslant 1, \tag{1.42}
\end{gather*}
$$

with the initial condition $P(k ; 0)=\delta_{0, k} I$ for $k \geqslant 0$; or the backward ChapmanKolmogorov differential equations

$$
\begin{gather*}
P^{\prime}(0 ; t)=T P(0 ; t)  \tag{1.43}\\
P^{\prime}(k ; t)=T P(k ; t)+T^{0} \alpha P(k-1 ; t), \quad k \geqslant 1 . \tag{1.44}
\end{gather*}
$$

Let $P^{*}(z ; t)=\sum_{k=0}^{\infty} z^{k} P(k ; t)$. Then $P^{*}(z ; 0)=I$, and it follows from Eq. (1.41) and Eq. (1.42), or Eq. (1.43) and Eq. (1.44) that

$$
\begin{equation*}
P^{*}(z ; t)=\exp \left\{\left(T+z T^{0} \alpha\right) t\right\} \tag{1.45}
\end{equation*}
$$

Next, we consider the factorial moment matrices

$$
V_{n}(t)=\sum_{k=n}^{\infty} \frac{k!}{(k-n)!} P(k ; t), \quad n \geqslant 0 .
$$

It follows from Eq. (1.41) and Eq. (1.42) that

$$
\begin{gather*}
V_{0}^{\prime}(t)=V_{0}(t)\left(T+T^{0} \alpha\right)  \tag{1.46}\\
V_{n}^{\prime}(t)=V_{n}(t)\left(T+T^{0} \alpha\right)+n V_{n-1}(t) T^{0} \alpha, \quad n \geqslant 1 \tag{1.47}
\end{gather*}
$$

or from Eq. (1.43) and Eq. (1.44) that

$$
\begin{gather*}
V_{0}^{\prime}(t)=\left(T+T^{0} \alpha\right) V_{0}(t)  \tag{1.48}\\
V_{n}^{\prime}(t)=\left(T+T^{0} \alpha\right) V_{n}(t)+T^{0} \alpha n V_{n-1}(t), \quad n \geqslant 1 \tag{1.49}
\end{gather*}
$$

with the initial conditions $V_{0}(0)=I$ and $V_{n}(0)=0$ for $n \geqslant 1$.
Now, we use a Markov chain to understand Eq. (1.41) to Eq. (1.44), and Eq. (1.46) to Eq. (1.49).

## Constructive Computation in Stochastic Models with Applications

Let

$$
Q=\left(\begin{array}{ccccc}
T & T^{0} \alpha & & &  \tag{1.50}\\
& T & T^{0} \alpha & & \\
& & T & T^{0} \alpha & \\
& & & \ddots & \ddots
\end{array}\right)
$$

and

$$
\bar{P}(t)=\left(\begin{array}{ccccc}
P(0 ; t) & P(1 ; t) & P(2 ; t) & P(3 ; t) & \ldots \\
& P(0 ; t) & P(1 ; t) & P(2 ; t) & \ldots \\
& & P(0 ; t) & P(1 ; t) & \ldots \\
& & & P(0 ; t) & \ldots \\
& & & & \ddots
\end{array}\right) .
$$

It is clear that $\bar{P}^{\prime}(t)=\bar{P}(t) Q$ or $\bar{P}^{\prime}(t)=Q \bar{P}(t)$ with the initial condition $\bar{P}(0)=I$, which can lead to Eq. (1.41) to Eq. (1.44).

Let

$$
\tilde{Q}=\left(\begin{array}{ccccc}
T+T^{0} \alpha & n T^{0} \alpha & & & \\
& T+T^{0} \alpha & n T^{0} \alpha & & \\
& & T+T^{0} \alpha & n T^{0} \alpha & \\
& & & \ddots & \ddots
\end{array}\right)
$$

and

$$
\bar{V}(t)=\left(\begin{array}{ccccc}
V_{0}(t) & V_{1}(t) & V_{2}(t) & V_{3}(t) & \ldots \\
& V_{0}(t) & V_{1}(t) & V_{2}(t) & \ldots \\
& & V_{0}(t) & V_{1}(t) & \ldots \\
& & & V_{0}(t) & \ldots \\
& & & & \ddots
\end{array}\right) .
$$

Obviously, $\bar{V}^{\prime}(t)=\bar{V}(t) Q$ or $\bar{V}^{\prime}(t)=Q \bar{V}(t)$ with the initial condition $\bar{V}(0)=I$, which can yield Eq. (1.46) to Eq. (1.49).

It is necessary to provide some computations for the matrix sequence $\left\{V_{n}(t)\right\}$. Referring to Sec. 5.1 of Neuts [94], we have
(1)

$$
V_{0}(t)=\exp \left\{\left(T+T^{0} \alpha\right) t\right\}
$$

(2) Let $\theta$ be the stationary probability vector of the Markov chain $T+T^{0} \alpha$, $\lambda=\theta T^{0}$. Then $\theta V_{1}(t) e=\lambda t$.
(3)

$$
\alpha V_{1}(t) e=\lambda t-1-\lambda \alpha \exp \left\{\left(T+T^{0} \alpha\right) t\right\} T^{-1} e .
$$

For the PH renewal process, we take the renewal density function as

$$
u(t)=\sum_{k=0}^{\infty} f^{k^{*}}(t)
$$

where $f^{k^{*}}(t)$ is the $k$ th-fold convolution of the probability density function $f(t)$ of the PH distribution $F(t)$. It is worthwhile to note that $E[N(t)]=1+\int_{0}^{t} u(x) \mathrm{d} x$.

The following proposition expresses the renewal density function, while the proof is easy and is omitted here.

Proposition 1.3 For a PH renewal process with PH irreducible representation $(\alpha, T)$, then the renewal density function is given by

$$
u(t)=\alpha \exp \left\{\left(T+T^{0} \alpha\right) t\right\} T^{0} .
$$

In the PH renewal process, we define the excess life $\xi(t)$ and the age $\eta(t)$ at time $t$, respectively, both of which are expressed in Fig. 1.7. The following proposition provides expressions for the distribution function of $\xi(t)$, while the associated discussion for $\eta(t)$ is similar.


Figure 1.7 The excess life and the age at time $t$
Proposition 1.4 For a PH renewal process with PH irreducible representation $(\alpha, T)$, the excess life $\xi(t)$ at time $t$ is of phase type with irreducible representation $(\gamma(t), T)$, where $\gamma(t)=\alpha \exp \left\{\left(T+T^{0} \alpha\right) t\right\}$.

Let

$$
A_{k}=\int_{0}^{+\infty} P(k ; t) \mathrm{d} H(t), \quad k \geqslant 0,
$$

and

$$
\tilde{A}_{k}=\int_{0}^{+\infty} P(k ; t)[1-H(t)] \mathrm{d} t, \quad k \geqslant 0 .
$$

The following proposition provides a PH description for the two matrix sequences $\left\{A_{k}\right\}$ and $\left\{\tilde{A}_{k}\right\}$, respectively.

Proposition 1.5 Suppose $H(t)$ is a PH distribution with irreducible representation $(\beta, S)$.
(1) $\left\{\alpha A_{k} e, k \geqslant 0\right\}$ is a discrete-time PH distribution with irreducible representation $(\gamma, L)$ of order mn, where

$$
\begin{gathered}
\gamma=-(\alpha \otimes \beta)(T \oplus S)^{-1}\left(T^{0} \alpha \otimes I\right) \\
L=-(T \oplus S)^{-1}\left(T^{0} \alpha \otimes I\right) \\
\gamma_{m n+1}=-(\alpha \otimes \beta)(T \oplus S)^{-1}\left(e \otimes S^{0}\right) \\
L^{0}=-(T \oplus S)^{-1}\left(e \otimes S^{0}\right)
\end{gathered}
$$

(2) $\left\{\alpha \tilde{A}_{k} e, k \geqslant 0\right\}$ is a discrete-time PH distribution with irreducible representation $(\gamma, L)$ of order $m n$,

$$
\begin{gathered}
\gamma=-(\alpha \otimes \theta)(T \oplus S)^{-1}\left(T^{0} \alpha \otimes I\right), \\
L=-(T \oplus S)^{-1}\left(T^{0} \alpha \otimes I\right), \\
\gamma_{m n+1}=-(\alpha \otimes \theta)(T \oplus S)^{-1}\left(e \otimes S^{0}\right), \\
L^{0}=-(T \oplus S)^{-1}\left(e \otimes S^{0}\right),
\end{gathered}
$$

where $\theta$ is the stationary probability vector of the Markov chain $T+T^{0} \alpha$.

### 1.5.3 The Markovian Modulated Poisson Process

We consider an arrival process $\{(N(t), J(t)): t \geqslant 0\}$ which extends the Poisson process to a multiple Poisson process depending on $m$ environment states. This arrival process is written as MMPP and is depicted in Fig. 1.8, which gives an obviously physical interpretation.


Figure 1.8 The state transitions in an MMPP

From Fig. 1.8, it is seen that the random environment $\{J(t): t \geqslant 0\}$ is a Markov chain with $m$ environment states whose infinitesimal generator is given by $\mathcal{C}=\left(c_{i, j}\right)_{1 \leqslant i, j \leqslant m}$. When $J(t)=i$, the counting process $\{N(t): t \geqslant 0\}$ is a Poisson process with rate $\lambda_{i}$ for $1 \leqslant i \leqslant m$. To express such an arrival process in terms of a Markov chain, we write

$$
C=\mathcal{C}-\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right)
$$

and

$$
D=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right) .
$$

Using the matrix pair $(C, D)$, the MMPP can be described as a block-structured pure birth process with environment block $C$ and a birth rate block $D$. This corresponding infinitesimal generator is similar to that of the PH renewal process with environment block $C=T$ and birth rate block $D=T^{0} \alpha$, see Eq. (1.50).

### 1.5.4 The Markovian Modulated PH Process

We extend the MMPP to a more general arrival process: Markovian modulated PH process (MMPHP). An only difference from the MMPP is that when $J(t)=i$, the counting process $\{N(t): t \geqslant 0\}$ is a discrete-time PH renewal process with PH irreducible representation $\left(\alpha_{i}, T_{i}\right)$ of order $n_{i}$ for $1 \leqslant i \leqslant m$. In this case, the matrix pair $(C, D)$ is respectively given by

$$
C=\left(\begin{array}{ccccc}
c_{1,1} I+T_{1} & c_{1,2} e \alpha_{2} & c_{1,3} e \alpha_{3} & \ldots & c_{1, m} e \alpha_{m} \\
c_{2,1} e \alpha_{1} & c_{2,2} I+T_{2} & c_{2,3} e \alpha_{3} & \ldots & c_{2, m} e \alpha_{m} \\
c_{3,1} e \alpha_{1} & c_{3,2} e \alpha_{2} & c_{3,3} I+T_{3} & \ldots & c_{3, m} e \alpha_{m} \\
\vdots & \vdots & \vdots & & \vdots \\
c_{m, 1} e \alpha_{1} & c_{m, 2} e \alpha_{2} & c_{m, 3} e \alpha_{3} & \ldots & c_{m, m} I+T_{m}
\end{array}\right)
$$

and

$$
D=\operatorname{diag}\left(T_{1}^{0} \alpha_{1}, T_{2}^{0} \alpha_{2}, T_{3}^{0} \alpha_{3}, \ldots, T_{m}^{0} \alpha_{m}\right)
$$

### 1.5.5 The Markovian Arrival Processes

Observing the PH renewal process, the MMPP and the MMPHP, it is easy to see that each of them corresponds to a matrix pair $(C, D)$, which then is used to express a block-structured pure birth process whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{lllll}
C & D & & &  \tag{1.51}\\
& C & D & & \\
& & C & D & \\
& & & \ddots & \ddots
\end{array}\right) .
$$

We now consider the MAP, which may have an intuitive interpretation such that the elements of the matrices $C$ and $D$ are more general. The matrix $C$ has negative diagonal elements and nonnegative off-diagonal elements; the matrix $D$ is non-zero and nonnegative; and the matrix $C+D$ is the infinitesimal generator of an irreducible Markov chain with $m$ states.

We provide a physical interpretation that the MAP can be obtained from a generalization of the MMPP. When the Markov environment process $J(t)=i$, not only does the corresponding Poisson process depend on the present state $i$, but it is also related to jumping to the next state $j$. Thus, the arrival rate of the MAP should be given by $\lambda_{i, j}$ for $1 \leqslant i, j \leqslant m$, e.g.. See Fig. 1.9 for a clear illustration.


Figure 1.9 The state transitions in a MAP
Under the situation, we obviously have

$$
C=\mathcal{C}-\operatorname{diag}\left(\sum_{j=1}^{m} \lambda_{1, j}, \sum_{j=1}^{m} \lambda_{2, j}, \ldots, \sum_{j=1}^{m} \lambda_{m, j}\right)
$$

and

$$
D=\left(\begin{array}{cccc}
\lambda_{1,1} & \lambda_{1,2} & \ldots & \lambda_{1, m} \\
\lambda_{2,1} & \lambda_{2,2} & \ldots & \lambda_{2, m} \\
\vdots & \vdots & & \vdots \\
\lambda_{m, 1} & \lambda_{m, 2} & \ldots & \lambda_{m, m}
\end{array}\right) .
$$

Let $\theta$ be the stationary probability vector of the Markov chain $C+D$. The stationary arrival rate of the MAP is given by $\lambda=\theta D e$. We write $P(k ; t)=$ $\left(P_{j, j^{\prime}}(k ; t)\right)_{1 \leqslant j, j^{\prime} \leqslant m}$, where $P_{j, j^{\prime}}(k ; t)$ is a conditional probability that the Markov chain $C+D$ is in the phase $j^{\prime}$ at time $t$ and that $k$ renewals occur in [0, $t$ ), given that the Markov chain starts in the phase $j$ at time 0 . The matrix sequence $\{P(k ; t)\}$ satisfies the forward Chapman-Kolmogorov differential equations

$$
\begin{gathered}
P^{\prime}(0 ; t)=P(0 ; t) C, \\
P^{\prime}(k ; t)=P(k ; t) C+P(k-1 ; t) D, \quad k \geqslant 1,
\end{gathered}
$$

with the initial condition $P(k ; 0)=\delta_{0, k} I$ for $k \geqslant 0$; or the backward ChapmanKolmogorov differential equations

$$
\begin{gathered}
P^{\prime}(0 ; t)=C P(0 ; t), \\
P^{\prime}(k ; t)=C P(k ; t)+D P(k-1 ; t), \quad k \geqslant 1 .
\end{gathered}
$$

Let $P^{*}(z ; t)=\sum_{k=0}^{\infty} z^{k} P(k ; t)$. Then it is easy to see that

$$
P^{*}(z ; t)=\exp \{(C+z D) t\} .
$$

Note that the MAP is not a renewal process, it is necessary to discuss for the inter-dependent structure of the MAP. To do end, we assume that an arrival occurs at time 0 . Let $\tau_{k}$ be the $k$ th arrival epoch of the MAP for $k \geqslant 0$, where $\tau_{0}=0$. Let $X_{n}=\tau_{n}-\tau_{n-1}$. Then $X_{n}$ is the $n$th interarrival time of the MAP for $n \geqslant 1$. In general, these random variables $X_{n}$ for $n \geqslant 1$ are not independent but they are identically distributed with marginal densities given by

$$
f(t)=\theta \exp \{C t\} D e
$$

Define the matrix $W(t)$ with the $(i, j)$ th element $W_{i, j}(t)$ which is a conditional probability density for an interarrival time $[0, t)$, terminating at phase $j$ and beginning from phase $i$. It is easy to check that $W(t)=\exp \{C t\} D$. The transition probability matrix of the MAP evolves the phase of the environment stochastic process $\{J(t)$; $t \geqslant 0\}$ from one arrival epoch to the next one is given by

$$
W=\int_{0}^{+\infty} W(t) \mathrm{d} t=\int_{0}^{+\infty} \exp \{C t\} D \mathrm{~d} t=-C^{-1} D
$$

It is clear that $\theta W=\theta$. The joint probability density function of the two random variables $X_{l}$ and $X_{l+k}$ is given by

$$
f_{k, l}(x, y)=\theta \exp \{C t\} D W^{k-1} \exp \{C t\} D e .
$$

Therefore, we obtain

$$
E\left[X_{l} X_{l+k}\right]=\int_{0}^{+\infty} \int_{0}^{+\infty} x y f_{k, l}(x, y) \mathrm{d} x \mathrm{~d} y=\theta C^{-1} W^{k} C^{-1} e
$$

Note that

$$
E\left[X_{l}\right] E\left[X_{l+k}\right]=\left(\theta C^{-1} e\right)^{2}=\theta C^{-1} e \theta W^{k} C^{-1} e
$$

the correlation between the two random variables $X_{l}$ and $X_{l+k}$ is given by

$$
\rho_{k}=\frac{\theta C^{-1}(I-e \theta) W^{k} C^{-1} e}{\theta C^{-1}(2 I-e \theta) C^{-1} e} .
$$

The joint probability density of the $k$ random variables $X_{1}, X_{2}, \ldots, X_{k}$ is given by

$$
f\left(x_{1}, x_{2}, \ldots, x_{k}\right)=\alpha \exp \left\{C x_{1}\right\} D \exp \left\{C x_{2}\right\} D \ldots \exp \left\{C x_{k}\right\} D e
$$

The MAPs have an important closure property of superposition, which is similar to that of the Poisson processes. We describe this closure property of the MAPs in the following proposition, while the proof is omitted here.

Proposition 1.6 If $\left\{\left(N_{i}(t), J_{i}(t)\right), t \geqslant 0\right\}$ is a MAP with matrix descriptor $\left(C_{i}\right.$, $D_{i}$ ) of size $m_{i}$ for $1 \leqslant i \leqslant K$, then $\left\{\left(\sum_{i=1}^{K} N_{i}(t), \sum_{i=1}^{K} J_{i}(t)\right)\right.$, $\left.t \geqslant 0\right\}$ is also a MAP with matrix descriptor $\left(C_{1} \oplus C_{2} \oplus \ldots \oplus C_{K}, D_{1} \oplus D_{2} \oplus \ldots \oplus D_{K}\right)$ of size $\sum_{i=1}^{K} m_{i}$.

### 1.5.6 The Batch Markovian Arrival Process

We extend the MAP to a batch Markovian arrival process (BMAP) with matrix descriptor ( $C, D_{1}, D_{2}, D_{3}, \ldots$ ), where each element of the matrix $D_{k}$ denotes the arrival rate of batch size $k$. Thus, the corresponding block-structured batch pure birth process has the following infinitesimal generator:

$$
Q=\left(\begin{array}{ccccc}
C & D_{1} & D_{2} & D_{3} & \ldots \\
& C & D_{1} & D_{2} & \ldots \\
& & C & D_{1} & \ldots \\
& & & \ddots & \ddots
\end{array}\right) .
$$

For the BMAP, let $P(k ; \mathfrak{t})=\left(P_{j, j^{\prime}}(k ; t)\right)_{1 \leqslant j, j^{\prime} \leqslant m}$, where $P_{j, j^{\prime}}(k ; t)$ is a conditional probability that the Markov chain $C+\sum_{k=1}^{\infty} D_{k}$ is in the phase $j^{\prime}$ at time $t$ and that $k$ renewals occur in $[0, t)$, given that the Markov chain started in the phase $j$ at time 0 .

The matrix sequence $\{P(k ; t)\}$ satisfies the forward Chapman-Kolmogorov differential equations

$$
\begin{gathered}
P^{\prime}(0 ; t)=P(0 ; t) C, \\
P^{\prime}(k ; t)=P(k ; t) C+\sum_{i=1}^{k-1} P(k-i ; t) D_{i}, \quad k \geqslant 1,
\end{gathered}
$$

with the initial condition $P(k ; 0)=\delta_{0, k} I$ for $k \geqslant 0$; or the backward ChapmanKolmogorov differential equations

$$
\begin{gathered}
P^{\prime}(0 ; t)=C P(0 ; t), \\
P^{\prime}(k ; t)=C P(k ; t)+\sum_{i=1}^{k-1} D_{i} P(k-i ; t), \quad k \geqslant 1 .
\end{gathered}
$$

Let $P^{*}(z ; t)=\sum_{k=0}^{\infty} z^{k} P(k ; t)$. Then it is easy to see that

$$
P^{*}(z ; t)=\exp \left\{\left(C+\sum_{k=1}^{\infty} z^{k} D_{k}\right) t\right\} .
$$

The BMAPs also have the closure property for superposition, which is described in the following proposition, while the proof is omitted here.

Proposition 1.7 If $\left\{\left(N_{i}(t), J_{i}(t)\right), t \geqslant 0\right\}$ is a BMAP with matrix descriptor $\left(C^{(i)}, D_{1}^{(i)}, D_{2}^{(i)}, \ldots\right)$ of size $m_{i}$ for $i=1,2$, then $\left\{\left(N_{1}(t)+N_{2}(t), J_{1}(t)+J_{2}(t)\right), t \geqslant 0\right\}$ is also a BMAP with matrix descriptor $\left(C^{(1)} \oplus C^{(2)}, D_{1}^{(1)} \oplus D_{1}^{(2)}, D_{2}^{(1)} \oplus D_{2}^{(2)}, \ldots\right)$ of size $m_{1}+m_{2}$.

### 1.5.7 The Multivariate Markovian Arrival Process

Now, we consider a $K$-dimensional Markovian arrival processes (MMAP[K]) and a $K$-dimensional batch Markovian arrival process (MBMAP[K]). An MMAP[K] $\{\mathcal{N}(t), J(t): t \geqslant 0\}$ is constructed by $K$ different classes of arrivals (for example, customers, products and orders), where

$$
\mathcal{N}(t)=\left(N_{1}(t), N_{2}(t), \ldots, N_{K}(t)\right),
$$

$N_{i}(t)$ and $J(t)$ denote the number of the $i$ th class of arrivals in the time interval [ $0, t)$ for $1 \leqslant i \leqslant K$, and the phase of the Markov environment at time $t$, respectively. In general, an MMAP[K] can be described as an irreducible matrix descriptor $\left(C, D^{(1)}, D^{(2)}, \ldots, D^{(K)}\right.$ ) of size $m$, where $C$ has negative diagonal elements and nonnegative off-diagonal elements; the matrix $D^{(i)} \geqslant 0$ is the rate matrix of the $i$ th class of arrivals for $1 \leqslant i \leqslant K$; and the matrix $C+\sum_{i=1}^{K} D^{(i)}$ is the infinitesimal

## Constructive Computation in Stochastic Models with Applications

generator of an irreducible Markov chain with $m$ states.
Let $\theta$ be the stationary probability vector of the Markov chain $C+\sum_{i=1}^{K} D^{(i)}$. The stationary arrival rate of the $i$ th class of arrivals is given by $\lambda_{i}=\theta D^{(i)} e$ and the total stationary arrival rate of the MMAP $[\mathrm{K}]$ is given by $\lambda=\sum_{i=1}^{K} \lambda_{i}$. Under the stable conditions, the probability that an arbitrary arrival is of the $i$ th class is given by $\lambda_{i} / \lambda$ for $1 \leqslant i \leqslant K$.

We write

$$
\begin{aligned}
P_{j, j^{\prime}}\left(n_{1}, n_{2}, \ldots, n_{K} ; t\right) & =P\left\{N_{1}(t)=n_{1}, N_{2}(t)=n_{2}, \ldots, N_{K}(t)=n_{K}\right. \\
J(t) & \left.=j^{\prime} \mid N_{1}(0)=0, N_{2}(0)=0, \ldots, N_{K}(0)=0, J(0)=j\right\}
\end{aligned}
$$

and

$$
P\left(n_{1}, n_{2}, \ldots, n_{K} ; t\right)=\left(P_{j, j^{\prime}}\left(n_{1}, n_{2}, \ldots, n_{K} ; t\right)\right)_{1 \leqslant j, j^{\prime} \leqslant m}
$$

The matrix sequence $\left\{P\left(n_{1}, n_{2}, \ldots, n_{K} ; t\right)\right\}$ satisfies the forward ChapmanKolmogorov differential equations

$$
P^{\prime}(0,0, \ldots, 0 ; t)=P(0,0, \ldots, 0 ; t) C
$$

and for $n_{i} \geqslant 1$ and $1 \leqslant i \leqslant K$,

$$
\begin{aligned}
P^{\prime}\left(n_{1}, n_{2}, \ldots, n_{K} ; t\right)= & P\left(n_{1}, n_{2}, \ldots, n_{K} ; t\right) C \\
& +\sum_{i=1}^{K} P\left(n_{1}, \ldots, n_{i-1}, n_{i}-1, n_{i+1}, \ldots, n_{K} ; t\right) D^{(i)},
\end{aligned}
$$

with the initial condition

$$
P\left(n_{1}, n_{2}, \ldots, n_{K} ; 0\right)= \begin{cases}I, & n_{1}=n_{2}=\ldots=n_{K}=0 \\ 0, & \text { otherwise }\end{cases}
$$

or the backward Chapman-Kolmogorov differential equations

$$
P^{\prime}(0,0, \ldots, 0 ; t)=C P(0,0, \ldots, 0 ; t)
$$

and for $n_{i} \geqslant 1$ and $1 \leqslant i \leqslant K$,

$$
\begin{aligned}
P^{\prime}\left(n_{1}, n_{2}, \ldots, n_{K} ; t\right)= & C P\left(n_{1}, n_{2}, \ldots, n_{K} ; t\right) \\
& +\sum_{i=1}^{K} D^{(i)} P\left(n_{1}, \ldots, n_{i-1}, n_{i}-1, n_{i+1}, \ldots, n_{K} ; t\right) .
\end{aligned}
$$

Let

$$
P^{*}\left(z_{1}, z_{2}, \ldots, z_{K} ; t\right)=\sum_{n_{1}=0}^{\infty} \sum_{n_{2}=0}^{\infty} \ldots \sum_{n_{K}=0}^{\infty} z_{1}^{n_{1}} z_{2}^{n_{2}} \ldots z_{K}^{n_{K}} P\left(n_{1}, n_{2}, \ldots, n_{K} ; t\right) .
$$

Then

$$
P^{*}\left(z_{1}, z_{2}, \ldots, z_{K} ; t\right)=\exp \left\{\left(C+\sum_{i=1}^{K} z_{i} D^{(i)}\right) t\right\} .
$$

In what follows we provide some useful properties for the MMAP[K]:
(1) The arrival process of the $i$ th class is an ordinary MAP with irreducible matrix descriptor $\left(C+\sum_{j \neq i} D^{(j)}, D^{(i)}\right)$.
(2) The arrivals process of classes $i_{1}$ to $i_{L}$ is an MMAP[L] with irreducible matrix descriptor $\left(C+\sum_{j \neq i_{1} \text { to } i_{L}} D^{(j)}, D^{\left(i_{1}\right)}, D^{\left(i_{2}\right)}, \ldots, D^{\left(i_{L}\right)}\right)$.
(3) The superposition of the two MMAP[K] and MMAP[L] is still an MMAP[M], where the number $M$ depends on the practical system.

### 1.5.8 The Multivariate Batch Markovian Arrival Process

An MBMAP[K] $\{(N(t), J(t)): t \geqslant 0\}$ is constructed by $K$ different classes of arrivals with stochastic batch size, where $N(t)=\left(N_{1}(t), N_{2}(t), \ldots, N_{K}(t)\right), N_{i}(t)$ and $J(t)$ denote the number of the $i$ th class of arrivals in the time interval $[0, t)$ for $1 \leqslant i \leqslant K$, and the phase of the Markovian enviornment at time $t$, respectively.

Let $\mathcal{N}_{+}^{K}$ be a set of non-zero $K$-tuples of nonnegative integers. A generic element of $\mathcal{N}_{+}^{K}$ is denoted as $n=\left(n_{1}, n_{2}, \ldots, n_{K}\right)$. An MBMAP[K] can be described as an irreducible matrix descriptor $\left(C, D_{n}, n \in \mathcal{N}_{+}^{K}\right)$ of size $m$, where $C$ has negative diagonal elements and nonnegative off-diagonal elements; the matrix $D_{n} \ngtr 0$ is the rate matrix of arrivals of batch size $n$ for $n \in \mathcal{N}_{+}^{K}$; and the matrix $C+\sum_{n \in \mathcal{N}_{+}^{K}} D_{n}$ is the infinitesimal generator of an irreducible Markov chain with $m$ states.

We write

$$
C^{(k)}=C+\sum_{n_{k}=0, n \in \mathcal{N}_{+}^{K}} D_{n}
$$

and

$$
D_{r}^{(k)}=\sum_{n_{k}=r, n \in \mathcal{N}_{+}^{K}} D_{n} .
$$

Then the arrival process of the $k$ th class is a BMAP with irreducible matrix descriptor ( $C^{(k)}, D_{1}^{(k)}, D_{2}^{(k)}, \ldots$ ). Let $\theta$ be the stationary probability vector of the Markov chain $C+\sum_{n \in \mathcal{N}_{+}^{K}} D_{n}$. The stationary arrival rate of the $k$ th class of arrivals is given by $\lambda_{k}=\theta \sum_{r=1}^{\infty} r D_{r}^{(k)} e$. Let

$$
D_{r}=\sum_{\substack{n_{1}+n_{2}+\ldots+n_{K}=r, n \in \mathcal{N}_{+}^{K}}} D_{n} .
$$

Then the counting process $\{(N(t) e, J(t))\}$ is a BMAP with irreducible matrix descriptor $\left(C, D_{1}, D_{2}, \ldots\right)$ and the stationary arrival rate of the BMAP is given by $\lambda=\sum_{i=1}^{K} \lambda_{i}$. Under the stable conditions, the probability that an arbitrary arrival is of the $k$ th class is given by $\lambda_{k} / \lambda$ for $1 \leqslant k \leqslant K$.

We write

$$
P_{j, j^{\prime}}(\boldsymbol{n} ; t)=P\left\{N(t)=\boldsymbol{n} ; J(t)=j^{\prime} \mid N(0)=\mathbf{0}, J(0)=j\right\}
$$

and

$$
P(\boldsymbol{n} ; t)=\left(P_{j, j^{\prime}}(\boldsymbol{n} ; t)\right)_{1 \leqslant j, j^{\prime} \leqslant m},
$$

where $\boldsymbol{n}=\left(n_{1}, n_{2}, \ldots, n_{K}\right)$
The matrix sequence $\{P(\boldsymbol{n} ; \boldsymbol{t})\}$ satisfies the forward Chapman-Kolmogorov differential equations

$$
P^{\prime}(\mathbf{0} ; t)=P(\mathbf{0} ; t) C
$$

and for $\boldsymbol{n} \in \mathcal{N}_{+}^{K}$,

$$
P^{\prime}(\boldsymbol{n} ; t)=P(\boldsymbol{n} ; t) C+\sum_{\boldsymbol{n} \leqslant n, \boldsymbol{k} \in \mathcal{N}_{+}^{K}} P(\boldsymbol{n}-\boldsymbol{h} ; t) D_{h} ;
$$

or the backward Chapman-Kolmogorov differential equations

$$
P^{\prime}(\mathbf{0} ; t)=C P(\mathbf{0} ; t)
$$

and for $\boldsymbol{n} \in \mathcal{N}_{+}^{K}$,

$$
P^{\prime}(\boldsymbol{n} ; t)=C P(\boldsymbol{n} ; t)+\sum_{\boldsymbol{n} \leq n, \boldsymbol{k} \in \mathcal{N}_{+}^{K}} D_{h} P(\boldsymbol{n}-\boldsymbol{h} ; t) .
$$

Let $z=\left(z_{1}, z_{2}, \ldots, z_{K}\right), z^{n}=z_{1}^{n_{1}} z_{2}^{n_{2}} \ldots z_{K}^{n_{K}}$ and $P^{*}(z ; t)=\sum_{\boldsymbol{n} \in \mathcal{N}_{+}^{K}} z^{n} p(\boldsymbol{n} ; t)$.
Then

$$
P^{*}(z ; t)=\exp \left\{\left(C+\sum_{n \in \mathcal{N}_{+}^{K}} z^{n} D_{n}\right) t\right\} .
$$

For the stationary version of the MBMAP[K], we list the useful results as follows:
(1) Backward looking: The probability that the last arrival before an arbitrary time $t$ has the batch size $\boldsymbol{n}$ is given by $\theta D_{n}(-C)^{-1} e$ for $\boldsymbol{n} \in \mathcal{N}_{+}^{K}$.
(2) Forward looking: The probability that the last arrival after an arbitrary time $t$ has the batch size $\boldsymbol{n}$ is given by $\theta(-C)^{-1} D_{n} e$ for $\boldsymbol{n} \in \mathcal{N}_{+}^{K}$.
(3) At the arrival: The probability that an arbitrary arrival has the batch size $n$ is given by $\theta D_{n} e / \lambda$ for $\boldsymbol{n} \in \mathcal{N}_{+}^{K}$.

We now extend the above probabilities to that of $r$ consecutive arrivals with batch sizes $\boldsymbol{n}_{1}, \boldsymbol{n}_{2}, \ldots, \boldsymbol{n}_{r}$, respectively. We list the useful results as follows:
(1) Backward looking: The probability that the last arrival before an arbitrary time $t$ has the batch sizes $\boldsymbol{n}_{1}, \boldsymbol{n}_{2}, \ldots, \boldsymbol{n}_{r}$ is given by

$$
\theta D_{n_{1}}(-C)^{-1} D_{n_{2}}(-C)^{-1} \ldots D_{n_{r}}(-C)^{-1} e .
$$

(2) Forward looking: The probability that the last arrival after an arbitrary time $t$ has the batch sizes $\boldsymbol{n}_{1}, \boldsymbol{n}_{2}, \ldots, \boldsymbol{n}_{r}$ is given by

$$
\theta(-C)^{-1} D_{n_{1}}(-C)^{-1} D_{n_{2}} \ldots(-C)^{-1} D_{n_{i}} e .
$$

(3) At the arrival: The probability that an arbitrary arrival has the batch sizes $\boldsymbol{n}_{1}, \boldsymbol{n}_{2}, \ldots, \boldsymbol{n}_{r}$ is given by $\theta D_{\boldsymbol{n}_{1}} D_{\boldsymbol{n}_{2}} \ldots D_{\boldsymbol{n}_{r}} e / \lambda$.

### 1.6 Matrix-Exponential Distribution

In this section, we discuss a useful distribution: Matrix-exponential distribution, which is a formal generalization of the PH distribution. We analyze some useful properties of this distribution and its renewal process.

Now, we extend the PH distribution with probability density function

$$
f(x)=\hat{\alpha} \exp \{\hat{T} x\} \hat{T}^{0}
$$

to a more general distribution: Matrix-exponential distribution with probability density function

$$
b(x)=\alpha \exp \{T x\} s
$$

Thus, a matrix-exponential distribution can be determined by a triple $(\alpha, T, s)$ of size $m$, denoted as MED $(\alpha, T, s)$. The matrix-exponential distribution satisfies two basic conditions: $\alpha s \geqslant 0$ and $\alpha T^{-1} s=1$. Specifically, if $\alpha$ is a probability vector, $T$ is an infinitesimal generator of the Markov chain with an absorbing
state and $s=-T e$, then the MED $(\alpha, T, s)$ is a PH distribution.
It is easy to check that the MED $(\alpha, T, s)$ has the probability distribution function

$$
B(x)=1+\alpha \exp \{T x\} T^{-1} s,
$$

the Laplace transform

$$
\tilde{b}(s)=\alpha(s I-T)^{-1} s,
$$

which is rational, and the $n$th moment

$$
\mu_{n}=(-1)^{n+1} n!\alpha T^{-(n+1)} s .
$$

Proposition 1.8 The following statements are equivalent:
(1) $b(x)=\alpha \exp \{T x\} s$,
(2) $\tilde{b}(s)$ is rational, and
(3) $b(x)=\sum_{j=0}^{n} c_{j} x^{j} \exp \left\{\eta_{j} x\right\}$.

The following theorem provides a useful relation between the matrix-exponential distribution and the probability distribution with rational Laplace transform.

Theorem 1.3 The Laplace transform of a matrix-exponential distribution can be written as

$$
\tilde{b}(s)=\frac{b_{1}+b_{2} s+\ldots+b_{n} s^{n-1}}{s^{n}+a_{1} s^{n-1}+\ldots+a_{n-1} s+a_{n}}
$$

for some $n \geqslant 1$ and some constants $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{n}$. At the same time, the matrix-exponential distribution has the matrix descriptor $(\alpha, T, s)$ of size $n$, where
and

$$
s=(0,0,0,0,0,1)^{\mathrm{T}} .
$$

Let the random variable $X$ be matrix-exponential with matrix descriptor ( $\alpha, T, s$ ), and

$$
F_{y}(x)=P\{X \leqslant x+y \mid X>y\} .
$$

Then $F_{y}(x)$ is also matrix-exponential with matrix descriptor $\left(\alpha_{y}, T, s\right)$, where

$$
\alpha_{y}=\frac{\alpha \exp \{T y\}}{\alpha \exp \{T y\} T^{-1} s}
$$

If $A$ is an invertible matrix of size $m$, then

$$
\begin{align*}
\operatorname{MED}(\alpha, T, s) & \sim \operatorname{MED}\left(\alpha A, A^{-1} T A, A^{-1} s\right) \\
& \sim \operatorname{MED}\left(\alpha A^{-1}, A T A^{-1}, A s\right) . \tag{1.52}
\end{align*}
$$

For an arbitrary MED $(\beta, R, r)$ of size $m$, it is necessary to give a closed PH representation $\left(\alpha, T, T^{0}\right)$. To do this, it follows from Eq. (1.52) that MED $(\beta, R, r) \sim\left(\beta A, A^{-1} R A, A^{-1} r\right)$. Let $\alpha=\beta A, T=A^{-1} R A \quad$ and $\quad T^{0}=-T e=A^{-1} r$. Therefore, $-A^{-1} R A e=A^{-1} r$, which leads to $A e=-R^{-1} r$. To determine the matrix $A=\left(a_{i, j}\right)$, we write $\left(r_{1}, r_{2}, \ldots, r_{m}\right)=-R^{-1} r$. Using $A e=-R^{-1} r$, we may take a special matrix $A$ as follows:
(1) If $r_{i} \neq 0$, then we take

$$
a_{i, j}= \begin{cases}r_{i}, & i=j, \\ 0, & i \neq j .\end{cases}
$$

(2) If $r_{i}=0$, then we take

$$
a_{i, j}= \begin{cases}1, & i=j, \\ -1, & i=j-1, \\ 0, & \text { otherwise } .\end{cases}
$$

It is easy to check that the matrix $A$ is invertible and $A e=-R^{-1} r$.
Now, we study the minimal representation of the matrix-exponential distribution. Let

$$
\begin{aligned}
& R_{p}=\operatorname{span}\left\{s, T s, T^{2} s, \ldots, T^{p} s\right\}, \\
& R_{\infty}=\operatorname{span}\left\{T^{n} s: n=0,1,2, \ldots\right\}, \\
& R_{e}=\operatorname{span}\{\exp \{T x\} s: x \geqslant 0\} ;
\end{aligned}
$$

and

$$
\begin{aligned}
& L_{p}=\operatorname{span}\left\{\alpha, \alpha T, \alpha T^{2}, \ldots, \alpha T^{p}\right\}, \\
& L_{\infty}=\operatorname{span}\left\{\alpha T^{n}: n=0,1,2, \ldots\right\}, \\
& L_{e}=\operatorname{span}\{\alpha \exp \{T x\}: x \geqslant 0\} .
\end{aligned}
$$

It is easy to check that $R_{p}=R_{\infty}=R_{e}$ and $L_{p}=L_{\infty}=L_{e}$.
Let $(\alpha, T, s)$ and $(\beta, T, s)$ be two representations of a matrix-exponential distribution. If $\operatorname{dim}\left(R_{p}\right)=p$, then $\alpha=\beta$. On the other hand, let $(\alpha, T, s)$ and $(\alpha, T, t)$ be two representations of a matrix-exponential distribution. If dim $\left(L_{p}\right)=p$, then $s=t$.

The following theorem provides a necessary and sufficient condition under which the representation $(\alpha, T, s)$ of a matrix-exponential distribution is minimal.

Theorem 1.4 A representation $(\alpha, T, s)$ of a matrix-exponential distribution of size $m$ is minimal if and only if $\operatorname{dim}\left(R_{m}\right)=\operatorname{dim}\left(L_{m}\right)=m$.

For a representation $(\alpha, T, s)$ of a matrix-exponential distribution, we can often construct its minimal representation. The steps for finding the minimal representation are given in the following theorem.

Theorem 1.5 Suppose $(\alpha, T, s)$ of size $m$ is a matrix representation of a matrix-exponential distribution.
(1) Let $p=\operatorname{dim}\left(R_{m}\right)<m$. We denote by $x_{1}, x_{2}, \ldots, x_{p}$ a basis for the linear space $R_{m}$, and define an $m \times p$ matrix $A=\left(x_{1}, x_{2}, \ldots, x_{p}\right)$ and the change of basis transformation $B$ of size $p \times m$ such that $B x_{i}=e_{i}$ for $1 \leqslant i \leqslant p$, where $e_{1}, e_{2}, \ldots, e_{p}$ denote the Euclidian basis vectors. Then ( $\alpha A, B T A, B s$ ) is a p-dimensional representation of the matrix-exponential distribution.
(2) Let $q=\operatorname{dim}\left(L_{m}\right)<m$. We denote by $y_{1}, y_{2}, \ldots, y_{p}$ a basis for the linear space $L_{m}$, and define a $p \times m$ matrix $C=\left(y_{1}^{\mathrm{T}}, y_{2}^{\mathrm{T}}, \ldots, y_{p}^{\mathrm{T}}\right)^{\mathrm{T}}$ and the change of basis transformation $D$ of size $p \times m$ such that $x_{i} D=e_{i}$ for $1 \leqslant i \leqslant p$, where $e_{1}, e_{2}, \ldots, e_{p}$ denote the Euclidian basis vectors. Then ( $\alpha D, C T D, C s$ ) is a p-dimensional representation of the matrix-exponential distribution.

Now, we consider a renewal process where the interarrival distribution $B(x)$ is matrix-exponential with matrix representation $(\alpha, T, s)$.

Let the renewal density function be $u(x)=\sum_{n=0}^{\infty} b^{*_{n}}(x)$. Then

$$
u(x)=\alpha \exp \{(T+s \alpha) x\} s
$$

Furthermore, we consider a delayed renewal process with $b_{0}(x)=\beta \exp \{T x\} s$ and $b(x)=\alpha \exp \{T x\} s$. Then the renewal density function is given by

$$
u_{0}(x)=\beta \exp \{(T+s \alpha) x\} s
$$

Let $\xi(t)$ be the excess life time at time $t$. Then $\xi(t)$ is matrix-exponential with matrix representation $\left(\beta_{t}, T, s\right)$, where $\beta_{t}=\alpha \exp \{(T+s \alpha) t\}$; or another matrix representation $\left(\alpha, T, r_{t}\right)$, where $r_{t}=\exp \{(T+s \alpha) t\} s$. Furthermore, for a delayed renewal process with $b_{0}(x)=\beta \exp \{T x\} s$ and $b(x)=\alpha \exp \{T x\} s, \xi(t)$ is also matrixexponential with matrix representation $\left(\gamma_{t}, T, s\right)$, where $\gamma_{t}=\beta \exp \{(T+s \alpha) t\}$.

### 1.7 Notes in the Literature

For Markov chains, we may refer to Kemeny and Snell [64], Kemeny, Snell and Knapp [65], Anderson [7], Meyn and Tweedie [84], Karlin and Taylor [61, 62], Kijima [66], Taylor and Karlin [121]. The QBD process is an important example
in Markov chains, and provides a useful mathematical tool for studying stochastic models such as queueing systems, manufacturing systems, communication networks and transportation systems. Readers may refer to Chapter 3 of Neuts [92], Hajek [40], Gaver, Jacobs and Latouche [39], Latouche and Ramaswami [69], Neuts [96], Naoumov [86, 87], Bright and Taylor [29, 30], Ramaswami [110], Ramaswami and Taylor [111, 112], Meini [83], Kijima and Makimoto [68], Latouche and Ramaswami [70], He, Meini and Rhee [43], Li and Cao [73] and references therein. Specifically, some stochastic models have motivated the need for studying a level-dependent QBD process. Important examples include the retrial queues, see, for example, Artalejo [9], Anisimov and Artalejo [8], Breuer, Dudin and Klimenok [28] and Artalejo and Gómez-Corral [10].

The PH distribution plays an important role in numerical computation of stochastic models. Since the introduction of the PH distribution by Neuts [89], research on the PH distribution has been greatly motivated by many practical applications. Chapter 2 in Neuts [92] provided a detailed analysis for the PH distribution with many useful properties. Subsequent papers have been published on this theme from some different points of view. The properties of the PH distribution are studied by, such as, Assafe and Levikson [17], Neuts [93], Assaf and Langberg [15], Aldous and Shepp [2], Sengupta [118, 119], Bean and Nielsen [18], Hipp [51]. For the structured representation, readers may refer to Commault and Chemla [33, 34], Mocana and Commault [85], Commault and Mocanu [35, 36], He and Zhang [45-47]. For the phase structure and the minimal irreducible representation of the PH distribution, readers may refer to O’Cinnerde [102 - 106], Maier [80, 81], Maier and O’Cinnerde [82]. Specifically, O'Cinnerde [107] provided an overview on this direction. For the PH approximation, readers may refer to Altiok [5, 4], Bobbio and Telek [24], Bobbio, Horváth and Telek [22, 23], Bobbio, Horváth, Scarpa and Telek [21], Horváth and Telek [52], $\mathrm{He}, \mathrm{Wu}$ and Li [50], Li , Lin and Li [78]. The statistical analysis of PH distributions has been given by some researchers, such as, Johnson [55-58], Bobbio and Cumani [20], Olsson [108], Rydén [117], Asmussen [12], Faddy [38]. The PH distribution has been extended to several useful classes as follows. Shanthikumar [120], Ahn and Ramaswami [1] analyzed a bilateral PH distribution, and Li, Wang and Zhou [73] studied a symmetric PH distributions. For the multivariate PH distribution, readers may refer to Assaf, Langberg, Savits and Shaked [16], Kulkarni [67], Li [72], Cai and Li [31], Asimit and Jones [11].

When the interarrival time is of phase type, Neuts [90] studied a PH-renewal process. Neuts and Latouche [98] discussed the superposition of two PH-renewal processes. Kao and Smith [59, 60] analyzed excess-, current-, and total-life distributions of phase-type renewal processes. Neuts [91] extended the PH renewal process to a versatile Markovian point process, which is called batch Markovian arrival process, e.g., see Neuts [94]. Lucantoni [79] provided a simple representation for the BMAP. Narayana and Neuts [88] considered the first two moment matrices of the counts for the MAP. Neuts [95] analyzed the burstiness of the MAP. For the

MAP and BMAP, readers may refer to some crucial works such as Liu and Neuts [77], Neuts, Liu and Narayana [99], Neuts [97], Johnson and Narayana [54], Nishimura and Sato [101], Johnson, Liu and Narayana [53], Breuer [27], Andersen, Neuts and Nielsen [6], Kawanishi [63], Nielsen, Nilsson, Thygesen and Beyer [100], Rydén [113-115]. The MAP describes bursty traffic in modern communication networks. Readers may refer to Chapter 5 in Neuts [94], Ramaswami [109], Lucantoni [79], Neuts [96], Alfa [3], Latouche and Ramaswami [70], Lee and Jeon [71], Chakravarthy [32], Li and Zhao [76, 75]. To describe multivariate and inter-dependent arrival processes, He and Neuts [44] provided a Markovian arrival process with marked transitions (MMAP[K]). Readers may refer to applications of the MMAP[K] such as He [42, 43].

Asmussen and Bladt [13] discussed matrix-exponential distributions. Asmussen and Perry [14] provided an operational calculus for matrix-exponential distributions. Readers may refer to Bladt [19], Fackrell [37], van de Liefvoort and Heindl [122], He and Zhang [47-49].

In this chapter, we refer to more references such as Kemeny and Snell [64], Kemeny, Snell and Knapp [65], Anderson [7], [92, 94], Li and Cao [73], Lucantoni [79], Assaf, Langberg, Savits and Shaked [16], He and Neuts [44] and Asmussen and Bladt [13].

## Problems

1.1 Consider an $M / M / c$ queue with server multiple vacations. In the following two different cases, please write the infinitesimal generators of the corresponding systems.
(1) The vacation process of the $c$ servers is Synchronous Start and Synchronous End.
(2) The vacation process of the $c$ servers is Independent Start and Independent End.
1.2 Consider a two-node closed queueing network depicted in Fig. 1.10 There are $N$ customers in the system, the service times of servers 1 and 2 are i.d.d. and


Figure 1.10 A closed queueing network with server vacations
are exponentially distributed with service rates $\mu_{1}$ and $\mu_{2}$, respectively. If there is no customer in server 1 or 2 , then the server enters a vacation state with multiple vacation discipline. The vacation times of servers 1 and 2 are exponentially distributed with vacation rates $\gamma_{1}$ and $\gamma_{2}$, respectively. Please write the infinitesimal generators of the queueing system.
1.3 Consider an $M / M / c$ queue with $c$ repairable servers and $N$ repairmen for $2 \leqslant N \leqslant c$. The parameters and relative assumptions are introduced in Section 1.2 for "A queue with repairable servers". Please write the infinitesimal generators of the queueing system.
1.4 In Problem 1.3, if the $c$ repairable servers may be different with parameters $\mu_{i}, \alpha_{i}$ and $\beta_{i}$ for $1 \leqslant i \leqslant c$, please write the infinitesimal generators of the corresponding systems.
1.5 Consider a bound call center with two classes A and B of customers and three different groups of agents, as depicted in Fig. 1.11. The A- and B-classes of customers arrive at the system according to Poisson processes with arrival rates $\lambda_{1}$ and $\lambda_{2}$, respectively. The sizes of the A - and B -queues are $M$ and $N$, respectively. If the A - or B -queue is fully loaded, the arriving customer has to be lost immediately. Once the waiting time of a customer exceeds the patient waiting time, then the arriving customer has to be lost immediately. The patient waiting times of the A - and B -customers are exponentially distributed with rates $\alpha_{1}$ and $\alpha_{2}$, respectively. The service times of A-specialist, B-specialist and Generalist are all i.i.d. and are exponentially distributed with service rates $\mu_{1}, \mu_{2}$ and $\mu_{0}$, respectively. Please write the infinitesimal generators of the queueing system.


Figure 1.11 A call center with two classes of customers
1.6 In Fig. 1.12, the arrival of repaired locomotives is a Poisson process with arrival rate $\lambda$. Once the locomotive enters the repair shop, it is immediately disconnected into $m$ different types of parts or it has to wait for a disconnected room on a queueing line. The sub-warehouse size of the $i$ th type of parts, including the failed or repaired ones, is allocated to be $N_{i}$, thus $N=\sum_{i=1}^{m} N_{i}$ is the size of the
repair shop. The repair time of each $i$ th type of part is exponentially distributed with repair rate $\beta_{i}$. We assume that the parts are as good as new after repair. When the disconnected process of the arriving locomotive is completed, each corresponding part is taken from its sub-warehouse, if it exists, and is installed in the suitable position of the locomotive. After being installed, the locomotive leaves the repair shop immediately. We assume that all the other time, except for the repair times, are so short that they can be ignored as zero. Please write the infinitesimal generators of the corresponding system.


Figure 1.12 A locomotive repair system
1.7 If a continuous-time QBD process $Q$ with either infinitelymany levels or finitely mang levels is transient, please use the UL-type $R G$-factorization to compute the inverse of the infinitesimal generator $Q$.
1.8 Prove that (1) $g_{1} g_{2}=g_{2} g_{1}$, and (2) $T^{-1}\left(g_{1}+g_{2}\right) T=g_{1}+g_{2}$.
1.9 Let $\Gamma_{1}$ and $\Gamma_{2}$ be two nonempty stochastically closed sets of the state space $\Omega$ such that $\Gamma_{1} \cap \Gamma_{2}=\{m+1\}$. We write $E_{0}=\Gamma_{1}^{c} \cap \Gamma_{2}^{c}, E_{1}=\Gamma_{1}^{c} \cap \Gamma_{2}$ and $E_{2}=\Gamma_{1} \cap \Gamma_{2}^{c}$.
(1) Prove that

$$
T=\begin{array}{r}
E_{0} \\
E_{1} \\
E_{2}
\end{array}\left(\begin{array}{ccc}
E_{0} & E_{1} & E_{2} \\
T_{0,0} & T_{0,1} & T_{0,2} \\
& T_{1,1} & \\
& & T_{2,2}
\end{array}\right) .
$$

(2) Using the above block structure, please compute $\tilde{F}\left(x_{1}, x_{2}\right), f\left(x_{1}, x_{2}\right)$, $\tilde{f}\left(s_{1}, s_{2}\right)$ and $E\left[\begin{array}{ll}Y_{1} & Y_{2}\end{array}\right]$.
1.10 For an $M / P H / 1 / c$ queue, prove that its departure point process is a MAP and write the associated matrix descriptor $(C, D)$. Provide some numerical examples to indicate effects of the service density, $\rho=\lambda / \mu$, on the behavior of the MAP.
1.11 For a $P H / P H / 1$ queue, use a finite-state MAP to provide an approximate algorithm for computing the mean and variance of its departure point process. Provide some numerical examples to indicate the effects of the service density, $\rho=\lambda / \mu$, on the behavior of the departure point process.
1.12 Provide concrete examples for applying the multivariate MAP to describe some multivariate dependent arrival processes in practical areas.
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#### Abstract

In this chapter, the censoring technique is applied to be able to deal with any irreducible block-structured Markov chain, which is either discrete-time or continuous-time. The $R$-, $U$ - and $G$-measures are iteratively defined from two different censored directions: UL-type and LU-type. An important censoring invariance for the $R$ - and $G$-measures is obtained. Using the censoring invariance, the Wiener-Hopf equations are derived, and then the UL- and UL-types of $R G$-factorizations are given. The stationary probability vector is given an $R$-measure expression; while the transient probability can be computed by means of the $R$-, $U$ - and $G$-measures. Finally, the $A$ - and $B$-measures are proposed in order to discuss the state classification of the block-structured Markov chain.
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In this chapter, the censoring technique is applied to be able to deal with any irreducible block-structured Markov chain with either finitely-many levels or infinitely-many levels, which is either discrete-time or continuous-time. Three probabilistic measures: $R-, U$-and $G$-measures, are defined from two different censored directions: UL-type and LU-type, and an important censoring invariance for the $R$-and $G$-measures is obtained. Based on the censoring invariance, the Wiener-Hopf equations are derived, and the UL-and UL-types of $R G$-factorizations for the transition matrix are given. Furthermore, the $A$ - and $B$-measures are proposed in order to discuss the state classification of the block-structured Markov chain. This chapter systemically develops the decomposition theory: the $R G$-factorizations, for any irreducible Markov chains. Based on the $R G$-factorizations, effective algorithms can be designed under a unified, constructive computational framework
in order to deal with performance computation and system decision for practical stochastic models in many applied areas.

This chapter is organized as follows. Section 2.1 applies the censoring technique to deal with any irreducible discrete-time block-structured Markov chain. Some important properties of the censored Markov chain are given. For the discrete-time block-structured Markov chain, Sections 2.2 and 2.3 derive the UL-and LU-types of $R G$-factorizations, respectively. Section 2.4 provides an $R$-measure expression for the stationary probability vector of any positive recurrent block-structured Markov chain. Note that the $R$-measure expression is more effective than that in the literature. Specifically, those crucial formulae given in Neuts [26, 27] are simply re-derived by means of the $R$-measure expression. Section 2.5 defines $A$ and $B$-measures for any irreducible block-structured Markov chain, and constructs expressions for the $A$ - and $B$-measures by means of the $R-, U$ - and $G$-measures, respectively. Based on the $A$ - and $B$-measures, necessary and sufficient conditions for the state classification of the block-structured Markov chain are obtained. Section 2.6 discusses the block-structured Markov chains with finitely-many levels. Section 2.7 gives the UL-and LU-types of $R G$-factorizations for any irreducible continuous-time block-structured Markov chain, and some useful results are summarized simply. Finally, Section 2.8 summarizes the references related to the results of this chapter.

### 2.1 The Censoring Chains

In this section, the censoring technique is applied to be able to deal with any irreducible discrete-time block-structured Markov chain. Also, some important properties for the censored Markov chains are given.

We consider an irreducible discrete-time block-structured Markov chain $\left\{X_{n}\right.$, $n \geqslant 0\}$ on the state space $\Omega=\left\{(k, j): k \geqslant 0,1 \leqslant j \leqslant m_{k}\right\}$ whose transition probability matrix is given by

$$
P=\left(\begin{array}{cccc}
P_{0,0} & P_{0,1} & P_{0,2} & \cdots  \tag{2.1}\\
P_{1,0} & P_{1,1} & P_{1,2} & \cdots \\
P_{2,0} & P_{2,1} & P_{2,2} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right) \text {, }
$$

where $P_{i, j}$ is a matrix of size $m_{i} \times m_{j}$ whose $\left(r, r^{\prime}\right)$ th entry is given by

$$
\left(P_{i, j}\right)_{r, r^{\prime}}=P\left\{X_{n+1}=\left(j, r^{\prime}\right) \mid X_{n}=(i, r)\right\} .
$$

In this chapter, we always assume that the Markov chain $P$ is irreducible and stochastic (or substochastic). Note that the stochastics and substochastics are denoted as $P e=e$ and $P e \leq e$, respectively, where $e$ is a column vector of ones with
suitable size. Under the block structure, the state space $\Omega$ is partitioned as $\Omega=$ $\bigcup_{i=0}^{\infty} L_{i}$ with $L_{i}=\left\{(i, 1),(i, 2), \ldots,\left(i, m_{i}\right)\right\}$. For state $(i, k), i$ is called the level variable and $k$ the phase variable. We also write $L_{\leqslant k}=\bigcup_{i=0}^{k} L_{i}$ for the set of all the states in the levels up to $k$, and $L_{\geqslant k}$ for the complement of $L_{\leqslant(k-1)}$.

Now, we define a censored chain for an irreducible Markov chain whose transition probability matrix consists of scalar entries. We then treat a blockstructured Markov chain as a special case.

Definition 2.1 Suppose that $\left\{X_{n}, n \geqslant 0\right\}$ is an irreducible Markov chain on the state space $\Omega=\{0,1,2, \ldots\}$. Let $E$ be a non-empty subset of $\Omega$. If the successive visits of $X_{n}$ to the subset E take place at the $n_{k}$ th step of state transition. We write $X_{k}^{E}=X_{n_{k}}$ for $k \geqslant 1$. Then the sequence $\left\{X_{k}^{E}, k \geqslant 1\right\}$ is called the censored chain with censoring set $E$.

For convenience of description, we write $P^{[\leq n]}$ for the censored transition probability matrix $P^{E}$ if the censored set $E=L_{\leq n}$, in particular, $P^{[<+\infty]}=P$ and $P^{[0]}=P^{[\leqslant 0]}$. Similarly, $P^{[\geq n]}$ is the censored transition probability matrix with the censored set $E=L_{\geqslant_{n}}$, specifically, $P^{[\geqslant 0]}=P$.

Let $E^{c}=\Omega-E$. According to the subsets $E$ and $E^{c}$, the transition probability matrix $P$ is partitioned as

$$
P=\begin{gather*}
E \\
E  \tag{2.2}\\
E^{c}
\end{gather*}\left(\begin{array}{cc}
E & E^{c} \\
T & U \\
V & W
\end{array}\right) .
$$

Lemma 2.1 If P is irreducible and $V \ngtr 0$, then each element of $\widehat{W}=\sum_{n=0}^{\infty} W^{n}$ is finite.

Proof If $P$ is irreducible, then $W$ is strictly substochastic due to $V \geqslant 0$. The Markov chain $W$ may be regarded as having absorbing state set $E$ so that the expected number of visits to each state in $E^{c}$ is finite. Hence

$$
\widehat{W}=\sum_{n=0}^{\infty} W^{n}<+\infty,
$$

where $\widehat{W}$ is the minimal nonnegative inverse of $I-W$, denoted as $(I-W)_{\min }^{-1}$. This completes the proof.

The matrix $\widehat{W}$ is referred to as the fundamental matrix of $W$. Similarly, if $U \neq 0$, then $\hat{T}=\sum_{n=0}^{\infty} T^{n}$, and specifically, $\hat{T}=(I-T)^{-1}$ when the order of the matrix $T$ is finite.

In the following, we show that the censored chain $\left\{X_{k}^{E}, k \geqslant 1\right\}$ is also a Markov chain, and derive its transition probability matrix.

Theorem 2.1 The censored chain $\left\{X_{k}^{E}, k \geqslant 1\right\}$ is a Markov chain whose transition probability matrix is given by

$$
\begin{equation*}
P^{E}=T+U \widehat{W} V . \tag{2.3}
\end{equation*}
$$

Proof It follows from the Markov property of $P$ that the $(i, j)$ th entry of the transition probability matrix of the censored chain $\left\{X_{k}^{E}, k \geqslant 1\right\}$ is given by

$$
P_{i, j}^{E}=P\left\{X_{n+1}^{E}=j \mid X_{n}^{E}=i\right\}=P\left\{X_{1}^{E}=j \mid X_{0}^{E}=i\right\} .
$$

Thus, the censored chain $\left\{X_{k}^{E}, k \geqslant 1\right\}$ is obviously a Markov chain.
In what follows we explicitly express $P^{E}$ in terms of the original transition probability matrix. To do this, we consider the following two possible cases:

Case I $\quad n_{1}=1$. In this case, $i, j \in E, X_{1}^{E}=X_{1}$ and

$$
\begin{equation*}
P\left\{X_{1}^{E}=j \mid X_{0}^{E}=i\right\}=T_{i, j} . \tag{2.4}
\end{equation*}
$$

Case II $n_{1}=k$ for $k \geqslant 2$. In this case, $i, j \in E, X_{1}^{E}=X_{k}$ and

$$
\begin{align*}
& P\left\{X_{1}^{E}=j \mid X_{0}^{E}=i\right\}=P\left\{X_{k}=j, X_{l} \notin E\right. \\
& \text { for } \left.l=1,2, \ldots, k-1 \mid X_{0}=i\right\}=\left(U W^{k-2} V\right)_{i, j} . \tag{2.5}
\end{align*}
$$

It follows from Eq. (2.4) and Eq. (2.5) that

$$
\begin{aligned}
P\left\{X_{1}^{E}=j \mid X_{0}^{E}=i\right\} & =T_{i, j}+\left(\sum_{k=2}^{\infty} U W^{k-2} V\right)_{i, j} \\
& =T_{i, j}+(U \widehat{W} V)_{i, j} .
\end{aligned}
$$

This completes the proof.
Remark 2.1 The censored chain $\left\{X_{k}^{E^{c}}, k \geqslant 1\right\}$ is a Markov chain whose transition probability matrix is given by

$$
P^{E^{c}}=W+V \widehat{T} U .
$$

Note that the two censored Markov chains $\left\{X_{k}^{E}, k \geqslant 1\right\}$ and $\left\{X_{k}^{E^{c}}, k \geqslant 1\right\}$ have different utilities, which can lead to two different types of $R G$-factorizations later.

Based on the above discussion on the censored chains, a probabilistic interpretation for each component of the matrix $P^{E}$ is listed as follows.
(1) $\widehat{W}_{i, j}$ is the expected number of visits to state $j \in E^{c}$ before entering $E$, given that the Markov chain starts in state $i \in E^{c}$.
(2) $(U \widehat{W})_{i, j}$ is the expected number of visits to state $j \in E^{c}$ before returning to $E$, given that the Markov chain starts in state $i \in E$.
(3) $(\widehat{W} V)_{i, j}$ is the probability that upon entering $E$ the first state visited is $j \in E$, given that the Markov chain starts in state $i \in E^{c}$.
(4) $(U \widehat{W} V)_{i, j}$ is the probability that upon returning to $E$ the first state visited is $j \in E$, given that the Markov chain starts in state $i \in E$.

Define the $z$-transformation for the censored Markov chain as

$$
\left(P^{E}\right)^{*}(z)=\left(\left(P_{i, j}^{E}\right)^{*}(z)\right), i, j \in E
$$

where

$$
\left(P_{i, j}^{E}\right)^{*}(z)=\sum_{k=0}^{\infty} z^{k} P\left\{X_{k}^{E}=j \mid X_{0}^{E}=i\right\} .
$$

The following corollary provides a useful result for studying the censored Markov chain, the proof of which is obvious from Eq. (2.4) and Eq. (2.5).

## Corollary 2.1

$$
\left(P^{E}\right)^{*}(z)=z T+z^{2} U \cdot \widehat{z W} \cdot V
$$

where

$$
\widehat{z W}=\sum_{n=0}^{\infty} z^{n} W^{n}
$$

Based on Definition 2.1, we can summarize the following five useful properties for the censored Markov chains. These properties can be easily proved by means of the sample path analysis for the censored Markov chains.

Property 2.1 For $E_{1} \subset E_{2}, P^{E_{1}}=\left(P^{E_{2}}\right)^{E_{1}}$.
Property 2.2 $P$ is irreducible if and only if $P^{E}$ is irreducible for every subset $E$ of $\Omega$.

Property 2.3 $P$ is recurrent if and only if $P^{E}$ is recurrent for every subset $E \subset \Omega$.

Property 2.4 $P$ is transient if and only if $P^{E}$ is transient for every subset $E \subset \Omega$.

Property 2.5 Suppose $P$ is irreducible.
(1) $P$ is recurrent if and only if $P^{E}$ is recurrent for some subsets $E \subset \Omega$. Specifically, if $P$ is recurrent, then $P^{[\leqslant n]}$ is positive recurrent for each $n \geqslant 0$.
(2) $P$ is transient if and only if $P^{E}$ is transient for some subsets $E \subset \Omega$. Specifically, if $P$ is transient, then $P^{[\leqslant n]}$ contains at least an absorbing state for each $n \geqslant 0$.

### 2.2 The UL-type $\boldsymbol{R} \boldsymbol{G}$-Factorization

In this section, three UL-type probabilistic measures: the $R-, U$ - and $G$-measures, are defined by means of the censored chain, an important censoring invariance for the $R$ - and $G$-measures is given, and a UL-type $R G$-factorization for the transition probability matrix is derived.

We first define the $R$ - and $G$-measures for the Markov chain $P$ given in Eq. (2.1). Note that the $R$ - and $G$-measures are crucial for studying block-structured Markov chains.

For $0 \leqslant i<j, R_{i, j}(k)$ is an $m_{i} \times m_{j}$ matrix whose $\left(r, r^{\prime}\right)$ th entry $\left(R_{i, j}(k)\right)_{r, r^{\prime}}$ is the probability that starting in state $(i, r)$, the Markov chain makes its $k$ th transition for a visit into state $\left(j, r^{\prime}\right)$ without visiting any states in $L_{\leqslant(j-1)}$ during intermediate steps; or

$$
\begin{aligned}
\left(R_{i, j}(k)\right)_{r, r^{\prime}}= & P\left\{X_{k}=\left(j, r^{\prime}\right), X_{l} \notin L_{\leqslant(j-1)}\right. \\
& \text { for } \left.l=1,2, \ldots, k-1 \mid X_{0}=(i, r)\right\} .
\end{aligned}
$$

Write $R_{i, j}=\sum_{k=1}^{\infty} R_{i, j}(k)$. Then the $\left(r, r^{\prime}\right)$ th entry of $R_{i, j}$ is the expected number of visits to state $\left(j, r^{\prime}\right)$ before hitting any states in $L_{\leqslant(j-1)}$, given that the Markov chain starts in state $(i, r)$.

For $0 \leqslant j<i, G_{i, j}(k)$ is an $m_{i} \times m_{j}$ matrix whose $\left(r, r^{\prime}\right)$ th entry $\left(G_{i, j}(k)\right)_{r, r^{\prime}}$ is the probability that starting in state $(i, r)$, the Markov chain makes its $k$ th transition for a visit into state $\left(j, r^{\prime}\right)$ without visiting any states in $L_{\leqslant(i-1)}$ during intermediate steps; or

$$
\begin{aligned}
\left(G_{i, j}(k)\right)_{r, r^{\prime}}= & P\left\{X_{k}=\left(j, r^{\prime}\right), X_{l} \notin L_{\leq(i-1)}\right. \\
& \text { for } \left.l=1,2, \ldots, k-1 \mid X_{0}=(i, r)\right\}
\end{aligned}
$$

let us consider $G_{i, j}=\sum_{k=1}^{\infty} G_{i, j}(k)$. Then the $\left(r, r^{\prime}\right)$ th entry of $G_{i, j}$ is the probability of hitting state $\left(j, r^{\prime}\right)$ when the Markov chain enters $L_{\leqslant(i-1)}$ for the first time, given that the Markov chain starts in state $(i, r)$.

The two matrix sequences $\left\{R_{i, j}\right\}$ and $\left\{G_{i, j}\right\}$ are called the $R$ - and $G$-measures of the Markov chain $P$, respectively. We show that the $R$ - and $G$-measures can be expressed in terms of the transition probability matrix. To see this, partition the transition probability matrix $P$ according to the three subsets $L_{\leqslant(n-1)}, L_{n}$ and $L_{\geqslant(n+1)}$ as

$$
P=\left(\begin{array}{ccc}
T & U_{0} & U_{1}  \tag{2.6}\\
V_{0} & T_{0} & U_{2} \\
V_{1} & V_{2} & T_{1}
\end{array}\right)
$$

Let

$$
W=\left(\begin{array}{cc}
T_{0} & U_{2}  \tag{2.7}\\
V_{2} & T_{1}
\end{array}\right)
$$

and

$$
W^{n}=\left(\begin{array}{ll}
D_{11}(n) & D_{12}(n) \\
D_{21}(n) & D_{22}(n)
\end{array}\right), \quad n \geqslant 0
$$

Partition $\widehat{W}=\sum_{n=0}^{\infty} W^{n}$ accordingly as

$$
\widehat{W}=\left(\begin{array}{ll}
H_{11} & H_{12}  \tag{2.8}\\
H_{21} & H_{22}
\end{array}\right)
$$

We write

$$
\begin{equation*}
R_{<n}=\left(R_{0, n}^{T}, R_{1, n}^{T}, R_{2, n}^{T}, \ldots, R_{n-1, n}^{T}\right)^{T}, \tag{2.9}
\end{equation*}
$$

where the superscript $T$ stands for the transpose of a matrix, and

$$
\begin{equation*}
G_{<n}=\left(G_{n, 0}, G_{n, 1}, G_{n, 2}, \ldots, G_{n, n-1}\right) . \tag{2.10}
\end{equation*}
$$

For convenience, for a matrix $B=\left(B_{0}, B_{1}, B_{2}, \ldots\right)$ or $B=\left(B_{0}^{T}, B_{1}^{T}, B_{2}^{T}, \ldots\right)^{T}$, let $(B)^{\langle i\rangle}$ denote the $i$ th block-entry $B_{i}$ of the matrix $B$ and $(B)_{r, r^{\prime}}^{\langle i\rangle}$ the $\left(r, r^{\prime}\right)$ th entry in the $i$ th block-entry of $B$.

Lemma 2.2 For $n \geqslant 1$,

$$
\begin{equation*}
R_{<n}=U_{0} H_{11}+U_{1} H_{21} \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{<n}=H_{11} V_{0}+H_{12} V_{1} . \tag{2.12}
\end{equation*}
$$

Proof We only prove Eq. (2.11), while Eq. (2.12) can be proved similarly. For $0 \leqslant i \leqslant n-1$, we consider two possible cases for $\left(R_{i, n}(k)\right)_{r, r^{\prime}}$ as follows:
Case I $k=1$. In this case,

$$
\begin{equation*}
\left(R_{i, n}(k)\right)_{r, r^{\prime}}=P\left\{X_{1}=\left(n, r^{\prime}\right) \mid X_{0}=(i, r)\right\}=\left(U_{0}\right)_{r, r^{\prime}}^{\langle i\rangle} \tag{2.13}
\end{equation*}
$$

Case II $k \geqslant 2$. In this case,

$$
\begin{align*}
\left(R_{i, n}(k)\right)_{r, r^{\prime}}= & P\left\{X_{k}=\left(n, r^{\prime}\right), X_{l} \notin L_{\leqslant(j-1)}\right. \\
& \text { for } \left.l=1,2, \ldots, k-1 \mid X_{0}=(i, r)\right\} \\
= & \left(U_{0} D_{11}(k-1)+U_{1} D_{21}(k-1)\right)_{r, r}^{\langle i\rangle} . \tag{2.14}
\end{align*}
$$

Noting that $D_{11}(0)=I$ and $D_{21}(0)=0$, it follows from Eq. (2.13) and Eq. (2.14) that

$$
\begin{aligned}
\left(R_{i, n}\right)_{r, r^{\prime}} & =\sum_{k=1}^{\infty}\left(R_{i, n}(k)\right)_{r, r^{\prime}} \\
& =\left(U_{0}\right)_{r, r^{\prime}}^{\langle i\rangle}+\sum_{k=2}^{\infty}\left(U_{0} D_{11}(k-1)+U_{1} D_{21}(k-1)\right)_{r, r^{\prime}}^{\langle i\rangle} \\
& =\left(\sum_{k=0}^{\infty}\left(U_{0} D_{11}(k)+U_{1} D_{21}(k)\right)\right)_{r, r^{\prime}}^{\langle i\rangle} \\
& =\left(U_{0} H_{11}+U_{1} H_{21}\right)_{r, r^{\prime}}^{\langle i\rangle}
\end{aligned}
$$

This completes the proof.
For the Markov chain $P$, let $W_{n}$ be the southeast corner of $P$ from level $n$, i.e., $W_{n}=\left(P_{i, j}\right)_{i, j \geqslant n}$. Let $\widehat{W}_{n}=\sum_{k=0}^{\infty} W_{n}^{k}$, and $\widehat{W}_{n}^{(k,)}$ and $\widehat{W}_{n}^{(\cdot, l)}$ be the $k$ th block-row and the lth block-column of $\widehat{W}_{n}$, respectively.

The following corollary easily follows from Lemma 2.2. Such expressions are crucial in our study later.

Corollary 2.2 For $0 \leqslant i<j$,

$$
\begin{equation*}
R_{i, j}=\left(P_{i, j}, P_{i, j+1}, P_{i, j+2}, \ldots\right) \widehat{W}_{j}^{(,, 1)}, \tag{2.15}
\end{equation*}
$$

and for $0 \leqslant j<i$,

$$
\begin{equation*}
G_{i, j}=\widehat{W}_{i}^{(1,)}\left(P_{i, j}^{\mathrm{T}}, P_{i+1, j}^{\mathrm{T}}, P_{i+2, j}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} . \tag{2.16}
\end{equation*}
$$

From either Lemma 2.2 or Corollary 2.2, it is clear that the $R$ - and $G$-measures depend on the entries of the fundamental matrix $\widehat{W}$ given in Eq. (2.8). In this case, it is necessary to provide expression for the fundamental matrix $\widehat{W}$. The result in this lemma can be viewed as a generalized version of the expression for the minimal nonnegative inverse of a block-structured matrix of infinite size, while the proof is easy and is omitted here. For the matrix $W$ given in Eq. (2.7), the following lemma expresses the four block-entries of the fundamental matrix $\widehat{W}$.

Lemma 2.3 For the block structure given in Eq. (2.8), we have

$$
\begin{aligned}
& H_{1,1}=\left(I-T_{0}-U_{2} \widehat{T}_{1} V_{2}\right)^{-1}, \\
& H_{1,2}=\left(I-T_{0}-U_{2} \widehat{T}_{1} V_{2}\right)^{-1} U_{2} \widehat{T}_{1}, \\
& H_{2,1}=\widehat{T}_{1} V_{2}\left(I-T_{0}-U_{2} \widehat{T_{1}} V_{2}\right)^{-1}, \\
& H_{2,2}=\widehat{T_{1}}+\widehat{T_{1}} V_{2}\left(I-T_{0}-U_{2} \widehat{T_{1}} V_{2}\right)^{-1} U_{2} \widehat{T_{1}} .
\end{aligned}
$$

Symmetrically,

$$
\begin{aligned}
& H_{1,1}=\widehat{T}_{0}+\widehat{T}_{0} U_{2}\left(I-T_{1}-V_{2} \widehat{T}_{0} U_{2}\right)^{-1} V_{2} \widehat{T}_{0} \\
& H_{1,2}=\widehat{T}_{0} U_{2}\left(I-T_{1}-V_{2} \widehat{T}_{0} U_{2}\right)^{-1} \\
& H_{2,1}=\left(I-T_{1}-V_{2} \widehat{T}_{0} U_{2}\right)^{-1} V_{2} \widehat{T}_{0} \\
& H_{2,2}=\left(I-T_{1}-V_{2} \widehat{T}_{0} U_{2}\right)^{-1}
\end{aligned}
$$

The following theorem provides expressions for $R_{<n}$ and $G_{<n}$.
Theorem 2.2 For $n \geqslant 1$,

$$
R_{<n}=\left(U_{0}+U_{1} \widehat{T}_{1} V_{2}\right) \sum_{l=0}^{\infty} \sum_{k=0}^{l}\binom{l}{k} T_{0}^{k}\left(U_{2} \widehat{T}_{1} V_{2}\right)^{l-k}
$$

and

$$
G_{<n}=\sum_{l=0}^{\infty} \sum_{k=0}^{l}\binom{l}{k} T_{0}^{k}\left(U_{0}+U_{1} \widehat{T}_{1} V_{2}\right)^{l-k}\left(V_{0}+U_{2} \widehat{T}_{1} V_{1}\right) .
$$

Proof It follows from Lemmas 2.2 and 2.3 that

$$
R_{<n}=\left(U_{0}+U_{1} \widehat{T}_{1} V_{2}\right)\left(I-T_{0}-U_{2} \widehat{T}_{1} V_{2}\right)^{-1}
$$

and

$$
G_{<n}=\left(I-T_{0}-U_{2} \widehat{T}_{1} V_{2}\right)^{-1}\left(V_{0}+U_{2} \widehat{T} V_{1}\right)
$$

The inverse transform for the above two equations immediately leads to the desired result.

The following theorem provides an important property: Censoring invariance for the $R$ - and $G$-measures. We denote by $R_{i, j}^{[\leqslant n]}$ and $G_{i, j}^{[\leqslant n]}$ the $R$ - and $G$-measures of the censored Markov chain $P^{[\leq n]}$, respectively.

Theorem 2.3 (1) For $0 \leqslant i<j \leqslant n, R_{i, j}^{[\leqslant n]}=R_{i, j}$.
(2) For $0 \leqslant j<i \leqslant n, G_{i, j}^{[\leqslant n]}=G_{i, j}$.

Proof We only prove (1), while (2) can be proved similarly.
First, we assume that $j=n$ and $P$ is partitioned according to the three subsets $L_{<n}, L_{n}$ and $L_{>n}$ as in Eq. (2.6). It follows from Theorem 2.1 that

$$
\begin{align*}
P^{[\leqslant n]} & =\left(\begin{array}{cc}
T & U_{0} \\
V_{0} & T_{0}
\end{array}\right)+\binom{U_{1}}{U_{2}} \widehat{T}_{1}\left(V_{1}, V_{2}\right) \\
& =\left(\begin{array}{cc}
T+U_{1} \widehat{T}_{1} V_{1} & U_{0}+U_{1} \widehat{T}_{1} V_{2} \\
V_{0}+U_{2} \widehat{T}_{1} V_{1} & T_{0}+U_{2} \widehat{T}_{1} V_{2}
\end{array}\right) . \tag{2.17}
\end{align*}
$$

Using the definition of the $R$-measure, simple calculations from $P^{[\leqslant n]}$ lead to

$$
\begin{align*}
R_{<n}^{[\leqslant n]} & =\left(U_{0}+U_{1} \widehat{T}_{1} V_{2}\right)\left(I-T_{0}-U_{2} \widehat{T}_{1} V_{2}\right)^{-1} \\
& =\left(U_{0}+U_{1} \widehat{T}_{1} V_{2}\right) \sum_{l=0}^{\infty}\left[T_{0}+U_{2} \widehat{T}_{1} V_{2}\right]^{l} \\
& =\left(U_{0}+U_{1} \widehat{T}_{1} V_{2}\right) \sum_{l=0}^{\infty} \sum_{k=0}^{l}\binom{l}{k} T_{0}^{k}\left(U_{2} \widehat{T}_{1} V_{2}\right)^{l-k} . \tag{2.18}
\end{align*}
$$

Therefore, $R_{<n}^{[\leqslant n]}=R_{<n}$ according to Theorem 2.2.
If $j<n$, we need to construct a useful relation among matrices $P, P^{[\leqslant n]}$ and $P^{[\leqslant j]}$. We first censor the matrix $P$ in the set $L_{\leq j}, R_{i, j}^{[\leqslant j]}=R_{i, j}$ based on the fact just proved. Then, we censor the matrix $P^{[\leqslant n]}$ in the set $L_{\leqslant n}$. According to Property 1, the censored matrix $P^{[\leqslant j]}$ can be obtained by the censored matrix $P^{[\leqslant n]}$, thus $R_{i, j}^{[\leqslant n]}=R_{i, j}^{[\leqslant j]}$ based on the fact just proved. Therefore, $R_{i, j}^{[\leqslant n]}=R_{i, j}$ for $j<n$. This completes the proof.

It is worthwhile to note that the censoring invariance is a key to organizing the Wiener-Hopf equations for any irreducible Markov chain, and also leads to construct the $R G$-factorizations.

Let

$$
P^{[\leq n]}=\left(\begin{array}{cccc}
\phi_{0,0}^{(n)} & \phi_{0,1}^{(n)} & \cdots & \phi_{0, n}^{(n)}  \tag{2.19}\\
\phi_{1,0}^{(n)} & \phi_{1,1}^{(n)} & \cdots & \phi_{1, n}^{(n)} \\
\vdots & \vdots & & \vdots \\
\phi_{n, 0}^{(n)} & \phi_{n, 1}^{(n)} & \cdots & \phi_{n, n}^{(n)}
\end{array}\right), \quad n \geqslant 0,
$$

be block-partitioned according to levels.
The following lemma provides useful equations among the block entries of the censored Markov chains, which can essentially lead to the Wiener-Hopf equations for the Markov chain.

Lemma 2.4 For $n \geqslant 0,0 \leqslant i, j \leqslant n$,

$$
\phi_{i, j}^{(n)}=P_{i, j}+\sum_{k=n+1}^{\infty} \phi_{i, k}^{(k)} \sum_{l=0}^{\infty}\left[\phi_{k, k}^{(k)}\right]^{l} \phi_{k, j}^{(k)} .
$$

Proof Consider the censored matrix $P^{[\leqslant n]}$ based on $P^{[\leqslant(n+1)]}$. It follows from Theorem 2.1 that

$$
P^{[\leqslant n]}=\left(\begin{array}{cccc}
\phi_{0,0}^{(n+1)} & \phi_{0,1}^{(n+1)} & \cdots & \phi_{0, n}^{(n+1)} \\
\phi_{1,0}^{(n+1)} & \phi_{1,1}^{(n+1)} & \cdots & \phi_{1, n}^{(n+1)} \\
\vdots & \vdots & & \vdots \\
\phi_{n, 0}^{(n+1)} & \phi_{n, 1}^{(n+1)} & \cdots & \phi_{n, n}^{(n+1)}
\end{array}\right)+\left(\begin{array}{c}
\phi_{0, n}^{(n+1)} \\
\phi_{1, n+1}^{(n+1)} \\
\vdots \\
\phi_{n, n+1}^{(n+1)}
\end{array}\right) \sum_{l=0}^{\infty}\left[\phi_{n+1, n+1}^{(n+1)}\right]^{l}\left(\phi_{n+1,0}^{(n+1)}, \phi_{n+1,1}^{(n+1)}, \ldots, \phi_{n+1, n}^{(n+1)}\right) .
$$

Therefore, using Theorem 2.1 we obtain

$$
\begin{aligned}
\phi_{i, j}^{(n)}= & \phi_{i, j}^{(n+1)}+\phi_{i,(n+1)}^{(n+1)} \sum_{l=0}^{\infty}\left[\phi_{n+1, n+1}^{(n+1)}\right]^{l} \phi_{n+1, j}^{(n+1)} \\
= & \phi_{i, j}^{(n+2)}+\phi_{i,(n+2)}^{(n+2)} \sum_{l=0}^{\infty}\left[\phi_{n+2, n+2}^{(n+2)}\right]^{l} \phi_{n+2, j}^{(n+2)} \\
& +\phi_{i,(n+1)}^{(n+1)} \sum_{l=0}^{\infty}\left[\phi_{n+1, n+1}^{(n+1)}\right]^{l} \phi_{n+1, j}^{(n+1)} \\
= & \cdots=P_{i, j}+\sum_{k=n+1}^{\infty} \phi_{i, k}^{(k)} \sum_{l=0}^{\infty}\left[\phi_{k, k}^{(k)}\right]^{l} \phi_{k, j}^{(k)},
\end{aligned}
$$

where $P_{i, j}=\phi_{i, j}^{(\infty)}$. This completes the proof.
The following lemma provides expressions for the $R$ - and $G$-measures.
Lemma 2.5 (1) For $0 \leqslant i<j$,

$$
R_{i, j}=\phi_{i, j}^{(j)} \sum_{l=0}^{\infty}\left[\phi_{j, j}^{(j)}\right]^{l} .
$$

(2) For $0 \leqslant j<i$,

$$
G_{i, j}=\sum_{l=0}^{\infty}\left[\phi_{i, i}^{(i)}\right]^{l} \phi_{i, j}^{(i)} .
$$

Proof Applying Corollary 2.2 to the censored chain $P^{[\leqslant j]}$ gives that

$$
R_{i, j}^{[\leqslant j]}=\phi_{i, j}^{(j)} \sum_{l=0}^{\infty}\left[\phi_{j, j}^{(j)}\right]^{l}, \quad 0 \leqslant i<j,
$$

and

$$
G_{i, j}^{[\leqslant j]}=\sum_{l=0}^{\infty}\left[\phi_{i, i}^{(i)}\right]^{l} \phi_{i, j}^{(i)}, \quad 0 \leqslant j<i .
$$

The rest of the proof follows from the censoring invariance for the $R$ - and $G$-measures proved in Theorem 2.3.

We define the $U$-measure as

$$
\Psi_{n}=\phi_{n, n}^{(n)}, \quad n \geqslant 0 .
$$

The following theorem provides an equivalent form to the equations in Lemma 2.4, and is called the Wiener-Hopf equations for any irreducible Markov chain in terms of the $R$ - and $G$-measures.

Theorem 2.4 (1) For $0 \leqslant i<j$,

$$
R_{i, j}\left(I-\Psi_{j}\right)=P_{i, j}+\sum_{k=j+1}^{\infty} R_{i, k}\left(I-\Psi_{k}\right) G_{k, j}
$$

(2) For $0 \leqslant j<i$,

$$
\left(I-\Psi_{i}\right) G_{i, j}=P_{i, j}+\sum_{k=i+1}^{\infty} R_{i, k}\left(I-\Psi_{k}\right) G_{k, j}
$$

(3) For $n \geqslant 0$,

$$
\Psi_{n}=P_{n, n}+\sum_{k=n+1}^{\infty} R_{n, k}\left(I-\Psi_{k}\right) G_{k, n}
$$

Proof We only prove (1), while (2) and (3) can be proved similarly. It follows from Lemma 2.5 that

$$
R_{i, j}\left(I-\Psi_{j}\right)=\phi_{i, j}^{(j)}
$$

and

$$
\left(I-\Psi_{i}\right) G_{i, j}=\phi_{i, j}^{(i)} .
$$

Using Lemma 2.4 and the censoring invariance in Theorem 2.3 leads to

$$
\begin{aligned}
\phi_{i, j}^{(j)} & =P_{i, j}+\sum_{k=j+1}^{\infty} \phi_{i, k}^{(k)} \sum_{l=0}^{\infty}\left[\phi_{k, k}^{(k)}\right]^{l} \phi_{k, j}^{(k)} \\
& =P_{i, j}+\sum_{k=j+1}^{\infty} R_{i, k}^{[\leqslant k]}\left(I-\Psi_{k}\right) G_{k, j}^{[\leqslant k]} \\
& =P_{i, j}+\sum_{k=j+1}^{\infty} R_{i, k}\left(I-\Psi_{k}\right) G_{k, j} .
\end{aligned}
$$

This completes the proof.
Based on the Wiener-Hopf equations given in Theorem 2.4, a UL-type $R G$-factorization for the transition probability matrix $P$ is obtained in the following theorem. The UL-type $R G$-factorization always holds for any irreducible Markov chain, and it is very useful for computing the stationary probability vector which can help to analyze stationary performance measures of a practical stochastic system.

Theorem 2.5 For the Markov chain P given in Eq. (2.1),

$$
\begin{equation*}
I-P=\left(I-R_{U}\right)\left(I-\Psi_{D}\right)\left(I-G_{L}\right), \tag{2.20}
\end{equation*}
$$

where

$$
\begin{gathered}
R_{U}=\left(\begin{array}{ccccc}
0 & R_{0,1} & R_{0,2} & R_{0,3} & \ldots \\
& 0 & R_{1,2} & R_{1,3} & \ldots \\
& & 0 & R_{2,3} & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right), \\
\Psi_{D}=\operatorname{diag}\left(\Psi_{0}, \Psi_{1}, \Psi_{2}, \Psi_{3}, \ldots\right)
\end{gathered}
$$

and

$$
G_{L}=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1,0} & 0 & & & \\
G_{2,0} & G_{2,1} & 0 & & \\
G_{3,0} & G_{3,1} & G_{3,2} & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

Proof We only prove Eq. (2.20) for the entries in the first block-row and first block-column. The rest can be proved similarly.

The entry $(0,0)$ on the right-hand side is

$$
I-\Psi_{0}+\sum_{k=1}^{\infty} R_{0, k}\left(I-\Psi_{k}\right) G_{k, 0}
$$

which is equal to $I-P_{0,0}$ according to (3) of Theorem 2.4.
The entry $(0, l)$ with $l \geqslant 1$ on the right-hand side is

$$
-R_{0, l}\left(I-\Psi_{l}\right)+\sum_{k=l+1}^{\infty} R_{0, k}\left(I-\Psi_{k}\right) G_{k, l}
$$

which is equal to $-P_{0, l}$ according to (1) of Theorem 2.4.
Finally, to see that the entry $(l, 0)$ with $l \geqslant 1$ on the right-hand side is equal to the corresponding entry on the left-hand side, it follows from (2) of Theorem 2.4 that

$$
-\left(I-\Psi_{l}\right) G_{l, 0}+\sum_{k=l+1}^{\infty} R_{l, k}\left(I-\Psi_{k}\right) G_{k, 0}=-P_{l, 0} .
$$

This completes the proof.
Now, we consider some important examples for simplifying the UL-type $R G$-factorization, which is necessary in the study of practical systems, and also provides some new understanding for the Neuts' results, e.g., see [26, 27].

### 2.2.1 Level-Dependent Markov Chains of $M / G / 1$ Type

For the Markov chain $P$ of $M / G / 1$ type given in Eq. (1.7), we write

$$
W_{k}=\left(\begin{array}{cccc}
A_{k, k} & A_{k, k+1} & A_{k, k+2} & \ldots \\
A_{k+1, k} & A_{k+1, k+1} & A_{k+1, k+2} & \ldots \\
& A_{k+2, k+1} & A_{k+2, k+2} & \ldots \\
& & \ddots & \ddots
\end{array}\right), \quad k \geqslant 1 .
$$

We denote by $\left(\left(\widehat{W}_{1,1}^{(k)}\right)^{\mathrm{T}},\left(\widehat{W}_{2,1}^{(k)}\right)^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}$ the first block-column of the matrix $\widehat{W}_{k}=\sum_{l=0}^{\infty}\left[W_{k}\right]^{l}$. It follows from Eq. (2.17) and Eq. (2.19) that for $0 \leqslant i \leqslant n$ and $0 \leqslant j \leqslant n-1$,

$$
\phi_{i, j}^{(n)}= \begin{cases}A_{i, j}, & i-j \leqslant 1, \\ 0, & i-j \geqslant 2, \\ A_{i, n}+\sum_{l=1}^{\infty} A_{i, n+l} \widehat{W}_{l, 1}^{(n+1)} A_{n+1, n}, & 0 \leqslant i \leqslant n .\end{cases}
$$

Therefore,

$$
\begin{align*}
& R_{i, j}=\sum_{l=0}^{\infty} A_{i, j+l} \widehat{W}_{l+1,1}^{(j)}, \quad 0 \leqslant i \leqslant j,  \tag{2.21}\\
& G_{k} \stackrel{\text { def }}{=} G_{k, k-1}=\widehat{W}_{1,1}^{(k)} A_{k, k-1}, \quad k \geqslant 1, \tag{2.22}
\end{align*}
$$

$G_{i, j}=0$ for $0 \leqslant j \leqslant i-2$, and

$$
\begin{equation*}
\Psi_{k}=A_{k, k}+\sum_{i=1}^{\infty} A_{k, k+i} G_{k+i} G_{k+i-1} \ldots G_{k+1}, \quad k \geqslant 0 . \tag{2.23}
\end{equation*}
$$

The following lemma provides expressions for the first block-column in the fundamental matrix $\widehat{W}_{k}$ in terms of $\widehat{W}_{1,1}^{(k)}$ and the $G$-measure $\left\{G_{k}\right\}$.

Lemma 2.6 For $k \geqslant 1$ and $j \geqslant 2$,

$$
\begin{equation*}
\widehat{W}_{j, 1}^{(k)}=G_{k+j-1} G_{k+j-2} \ldots G_{k+1} \widehat{W}_{1,1}^{(k)} \tag{2.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(I-\Psi_{k}\right) \widehat{W}_{1,1}^{(k)}=\widehat{W}_{1,1}^{(k)}\left(I-\Psi_{k}\right)=I . \tag{2.25}
\end{equation*}
$$

Proof Eq. (2.25) is clear from Lemma 2.3 and the expression $\Psi_{k}=T_{0}+U_{2} \widehat{T_{1}} V_{2}$. Thus we only need to prove Eq. (2.24).

Let

$$
W_{k}=\left(\begin{array}{ll}
T_{0} & U_{2} \\
V_{2} & T_{1}
\end{array}\right),
$$

where
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$$
\begin{aligned}
& T_{0}=A_{k, k}, \quad T_{1}=W_{k+1}, \\
& U_{2}=\left(A_{k, k+1}, A_{k, k+2}, A_{k, k+3}, \ldots\right), \\
& V_{2}=\left(A_{k, k-1}^{T}, 0,0,0, \ldots\right)^{T} .
\end{aligned}
$$

It follows from Lemma 2.3 that

$$
H_{2,1}^{(k)}=\widehat{T}_{1} V_{2}\left(I-T_{0}-U_{2} \widehat{T}_{1} V_{2}\right)^{-1}=\widehat{T}_{1} V_{2} H_{1,1}^{(k)}=\widehat{W}_{k+1} V_{2} \widehat{W}_{1,1}^{(k)} .
$$

Note that

$$
\widehat{W}_{k+1} V_{2}=\left(\begin{array}{c}
\widehat{W}_{1,1}^{(k+1)} A_{k+1, k} \\
\widehat{W}_{2,1}^{(k+1)} A_{k+1, k} \\
\widehat{W}_{3,1}^{(k+1)} A_{k+1, k} \\
\vdots
\end{array}\right)=\binom{G_{k+1}}{H_{2,1}^{(k+1)} A_{k+1, k}},
$$

and

$$
H_{2,1}^{(k)}=\binom{G_{k+1}}{H_{2,1}^{(k+1)} A_{k+1, k}} \widehat{W}_{1,1}^{(k)},
$$

we obtain

$$
\begin{gathered}
\widehat{W}_{2,1}^{(k)}=G_{k+1} \widehat{W}_{1,1}^{(k)}, \\
\widehat{W}_{3,1}^{(k)}=\widehat{W}_{2,1}^{(k+1)} A_{k+1, k} \widehat{W}_{1,1}^{(k)}=G_{k+2} \widehat{W}_{1,1}^{(k+1)} A_{k+1, k} \widehat{W}_{1,1}^{(k)}=G_{k+2} G_{k+1} \widehat{W}_{1,1}^{(k)},
\end{gathered}
$$

by induction, we have

$$
\widehat{W}_{j, 1}^{(k)}=\widehat{W}_{j-1,1}^{(k+1)} A_{k+1, k} \widehat{W}_{1,1}^{(k)}=G_{k+j-1} G_{k+j-2} \ldots G_{k+1} \widehat{W}_{1,1}^{(k)} .
$$

This completes the proof.
The following theorem provides a useful expression or interpretation for the $R$ and $G$-measures.

Theorem 2.6 (1) For $0 \leqslant i<j$,

$$
\begin{equation*}
R_{i, j}=\left(A_{i, j}+\sum_{l=1}^{\infty} A_{i, j+l} G_{l+j} G_{l+j-1} \ldots G_{j+1}\right)\left(I-\Psi_{j}\right)^{-1} . \tag{2.26}
\end{equation*}
$$

(2) The matrix sequence $\left\{G_{i}\right\}$ is the minimal nonnegative solution to the system of matrix equations

$$
\begin{equation*}
G_{i}=A_{i, i-1}+\sum_{l=0}^{\infty} A_{i, i+1} G_{i+l} G_{i+l-1} \ldots G_{i}, \quad i \geqslant 1 . \tag{2.27}
\end{equation*}
$$

Proof (1) Using Lemma 2.6, we obtain

$$
\begin{aligned}
R_{i, j} & =\sum_{l=1}^{\infty} A_{i, j+1} \widehat{W}_{l, 1}^{(j)} \\
& =A_{i, i+l}+\sum_{l=1}^{\infty} A_{i, j+l} G_{j+l-1} G_{j+l-2} \cdots G_{k+1} \widehat{W}_{l, 1}^{(k)} \\
& =\left(A_{i, j}+\sum_{l=1}^{\infty} A_{i, j+l} G_{l+j} G_{l+j-1} \cdots G_{j+1}\right)\left(I-\Psi_{j}\right)^{-1} .
\end{aligned}
$$

(2) Since $G_{k}=\widehat{W}_{1,1}^{(k)} A_{k, k-1}$, we obtain that $\left(I-\Psi_{k}\right) G_{k}=A_{k, k-1}$ or $G_{k}=A_{k, k-1}+$ $\Psi_{k} G_{k}$. Note that

$$
\Psi_{k}=A_{k, k}+\sum_{i=1}^{\infty} A_{k, k+i} G_{k+i} G_{k+i-1} \cdots G_{k+1},
$$

it is easy to obtain the desired result given in Eq. (2.26). This completes the proof.

### 2.2.2 Level-Independent Markov Chains of $M / G / 1$ Type

For the Markov chain $P$ of $M / G / 1$ type given in Eq. (1.3), let the matrix $G$ be the minimal nonnegative solution to the matrix equation $G=\sum_{k=0}^{\infty} A_{k} G^{k}$. Then the $G$-measure is given by

$$
G_{k}= \begin{cases}G_{1}, & k=1, \\ G, & k \geqslant 2\end{cases}
$$

where

$$
G_{1}=(I-\Psi)^{-1} B_{0}
$$

the $U$-measure

$$
\Psi_{0}=B_{1}+\sum_{k=2}^{\infty} B_{k} G^{k-2} G_{1}
$$

and for $k \geqslant 1$

$$
\Psi=\Psi_{k}=\sum_{k=1}^{\infty} A_{k} G^{k-1}
$$

and the $R$-measure

$$
R_{0, j}=\left(\sum_{k=j+1}^{\infty} B_{k} G^{k-1}\right)(I-\Psi)^{-1}, \quad j \geqslant 1,
$$

and for $i \geqslant 1$

$$
R_{i, j}=\left(\sum_{k=j+1}^{\infty} A_{k} G^{k-1}\right)(I-\Psi)^{-1}, \quad j \geqslant 1 .
$$

### 2.2.3 Level-Dependent Markov Chains of GI/M/1 Type

Using an analysis similar to the Markov chain of $M / G / 1$ type, we can deal with a Markov chain of $G I / M / 1$ type given in Eq. (1.6). We provide a simple introduction to the $R$-, $U$ - and $G$-measures. To show this, we write

$$
W_{k}=\left(\begin{array}{cccc}
A_{k, k} & A_{k, k+1} & & \\
A_{k+1, k} & A_{k+1, k+1} & A_{k+1, k+2} & \\
A_{k+2, k} & A_{k+2, k+1} & A_{k+2, k+2} & \ddots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right), \quad k \geqslant 1 .
$$

We denote by $\left(\left(\widehat{W}_{1,1}^{(k)}\right),\left(\widehat{W}_{1,2}^{(k)}\right), \ldots\right)$ the first block-row of the matrix $\widehat{W}_{k}=\sum_{l=0}^{\infty}\left[W_{k}\right]^{l}$. Hence we have

$$
R_{k} \stackrel{\text { def }}{=} R_{k, k+1}=A_{k, k+1} \widehat{W}_{1,1}^{(k+1)}, \quad k \geqslant 0,
$$

$R_{i, j}=0$ for $j \geqslant i+2$,

$$
G_{i, j}=\sum_{l=1}^{\infty} \widehat{W}_{1, l}^{(i)} A_{i+l, j}, \quad 0 \leqslant j<i
$$

and

$$
\Psi_{k}=A_{k, k}+\sum_{i=1}^{\infty} R_{k} R_{k+1} \ldots R_{k+i-1} A_{k+i, k}, \quad k \geqslant 0 .
$$

It is clear that for $k \geqslant 1$ and $j \geqslant 2$,

$$
\widehat{W}_{1, j}^{(k)}=\widehat{W}_{1,1}^{(k)} R_{k} R_{k+1} \ldots R_{k+j-2} .
$$

Therefore, the matrix sequence $\left\{R_{k}\right\}$ is the minimal nonnegative solution to the system of matrix equations

$$
\begin{aligned}
& R_{k}=A_{k, k+1}+\sum_{i=1}^{\infty} R_{k} R_{k+1} \ldots R_{k+i-1} A_{k+i, k+1}, \quad k \geqslant 0, \\
& G_{i, j}=\left(I-\Psi_{i}\right)^{-1}\left(A_{i, j}+\sum_{l=1}^{\infty} R_{i} R_{i+1} \ldots R_{i+l-1} A_{i+l, j}\right) .
\end{aligned}
$$

### 2.2.4 Level-Independent Markov Chains of GI/M/1 Type

For the Markov chain $P$ of $M / G / 1$ type given in Eq. (1.2), let the matrix $R$ be the minimal nonnegative solution to the matrix equation $R=\sum_{k=0}^{\infty} R^{k} A_{k}$. Then the $R$-measure is given by

$$
R_{k}= \begin{cases}R_{1}, & k=1 \\ R, & k \geqslant 2\end{cases}
$$

where

$$
R_{1}=B_{0}(I-\Psi)^{-1} ;
$$

the $U$-measure

$$
\Psi_{0}=B_{1}+\sum_{k=2}^{\infty} R_{1} R^{k-2} B_{k}
$$

and for $k \geqslant 1$

$$
\Psi=\Psi_{k}=\sum_{k=1}^{\infty} R^{k-1} A_{k}
$$

and the $G$-measure

$$
G_{0, j}=(I-\Psi)^{-1}\left(\sum_{k=j+1}^{\infty} R^{k-1} B_{k}\right), \quad j \geqslant 1,
$$

and for $i \geqslant 1$

$$
G_{i, j}=(I-\Psi)^{-1}\left(\sum_{k=j+1}^{\infty} R^{k-1} A_{k}\right), \quad j \geqslant 1 .
$$

### 2.2.5 The QBD Processes

For the QBD process, the matrix sequences $\left\{R_{k}\right\}$ and $\left\{G_{k}\right\}$ are the minimal nonnegative solutions to the systems of matrix equations

$$
R_{k}=A_{k+1}^{(k)}+R_{k} A_{k+1}^{(k+1)}+R_{k} R_{k+1} A_{k+1}^{(k+2)}, \quad k \geqslant 0,
$$

and

$$
G_{k}=A_{k-1}^{(k)}+A_{k}^{(k)} G_{k}+A_{k+1}^{(k)} G_{k+1} G_{k}, \quad k \geqslant 1,
$$

respectively. The $R G$-factorization Eq. (2.20) can be simplified as

$$
R_{U}=\left(\begin{array}{ccccc}
0 & R_{0} & & &  \tag{2.28}\\
& 0 & R_{1} & & \\
& & 0 & R_{2} & \\
& & & 0 & \ddots \\
& & & & \ddots
\end{array}\right)
$$

and

$$
G_{L}=\left(\begin{array}{ccccc}
0 & & & &  \tag{2.29}\\
G_{1} & 0 & & & \\
& G_{2} & 0 & & \\
& & G_{3} & 0 & \\
& & & \ddots & \ddots
\end{array}\right)
$$

### 2.3 The LU-Type $\boldsymbol{R G}$-Factorization

In this section, three LU-type probabilistic measures: the $R-, U$ - and $G$-measures, are defined in another censored direction, and an LU-type $R G$-factorization for the transition probability matrix is derived. Note that the method used in this section is similar to that in Section 2.2.

For the block-structured Markov chain $P$ given in Eq. (2.1), we use the same partition given in Eq. (2.2). Let

$$
P^{[\gtrless n]}=W+V(I-T)^{-1} U .
$$

The block-entry expression of the matrix $P^{[\geqslant n]}$ is written as

$$
P^{[\nabla n]}=\left(\begin{array}{cccc}
\eta_{n, n}^{(n)} & \eta_{n, n+1}^{(n)} & \eta_{n, n+2}^{(n)} & \cdots \\
\eta_{n+1, n}^{(n)} & \eta_{n+1, n+1}^{(n)} & \eta_{n+1, n+2}^{(n)} & \cdots \\
\eta_{n+2, n}^{(n)} & \eta_{n+2, n+1}^{(n)} & \eta_{n+2, n+2}^{(n)} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right) .
$$

Lemma 2.7 For $i, j \geqslant n+1$, we have

$$
\eta_{i, j}^{(n+1)}=P_{i, j}+\sum_{k=0}^{n} \eta_{i, k}^{(k)}\left[I-\eta_{k, k}^{(k)}\right]^{-1} \eta_{k, j}^{(k)} .
$$

Proof Since

$$
\begin{aligned}
P^{(\gtrless(n+1)]}= & \left(\begin{array}{cccc}
\eta_{n+1, n+1}^{(n)} & \eta_{n+1, n+2}^{(n)} & \eta_{n+1, n+3}^{(n)} & \cdots \\
\eta_{n+2, n+1}^{(n)} & \eta_{n+2, n+2}^{(n)} & \eta_{n+2, n+3}^{(n)} & \cdots \\
\eta_{n+3, n+1}^{(n)} & \eta_{n+3, n+2}^{(n+3} & \eta_{n+3, n+3}^{(n)} & \cdots \\
\vdots & \vdots & \vdots
\end{array}\right) \\
& +\left(\begin{array}{c}
\eta_{n+1, n}^{(n)} \\
\eta_{n+2, n}^{(n)} \\
\eta_{n+3, n}^{(n)} \\
\vdots
\end{array}\right)\left[I-\eta_{n, n}^{(n)}\right]^{-1}\left(\eta_{n, n+1}^{(n)}, \eta_{n, n+2}^{(n)}, \eta_{n, n+3}^{(n)}, \ldots\right),
\end{aligned}
$$

we obtain

$$
\begin{aligned}
\eta_{i, j}^{(n+1)}= & \eta_{i, j}^{(n)}+\eta_{i, n}^{(n)}\left[I-\eta_{n, n}^{(n)}\right]^{-1} \eta_{n, j}^{(n)} \\
= & \eta_{i, j}^{(n-1)}+\eta_{i, n-1}^{(n-1)}\left[I-\eta_{n-1, n-1}^{(n-1)}\right]^{-1} \eta_{n-1, j}^{(n-1)}+\eta_{i, n}^{(n)}\left[I-\eta_{n, n}^{(n)}\right]^{-1} \eta_{n, j}^{(n)} \\
& \cdots \\
= & \eta_{i, j}^{(0)}+\sum_{k=0}^{n} \eta_{i, k}^{(k)}\left[I-\eta_{k, k}^{(k)}\right]^{-1} \eta_{k, j}^{(k)} .
\end{aligned}
$$

Note that $\eta_{i, j}^{(0)}=P_{i, j}$ for all $i, j \geqslant 0$. This completes the proof.
We define the $U$-measure as

$$
\begin{equation*}
\Phi_{n}=\eta_{n, n}^{(n)}, \quad n \geqslant 0, \tag{2.30}
\end{equation*}
$$

the $R$-measure as

$$
\bar{R}_{i, j}=\eta_{i, j}^{(j)}\left[I-\eta_{j, j}^{(j)}\right]^{-1}, \quad 0 \leqslant j<i,
$$

and the $G$-measure as

$$
\bar{G}_{i, j}=\left[I-\eta_{i, i}^{(i)}\right]^{-1} \eta_{i, j}^{(i)}, \quad 0 \leqslant i<j .
$$

It is obvious that

$$
\begin{equation*}
\bar{R}_{i, j}=\eta_{i, j}^{(j)}\left(I-\Phi_{j}\right)^{-1}, \quad 0 \leqslant j<i, \tag{2.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{G}_{i, j}=\left(I-\Phi_{i}\right)^{-1} \eta_{i, j}^{(i)}, \quad 0 \leqslant i<j . \tag{2.32}
\end{equation*}
$$

The following theorem provides the important Wiener-Hopf equations for the $R-, U$ - and $G$-measures.

Theorem 2.7 The LU-type $R$-, $U$ - and $G$-measures defined above satisfy the following Wiener-Hopf equations,

$$
\begin{array}{ll}
\bar{R}_{i, j}\left(I-\Phi_{j}\right)=P_{i, j}+\sum_{k=0}^{j-1} \bar{R}_{i, k}\left(I-\Phi_{k}\right) \bar{G}_{k, j}, & 0 \leqslant j<i, \\
\left(I-\Phi_{i}\right) \bar{G}_{i, j}=P_{i, j}+\sum_{k=0}^{i-1} \bar{R}_{i, k}\left(I-\Phi_{k}\right) \bar{G}_{k, j}, & 0 \leqslant i<j, \tag{2.34}
\end{array}
$$

and

$$
\begin{equation*}
\Phi_{n}=P_{n, n}+\sum_{k=0}^{n-1} \bar{R}_{n, k}\left(I-\Phi_{k}\right) \bar{G}_{k, n}, \quad n \geqslant 0 . \tag{2.35}
\end{equation*}
$$

Proof We only prove Eq. (2.33), while Eq. (2.34) and Eq. (2.35) can be proved similarly.

It follows from Eq. (2.31) that

$$
\begin{equation*}
\bar{R}_{i, j}\left(I-\Phi_{j}\right)=\eta_{i, j}^{(j)} \tag{2.36}
\end{equation*}
$$

By Lemma 2.7, we have

$$
\begin{equation*}
\eta_{i, j}^{(j)}=P_{i, j}+\sum_{k=0}^{j-1} \eta_{i, k}^{(k)}\left[I-\eta_{k, k}^{(k)}\right]^{-1} \eta_{k, j}^{(k)} . \tag{2.37}
\end{equation*}
$$

From Eq. (2.31), Eq. (2.32) and Eq. (2.37) we obtain

$$
\eta_{i, j}^{(j)}=P_{i, j}+\sum_{k=0}^{j-1} \bar{R}_{i, k}\left(I-\Phi_{k}\right) \bar{G}_{k, j},
$$

which, together with Eq. (2.36), leads to the stated result.
By the Wiener-Hopf equations Eq. (2.33), Eq. (2.34) and Eq. (2.35), the following theorem constructs an LU-type $R G$-factorization, which is different from the UL-type $R G$-factorization given in Theorem 2.5.

Theorem 2.8 For the Markov chain P defined in Eq. (2.1),

$$
\begin{equation*}
I-P=\left(I-\bar{R}_{L}\right)\left(I-\Phi_{D}\right)\left(I-\bar{G}_{U}\right), \tag{2.38}
\end{equation*}
$$

where

$$
\begin{gathered}
\bar{R}_{L}=\left(\begin{array}{ccccc}
0 & & & & \\
\bar{R}_{1,0} & 0 & & & \\
\bar{R}_{2,0} & \bar{R}_{2,1} & 0 & & \\
\bar{R}_{3,0} & \bar{R}_{3,1} & \bar{R}_{3,2} & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right), \\
\Phi_{D}=\operatorname{diag}\left(\Phi_{0}, \Phi_{1}, \Phi_{2}, \Phi_{3}, \ldots\right)
\end{gathered}
$$

and

$$
\bar{G}_{U}=\left(\begin{array}{ccccc}
0 & \bar{G}_{0,1} & \bar{G}_{0,2} & \bar{G}_{0,3} & \ldots \\
& 0 & \bar{G}_{1,2} & \bar{G}_{1,3} & \ldots \\
& & 0 & \bar{G}_{2,3} & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right) .
$$

Proof We prove Eq. (2.38) for the block-entries of the first two block-rows. The rest can be proved similarly.

For the first block-row, the entry $(0,0)$ is

$$
I-\Phi_{0}=I-\eta_{0,0}^{(0)}=I-P_{0,0}
$$

and the entry $(0, l)$ for $l \geqslant 1$ is

$$
\begin{aligned}
-\left(I-\Phi_{0}\right) \bar{G}_{0, l} & =-\left[I-\eta_{0,0}^{(0)}\right]\left[I-\eta_{0,0}^{(0)}\right]^{-1} \eta_{0, l}^{(0)} \\
& =-\eta_{0, l}^{(0)}=-P_{0, l}
\end{aligned}
$$

by means of Eq. (2.32). For the second block-row, the entry $(1,0)$ is

$$
\begin{aligned}
-\bar{R}_{1,0}\left(I-\Phi_{0}\right) & =-\eta_{1,0}^{(0)}\left[I-\eta_{0,0}^{(0)}\right]^{-1}\left[I-\eta_{0,0}^{(0)}\right] \\
& =-\eta_{1,0}^{(0)}=-P_{1,0}
\end{aligned}
$$

by Eq. (2.31). By Lemma 2.7, the entry Eq. $(1,1)$ is

$$
\begin{aligned}
\bar{R}_{1,0}\left(I-\Phi_{0}\right) \bar{G}_{0,1}+I-\Phi_{1}= & \eta_{1,0}^{(0)}\left[I-\eta_{0,0}^{(0)}\right]^{-1}\left[I-\eta_{0,0}^{(0)}\right]\left[I-\eta_{0,0}^{(0)}\right]^{-1} \eta_{0,1}^{(0)} \\
& +I-\eta_{1,1}^{(1)} \\
= & \eta_{1,0}^{(0)}\left[I-\eta_{0,0}^{(0)}\right]^{-1} \eta_{0,1}^{(0)}+I-\eta_{1,1}^{(1)} \\
= & I-P_{1,1}
\end{aligned}
$$

and the entry $(1, k)$ for $k \geqslant 2$ is

$$
\begin{aligned}
\bar{R}_{1,0}\left(I-\Phi_{0}\right) \bar{G}_{0, k}-\left(I-\Phi_{1}\right) \bar{G}_{1, k}= & \eta_{1,0}^{(0)}\left[I-\eta_{0,0}^{(0)}\right]^{-1}\left[I-\eta_{0,0}^{(0)}\right]\left[I-\eta_{0,0}^{(0)}\right]^{-1} \eta_{0, k}^{(0)} \\
& -\left[I-\eta_{1,1}^{(1)}\right]\left[I-\eta_{1,1}^{(1)}\right]^{-1} \eta_{1, k}^{(1)} \\
= & \eta_{1,0}^{(0)}\left[I-\eta_{0,0}^{(0)}\right]^{-1} \eta_{0, k}^{(0)}-\eta_{1, k}^{(1)} \\
= & P_{1, k} .
\end{aligned}
$$

This completes the proof.

The LU-type $R G$-factorization, given in Theorem 2.5, can be applied to solve the inhomogeneous systems of infinite-dimensional linear equations: $x(I-P)=b$ or $(I-P) x=b$ where $b \neq 0$. The LU-type $R G$-factorization, given in Theorem 2.8 , is useful in the study of transient solutions, such as, the first passage times and the sojourn times.

In what follows we analyze some important examples for illustrating applications of the LU-type $R G$-factorization.

### 2.3.1 Level-Dependent Markov Chains of $M / G / 1$ Type

For the Markov chain $P$ of $M / G / 1$ type given in Eq. (1.7), the following corollary provides an expression for the matrix $\bar{R}_{L}$.

Corollary 2.3 For the Markov chain P of $M / G / 1$ type given in Eq. (1.7),

$$
\bar{R}_{L}=\left(\begin{array}{ccccc}
0 & & & & \\
\bar{R}_{1,0} & 0 & & & \\
& \bar{R}_{2,1} & 0 & & \\
& & \bar{R}_{3,2} & 0 & \\
& & & \ddots & \ddots
\end{array}\right) .
$$

Proof Note that

$$
\begin{aligned}
P^{[\geqslant n]} & =W+V(I-T)^{-1} U \\
& =\left(\begin{array}{cccc}
A_{n, n} & A_{n, n+1} & A_{n, n+2} & \cdots \\
A_{n+1, n} & A_{n+1, n+1} & A_{n+1, n+2} & \cdots \\
& A_{n+2, n+1} & A_{n+2, n+2} & \cdots \\
& \ddots & \ddots
\end{array}\right)+\left(A_{n, n-1}\right)(I-T)^{-1} U \\
& =\left(\begin{array}{cccc}
A_{n, n} & A_{n, n+1} & A_{n, n+2} & \cdots \\
A_{n+1, n} & A_{n+1, n+1} & A_{n+1, n+2} & \cdots \\
& A_{n+2, n+1} & A_{n+2, n+2} & \cdots \\
& & \ddots & \ddots
\end{array}\right)+(* * * \cdots),
\end{aligned}
$$

where $*$ denotes a non-zero block-entry, we obtain that $\eta_{i, j}^{(n)}=0$ for all $n \leqslant j \leqslant i-2$, which lead to

$$
\bar{R}_{i, j}=\eta_{i, j}^{(j)}\left[I-\eta_{j, j}^{(j)}\right]^{-1}=0, \quad 0 \leqslant j \leqslant i-2,
$$

and

$$
\bar{R}_{L}=\left(\begin{array}{ccccc}
0 & & & & \\
\bar{R}_{1,0} & 0 & & & \\
& \bar{R}_{2,1} & 0 & & \\
& & \bar{R}_{3,2} & 0 & \\
& & & \ddots & \ddots
\end{array}\right) .
$$

This completes the proof.

### 2.3.2 Level-Dependent Markov Chains of GI/M/1 Type

For the Markov chain $P$ of $G I / M / 1$ type given in Eq. (1.6), the $G$-measure can be simplified as

$$
\bar{G}_{i, j}=0, \quad 0 \leqslant i \leqslant j-2 .
$$

Thus, we have

$$
\bar{G}_{U}=\left(\begin{array}{ccccc}
0 & \bar{G}_{0,1} & & & \\
& 0 & \bar{G}_{1,2} & & \\
& & 0 & \bar{G}_{2,3} & \\
& & & 0 & \ddots \\
& & & & \ddots
\end{array}\right) .
$$

### 2.3.3 The QBD Processes

We consider a discrete-time QBD process whose transition probability matrix is given in Eq. (1.4). The LU-type $R G$-factorization is given by

$$
\begin{equation*}
I-P=\left(I-\bar{R}_{L}\right)\left(I-\Phi_{D}\right)\left(I-\bar{G}_{U}\right), \tag{2.39}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Phi_{D}=\operatorname{diag}\left(\Phi_{0}, \Phi_{1}, \Phi_{2}, \Phi_{3}, \ldots\right), \\
& \bar{R}_{L}=\left(\begin{array}{cccccc}
0 & & & & \\
\bar{R}_{1} & 0 & & & \\
& \bar{R}_{2} & 0 & & \\
& & \bar{R}_{3} & 0 & \\
& & & & \ddots & \ddots
\end{array}\right)
\end{aligned}
$$

and

$$
\bar{G}_{U}=\left(\begin{array}{ccccc}
0 & \bar{G}_{0} & & & \\
& 0 & \bar{G}_{1} & & \\
& & 0 & \bar{G}_{2} & \\
& & & 0 & \ddots \\
& & & & \ddots
\end{array}\right) .
$$

### 2.4 The Stationary Probability Vector

In this section, we apply the $R G$-factorizations to provide an $R$-measure expression for the stationary probability vector of any positive-recurrent discrete-time Markov chain with block structure.

We always assume that the block-structured Markov chain $P$ given in Eq. (2.1) is irreducible and positive recurrent, thus there must exist the stationary probability vector $\pi=\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$. Obviously, $\pi(I-P)=0$ and $\pi e=1$. Based on Theorem 2.5 , we have

$$
\pi(I-P)=\pi\left(I-R_{U}\right)\left(I-\Psi_{D}\right)\left(I-G_{L}\right)
$$

We write $x=\left(x_{0}, x_{1}, x_{2}, \ldots\right)$ and

$$
x=\pi\left(I-R_{U}\right) .
$$

Then

$$
x\left(I-\Psi_{D}\right)\left(I-G_{L}\right)=0
$$

which leads to

$$
\left\{\begin{array}{l}
x_{0}\left(I-\Psi_{0}\right)-\sum_{k=1}^{\infty} x_{k}\left(I-\Psi_{k}\right) G_{k, 0}=0  \tag{2.40}\\
x_{i}\left(I-\Psi_{i}\right)-\sum_{k=i+1}^{\infty} x_{k}\left(I-\Psi_{k}\right) G_{k, i}=0, \quad \text { for } i \geqslant 1
\end{array}\right.
$$

Note that $\Psi_{0}$ is the transition probability matrix of the censored chain $P^{[0]}$. Since $P$ is positive recurrent, $P^{[0]}$ is also positive recurrent. Hence there exists the stationary probability vector $x_{0}$ such that $x_{0}\left(I-\Psi_{0}\right)=0$ and $x_{0} e=1$. It is easy to check that $\left(\tau x_{0}, 0,0, \ldots\right)$ is a non-zero nonnegative solution to the systems of Eq. (2.40), where $\tau$ is a constant.

Solving the simplified system of linear equations $\pi\left(I-R_{U}\right)=\left(\tau x_{0}, 0,0, \ldots\right)$, we obtain $\pi=\left(\tau x_{0}, 0,0, \ldots\right)\left(I-R_{U}\right)^{-1}$. Therefore, we can obtain the following theorem.

Theorem 2.9 For the discrete-time block-structured Markov chain given in

Eq. (2.1), the stationary probability vector is given by

$$
\left\{\begin{array}{l}
\pi_{0}=\tau x_{0}, \\
\pi_{k}=\sum_{i=0}^{k-1} \pi_{i} R_{i, k}, \quad k \geqslant 1,
\end{array}\right.
$$

where $x_{0}$ is the stationary probability vector of the censored Markov chain $\Psi_{0}$ to level 0 and the scalar $\tau$ is determined by $\sum_{k=0}^{\infty} \pi_{k} e=1$ uniquely.

Remark 2.2 Although the matrix $I-G_{L}$ must be invertible, the equation $y\left(I-G_{L}\right)=0$ or $\left(I-G_{L}\right) y=0$ may have a non-zero nonnegative solution. This is different from the system of linear equations with finite dimensions. This is the reason why we need to take a special non-zero nonnegative solution to Eq. (2.40). As an illustration, we consider

$$
G_{L}=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1} & 0 & & & \\
& G & 0 & & \\
& & G & 0 & \\
& & & \ddots & \ddots
\end{array}\right) .
$$

When $G$ is irreducible and stochastic, it is easy to see that $\left(g G_{1}, g, g, \ldots\right)$ is a non-zero nonnegative solution to the equation $y\left(I-G_{L}\right)=0$, where $g=g G$ and $g e=1$.

When a level-dependent Markov chain of $G I / M / 1$ type is irreducible and positive recurrent, the stationary probability vector is given by

$$
\left\{\begin{array}{l}
\pi_{0}=\tau x_{0} \\
\pi_{k}=\pi_{k-1} R_{k-1, k}, \quad k \geqslant 1,
\end{array}\right.
$$

or

$$
\left\{\begin{array}{l}
\pi_{0}=\tau x_{0}, \\
\pi_{k}=\pi_{0} \prod_{i=1}^{k} R_{i-1, i}, \quad k \geqslant 1 .
\end{array}\right.
$$

where $x_{0}$ is the stationary probability vector of the censored Markov chain $\Psi_{0}$ to level 0 and the scalar $\tau$ is determined by $\sum_{k=0}^{\infty} \pi_{k} e=1$ uniquely.

For a level-independent Markov chain of GI/M/1 type, it is easy to check that $R_{k-1, k}=R$ for $k \geqslant 2$, thus we have

$$
\left\{\begin{array}{l}
\pi_{0}=\tau x_{0} \\
\pi_{k}=\pi_{0} R_{0,1} R^{k-1}, \quad k \geqslant 1,
\end{array}\right.
$$

where $x_{0}$ is the stationary probability vector of the censored Markov chain $\Psi_{0}$ to level 0 and the scalar $\tau$ is determined by $\sum_{k=0}^{\infty} \pi_{k} e=1$ uniquely. This is the same as the matrix-geometric solution in Neuts [26].

## 2.5 $\quad A$ - and $B$-measures

In this section, we define $A$ - and $B$-measures for discrete-time block-structured Markov chains, and also construct their expressions by means of the $R$ - and $G$-measures, respectively. Based on the $A$ - and $B$-measures, we provide conditions for the state classification of the Markov chains.

We now define the $A$ - and $B$-measures as follows:
Definition 2.2 (1) For $i, j \geqslant 0$ with $i \neq j$, we define $A_{i, j}$ as a matrix of size $m_{i} \times m_{j}$ whose $(r, s)$ th entry is the expected number of visits to state $(j, s)$ before hitting any state in level $i$, given that the process starts in state $(i, r)$. That is

$$
A_{i, j}(r, s)=E\left[\text { number of visits to state }(j, s) \text { before hitting } L_{i} \mid x_{0}=(i, r)\right] .
$$

(2) For $i, j \geqslant 0$ with $i \neq j$, we define $B_{i, j}$ as a matrix of size $m_{i} \times m_{j}$ whose $(r, s)$ th entry is the probability of visiting state $(j, s)$ for the first time before hitting any state in level j, given that the process starts in state ( $i, r$ ). That is
$B_{i, j}(r, s)=P\left\{\right.$ hitting state $(j, s)$ upon entering $L_{j}$ for the first time $\left.\mid x_{0}=(i, r)\right\}$.
Furthermore, the matrices $A_{i, i}$ and $B_{i, i}$ for $i \geqslant 0$ are explained as follows:
(3) The $(r, s)$ th entry of $A_{i, i}$ is the expected number of returning to state ( $i, s$ ) before hitting any state in level $i$, given that the process starts in state $(i, r)$.
(4) The $(r, s)$ th entry of $B_{i, i}$ is the probability of returning to state $(i, s)$ for the first time before hitting any state in level $i$, given that the process starts in state ( $i, r$ ).

We first derive expressions for $A_{0, j}$ and $\mathrm{B}_{i, 0}$ for $i, j \geqslant 0$. To do this, we write

$$
P=\left(\begin{array}{cc}
P_{0,0} & U  \tag{2.41}\\
V & W
\end{array}\right)
$$

Then

$$
\begin{equation*}
P^{[0]}=P_{0,0}+U \widehat{W} V, \tag{2.42}
\end{equation*}
$$

where $\widehat{W}=\sum_{k=0}^{\infty} W^{n}=(I-W)_{\min }^{-1}$.

It is clear from the definitions for the $A$ - and $B$-measures that

$$
\begin{equation*}
\left(A_{0,1}, A_{0,2}, A_{0,3}, \ldots\right)=U \widehat{W} \tag{2.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(B_{1,0}^{\mathrm{T}}, B_{2,0}^{\mathrm{T}}, B_{3,0}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}=\widehat{W} V \tag{2.44}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\widehat{W}=\sum_{k=0}^{\infty} W^{k}=I+W \widehat{W}=I+\widehat{W} W \tag{2.45}
\end{equation*}
$$

it follows from Eq. (2.43) that

$$
\begin{equation*}
\left(A_{0,1}, A_{0,2}, A_{0,3}, \ldots\right)=U+\left(A_{0,1}, A_{0,2}, A_{0,3}, \ldots\right) W \tag{2.46}
\end{equation*}
$$

which leads to the block-entry form

$$
\begin{equation*}
A_{0, j}=P_{0, j}+\sum_{k=1}^{\infty} A_{0, k} P_{k, j}, j \geqslant 1 \tag{2.47}
\end{equation*}
$$

and from Eq. (2.44) that

$$
\begin{equation*}
\left(B_{1,0}^{\mathrm{T}}, B_{2,0}^{\mathrm{T}}, B_{3,0}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}=V+W\left(B_{1,0}^{\mathrm{T}}, B_{2,0}^{\mathrm{T}}, B_{3,0}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}, \tag{2.48}
\end{equation*}
$$

which leads to the block-entry form

$$
B_{i, 0}=P_{i, 0}+\sum_{k=1}^{\infty} P_{i, k} B_{k, 0}, \quad i \geqslant 1 .
$$

Remark 2.3 Now, we provide comparisons between $A$-measure and $R$-measure, and between $B$-measure and $G$-measure.
(1) It is easy to see from Eq. (2.43) and Corollary 2.2 that

$$
A_{0, k}=\left(P_{0,1}, P_{0,2}, P_{0,3}, \ldots\right) \widehat{W}_{1}^{(\cdot, k)}
$$

and

$$
R_{0, k}=\left(P_{0, k}, P_{0, k+1}, P_{0, k+2}, \ldots\right) \widehat{W}_{k}^{(\cdot, 1)}
$$

similarly,

$$
B_{k, 0}=\widehat{W}_{1}^{(k, \cdot)}\left(P_{1,0}^{\mathrm{T}}, P_{2,0}^{\mathrm{T}}, P_{3,0}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}
$$

and

$$
G_{0, k}=\widehat{W}_{k}^{(1, \cdot)}\left(P_{k, 0}^{\mathrm{T}}, P_{k+1,0}^{\mathrm{T}}, P_{k+2,0}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} .
$$

(2) Since $(I-W) \widehat{W}=\widehat{W}(I-W)=I$, it follows from Eq. (2.42) that

$$
P^{[0]}=P_{0,0}+\left(A_{0,1}, A_{0,2}, A_{0,3}, \ldots\right)(I-W)\left(B_{1,0}^{\mathrm{T}}, B_{2,0}^{\mathrm{T}}, B_{3,0}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}
$$

and

$$
P^{[0]}=P_{0,0}+\left(R_{0,1}, R_{0,2}, R_{0,3}, \ldots\right)(I-\Delta)\left(G_{1,0}^{\mathrm{T}}, G_{2,0}^{\mathrm{T}}, G_{3,0}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}},
$$

where $\Delta=\operatorname{diag}\left(\Psi_{1}, \Psi_{2}, \Psi_{3}, \ldots\right)$.
Remark 2.4 For the truncated transition matrix $W$, we have the UL-type $R G$-factorization as follows.

$$
I-W=\left(I-\tilde{R}_{U}\right)\left(I-\tilde{\Psi}_{D}\right)\left(I-\tilde{G}_{L}\right) .
$$

Thus, we obtain

$$
\left(A_{0,1}, A_{0,2}, A_{0,3}, \ldots\right)=U\left(I-\tilde{G}_{L}\right)^{-1}\left(I-\tilde{\Psi}_{D}\right)^{-1}\left(I-\tilde{R}_{U}\right)^{-1}
$$

and

$$
\left(B_{1,0}^{\mathrm{T}}, B_{2,0}^{\mathrm{T}}, B_{3,0}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}=\left(I-\tilde{G}_{L}\right)^{-1}\left(I-\tilde{\Psi}_{D}\right)^{-1}\left(I-\tilde{R}_{U}\right)^{-1} V .
$$

Let $A_{0, j}^{[\leqslant n]}$ and $B_{i, 0}^{[\leqslant n]}$ be the $A$ - and $B$-measures for the censored chain $P^{[\leqslant n]}$ to the censored set $L_{\leqslant n}$, respectively. The following lemma provides an important censoring invariance for the $A$ - and $B$-measures.

Lemma 2.8 For $n \geqslant 1$ and $1 \leqslant i, j \leqslant n$,

$$
\begin{equation*}
A_{0, j}^{[\leq n]}=A_{0, j} \tag{2.49}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{i, 0}^{[\leq n]}=B_{i, 0} . \tag{2.50}
\end{equation*}
$$

Proof We only prove Eq. (2.49), while the proof of Eq. (2.50) is similar. To prove Eq. (2.49), we write

$$
P=\begin{gathered}
L_{1 \rightarrow n} \\
L_{\gtrless_{n+1}}
\end{gathered}\left(\begin{array}{ccc}
L_{0} & L_{1 \rightarrow n} & L_{\gtrless_{n+1}} \\
P_{0,0} & U_{1} & U_{2} \\
V_{1} & W_{11} & W_{12} \\
V_{2} & W_{21} & W_{22}
\end{array}\right) .
$$

Then

$$
P^{[\leqslant n]}=\left(\begin{array}{cc}
P_{0,0}+U_{2} \widehat{W}_{22} V_{2} & U_{1}+U_{2} \widehat{W}_{22} W_{21}  \tag{2.51}\\
V_{1}+W_{12} \widehat{W}_{22} V_{2} & W_{11}+W_{12} \widehat{W}_{22} W_{21}
\end{array}\right) .
$$

It follows from Eq. (2.51) and Eq. (2.46) that

$$
\begin{aligned}
\left(A_{0,1}^{[\leqslant n]}, A_{0,2}^{[\leq n]}, \ldots, A_{0, n-1}^{[\leqslant n]}, A_{0, n}^{[\leqslant n]}\right)= & \left(U_{1}+U_{2} \widehat{W}_{22} W_{21}\right) \\
& \cdot\left(I-W_{11}-W_{12} \widehat{W}_{22} W_{21}\right)^{-1} .
\end{aligned}
$$

Let

$$
\widehat{W}=\left(\begin{array}{ll}
\widehat{W}(1,1) & \widehat{W}(1,2) \\
\widehat{W}(2,1) & \widehat{W}(2,2)
\end{array}\right)=\left[I-\left(\begin{array}{ll}
W_{11} & W_{12} \\
W_{21} & W_{22}
\end{array}\right)\right]^{-1} .
$$

Then we obtain

$$
\widehat{W}(1,1)=I-W_{11}-W_{12} \widehat{W}_{22} W_{21}
$$

and

$$
\widehat{W}(2,1)=\widehat{W}_{22} W_{21}\left(I-W_{11}-W_{12} \widehat{W}_{22} W_{21}\right)^{-1}
$$

It follows from Eq. (2.46) that

$$
\begin{aligned}
\left(A_{0,1}, A_{0,2}, \ldots, A_{0, n-1}, A_{0, n}\right) & =\left(U_{1}, U_{2}\right)\binom{\widehat{W}(1,1)}{\widehat{W}(2,1)} \\
& =\left(U_{1}+U_{2} \widehat{W}_{22} W_{21}\right)\left(I-W_{11}-W_{12} \widehat{W}_{22} W_{21}\right)^{-1}
\end{aligned}
$$

Thus, we obtain that for $n \geqslant 1$

$$
\left(A_{0,1}^{[\leqslant n]}, A_{0,2}^{[\leqslant n]}, \ldots, A_{0, n-1}^{[\leqslant n]}, A_{0, n}^{[\leqslant n]}\right)=\left(A_{0,1}, A_{0,2}, \ldots, A_{0, n-1}, A_{0, n}\right) .
$$

This completes the proof.
Let

$$
\widetilde{R}_{U}=\left(\begin{array}{ccccc}
0 & R_{1,2} & R_{1,3} & R_{1,4} & \cdots \\
& 0 & R_{2,3} & R_{2,4} & \cdots \\
& & 0 & R_{3,4} & \cdots \\
& & & 0 & \ddots \\
& & & & \ddots
\end{array}\right)
$$

and

$$
\widetilde{G}_{L}=\left(\begin{array}{ccccc}
0 & & & & \\
G_{2,1} & 0 & & & \\
G_{3,1} & G_{3,2} & 0 & & \\
G_{4,1} & G_{4,2} & G_{4,3} & 0 & \\
\vdots & \vdots & \vdots & \ddots & \ddots
\end{array}\right) .
$$

## Constructive Computation in Stochastic Models with Applications

Note that the $R$-measure $\left\{R_{i, j}, 1 \leqslant i<j\right\}$ and $G$-measure $\left\{G_{i, j}, 1 \leqslant j<i\right\}$ are given in Theorem 2.5.

The following theorem constructs useful relationships between $A_{0, j}$ and the $R$-measure, and between $B_{i, 0}$ and the $G$-measure.

Theorem 2.10 (1) The matrix $A_{0, j}$ and the $R$-measure satisfy

$$
A_{0, j}= \begin{cases}R_{0,1}, & \text { if } j=1, \\ R_{0, j}+\sum_{k=1}^{j-1} A_{0, k} R_{k, j}, & \text { if } j \geqslant 2\end{cases}
$$

or the matrix expression is

$$
\left(A_{0,1}, A_{0,2}, A_{0,3}, \ldots\right)\left(I-\tilde{R}_{U}\right)=\left(R_{0,1}, R_{0,2}, R_{0,3}, \ldots\right)
$$

(2) The matrix $B_{i, 0}$ and the $G$-measure satisfy

$$
B_{i, 0}= \begin{cases}G_{1,0}, & \text { if } i=1 \\ G_{i, 0}+\sum_{k=1}^{i-1} G_{i, k} B_{k, 0}, & \text { if } i \geqslant 2\end{cases}
$$

or the matrix expression is

$$
\left(I-\tilde{G}_{L}\right)\left(B_{1,0}^{\mathrm{T}}, B_{2,0}^{\mathrm{T}}, B_{3,0}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}=\left(G_{1,0}^{\mathrm{T}}, G_{2,0}^{\mathrm{T}}, G_{3,0}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} .
$$

Proof Let $P_{i, j}^{[\leq n]}$ be the $(i, j)$ th block-entry of the censored chain to the censored set $L_{\leqslant n}$. Then using Eq. (2.47) we obtain

$$
A_{0, n}^{[\leqslant n]}=P_{0, n}^{[\leqslant n]}+\sum_{k=1}^{n} A_{0, k}^{[\leqslant n]} P_{k, n}^{[\leqslant n]},
$$

hence

$$
A_{0, n}^{[\leqslant n]}\left[I-P_{n, n}^{[\leqslant n]}\right]=P_{0, n}^{[\leqslant n]}+\sum_{k=1}^{n-1} A_{0, k}^{[\leqslant n]} P_{k, n}^{[\leqslant n]}
$$

which leads to

$$
A_{0, n}^{[\leqslant n]}=P_{0, n}^{[\leqslant n]}\left[I-P_{n, n}^{[\leqslant n]}\right]^{-1}+\sum_{k=1}^{n-1} A_{0, k}^{[\leqslant n]} P_{k, n}^{[\leqslant n]}\left[I-P_{n, n}^{[\leqslant n]}\right]^{-1} .
$$

Note that the $R$-measure has the following expression

$$
R_{k, n}^{[\leqslant n]}=P_{k, n}^{[\leqslant n]}\left[I-P_{n, n}^{[\leqslant n]}\right]^{-1},
$$

we get

$$
A_{0, n}^{[\leq n]}=R_{0, n}^{[\leqslant n]}+\sum_{k=1}^{n-1} A_{0, k}^{[\leqslant n]} R_{k, n}^{[\leqslant n]} .
$$

Applying the censoring invariance for the $A$ - and $R$-measures, it is easy to see the desired result. This completes the proof.

The following corollary provides expressions for the $A$ - and $R$-measures in terms of the $R$ - and $G$-measures, respectively. The proof is easy by using the iterative computations.

Corollary 2.4 (1) For $k \geqslant 1$,

$$
\begin{aligned}
A_{0, k}= & R_{0, k}+\sum_{1 \leqslant i} \leqslant k-1 \\
& R_{0, i} R_{i, k}+\sum_{1 \leqslant i}\left\langle\sum_{i} \leqslant 1-k\right. \\
& R_{0, i} R_{i}, k_{2} \\
& R_{i, k}, \ldots \\
& +R_{0,1} R_{1,2} \ldots R_{k-2, k-1} R_{k-1, k} .
\end{aligned}
$$

(2) For $k \geqslant 1$,

$$
\begin{aligned}
B_{k, 0}= & G_{k, 0}+\sum_{1 \leqslant i \leqslant k} G_{k, i_{1}} G_{i_{i, 0}, 0}+\sum_{1 \leqslant i_{i}<i_{2} \leqslant k-1} G_{k, i_{1}} G_{i_{1}, k_{2}} G_{i_{2}, 0} \\
& +\ldots+G_{k, k-1} G_{k-1, k-2} \ldots G_{2,1} G_{1,0} .
\end{aligned}
$$

Now, we further provide expressions for the matrices $A_{i, 0}$ and $B_{0, j}$ for $i, j \geqslant 1$ interms of the LU-type $R$ - and $G$ - measures, respectively. To do this, we shall use the LU-type $R$ - and $G$-measures. Note that

$$
P^{[\geqslant 1]}=W+V\left(I-P_{0,0}\right)^{-1} U .
$$

Thus, we obtain

$$
\left(A_{1,0}^{\mathrm{T}}, A_{2,0}^{\mathrm{T}}, A_{3,0}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}=V\left(I-P_{0,0}\right)^{-1}
$$

and

$$
\left(B_{0,1}, B_{0,2}, B_{0,3}, \ldots\right)=\left(I-P_{0,0}\right)^{-1} U .
$$

It is easy to see that

$$
A_{i, 0}=P_{i, 0}\left(I-P_{0,0}\right)^{-1}
$$

and

$$
B_{0, j}=\left(I-P_{0,0}\right)^{-1} P_{0, j} .
$$

Using a probability argumentation, it is obvious from Theorem 2.10 that

$$
A_{i, 0}= \begin{cases}\bar{R}_{1,0}, & \text { if } i=1 \\ \bar{R}_{i, 0}+\sum_{k=1}^{i-1} \bar{R}_{i, k} A_{k, 0}, & \text { if } i \geqslant 2\end{cases}
$$

and

$$
B_{0, j}= \begin{cases}\bar{G}_{0, j}, & \text { if } j=1, \\ \bar{G}_{0, j}+\sum_{k=1}^{j-1} B_{0, k} \bar{G}_{k, j}, & \text { if } j \geqslant 2 .\end{cases}
$$

Therefore, for $k \geqslant 1$ we obtain

$$
\begin{aligned}
A_{0, k}= & \bar{R}_{k, 0}+\sum_{1 \leqslant i_{1} \leqslant k-1} \bar{R}_{k, i_{1}} \bar{R}_{i_{1}, 0}+\sum_{1 \leqslant i_{2}<i_{1} \leqslant k-1} \bar{R}_{k, i_{1}} \bar{R}_{i_{1}, i_{2}} \bar{R}_{i_{2}, 0} \\
& +\ldots+\bar{R}_{k, k-1} \bar{R}_{k-1, k-2} \ldots \bar{R}_{2,1} \bar{R}_{1,0}
\end{aligned}
$$

and

$$
\begin{aligned}
B_{0, k}= & \bar{G}_{0, k}+\sum_{1 \leqslant i_{1} \leqslant k-1} \bar{G}_{0, i_{1}} \bar{G}_{i_{1}, k}+\sum_{1 \leqslant i_{1}<i_{2} \leqslant k-1} \bar{G}_{0, i_{1}} \bar{G}_{i_{1}, i_{2}} \bar{G}_{i_{2}, k} \\
& +\ldots+\bar{G}_{0,1} \bar{G}_{1,2} \ldots \bar{G}_{k-2, k-1} \bar{G}_{k-1, k} .
\end{aligned}
$$

In what follows we express the matrices $A_{i, j}$ and $B_{i, j}$ for $i, j \geqslant 1$, and construct useful relations between $A$-measure and $R$-measure, and between $B$-measure and $G$-measure.

Let $P[i]$ be the matrix obtained by deleting the $i$ th block-row and the $i$ th block-column in the matrix $P$. Then it is easy to see that for $i \geqslant 1$,

$$
\left(A_{i, 0}, \ldots, A_{i, i-1}, A_{i, i+1}, \ldots\right)=\left(P_{i, 0}, \ldots, P_{i, i-1}, P_{i, i+1}, \ldots\right) \widehat{P[i]}
$$

and for $j \geqslant 1$,

$$
\left(B_{0, j}^{\mathrm{T}}, \ldots, B_{j-1, j}^{\mathrm{T}}, B_{j+1, j}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}=\widehat{P[i]}\left(P_{0, j}^{\mathrm{T}}, \ldots, P_{j-1, j}^{\mathrm{T}}, P_{j+1, j}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} .
$$

Let $A_{i, j}^{[\leqslant n]}$ and $B_{i, j}^{[\leqslant n]}$ for $1 \leqslant i, j \leqslant n$ be the $A$ - and $B$-measures for the censored chain $P^{[\leqslant n]}$ to the censored set $L_{\leqslant n}$, respectively; and $A_{i, j}^{[\geqslant n]}$ and $B_{i, j}^{[\geqslant n]}$ for $i, j \geqslant n$, the $A$ - and $B$-measures for the censored chain $P^{[\geqslant n]}$ to the censored set $L_{\geqslant n}$, respectively.

The following corollary provides the censoring invariance for the $A$ - and $B$-measures. The proof is easy and is omitted here.

Corollary 2.5 (1) For $n \geqslant 1$ and $1 \leqslant i, j \leqslant n$ with $i \neq j$,

$$
A_{i, j}^{[\leqslant n]}=A_{i, j}
$$

and

$$
B_{i, j}^{[\leqslant n]}=B_{i, j} .
$$

(2) For $n \geqslant 1$ and $i, j \geqslant n$ with $i \neq j$

$$
A_{i, j}^{[\nabla n]}=A_{i, j}
$$

and

$$
B_{i, j}^{[\geqslant n]}=B_{i, j} .
$$

Using a probability analysis, we obtain the following corollary which indicates useful relations between $A$-measure and $R$-measure, and between $B$-measure and $G$-measure.

Corollary 2.6 (1) If $1 \leqslant i<j$, then

$$
A_{i, j}= \begin{cases}R_{i, i+1}, & \text { if } j=i+1, \\ R_{i, j}+\sum_{k=i+1}^{j-1} A_{i, k} R_{k, j}, & \text { if } j \geqslant i+2,\end{cases}
$$

and

$$
B_{i, j}= \begin{cases}\bar{G}_{i, j}, & \text { if } j=i+1, \\ \bar{G}_{i, j}+\sum_{k=1}^{j-1} B_{i, k} \bar{G}_{k, j}, & \text { if } j \geqslant i+2 .\end{cases}
$$

(2) If $i>j \geqslant 1$, then

$$
A_{i, j}= \begin{cases}\bar{R}_{i, j}, & \text { if } j=i-1, \\ \bar{R}_{i, j}+\sum_{k=1}^{i-1} \bar{R}_{i, k} A_{k, j}, & \text { if } j \leqslant i-2,\end{cases}
$$

and

$$
B_{i, j}= \begin{cases}G_{i, j}, & \text { if } j=i-1, \\ G_{i, j}+\sum_{k=1}^{i-1} G_{i, k} B_{k, j}, & \text { if } j \leqslant i-2 .\end{cases}
$$

Now, we discuss the probability of the returning time and the expected returning number, which correspond to the matrices $B_{i, i}$ and $A_{i, i}$ for $i \geqslant 0$, respectively.

It is clear that

$$
A_{i, i}=P_{i, i}+\sum_{k \neq i} A_{i, k} P_{k, i}
$$

and

$$
\begin{aligned}
A_{i, i} & =\sum_{k<i} \bar{R}_{i, k} A_{k, i}+\sum_{k>i} A_{i, k} \bar{R}_{k, i} \\
& =\sum_{k<i} A_{i, k} R_{k, i}+\sum_{k>i} R_{i, k} A_{k, i} .
\end{aligned}
$$

Similarly, we have

$$
B_{i, i}=P_{i, i}+\sum_{k \neq i}^{\infty} P_{i, k} B_{k, i}
$$

and

$$
\begin{aligned}
B_{i, i} & =\sum_{k<i} B_{i, k} \bar{G}_{k, j}+\sum_{k>i} \bar{G}_{i, k} B_{k, i} \\
& =\sum_{k<i} G_{i, k} B_{k, i}+\sum_{k>i} B_{i, k} G_{k, i} .
\end{aligned}
$$

Lemma $2.9 \quad B_{i, 0} e=e$ for all $i \geqslant 1$ if and only if $\sum_{k=0}^{i-1} G_{i, k} e=e$ for all $i \geqslant 1$.
Proof Suppose first that $B_{i, 0} e=e$ for all $i \geqslant 1$. Note that

$$
B_{i, 0}= \begin{cases}G_{1,0}, & \text { if } i=1, \\ G_{i, 0}+\sum_{k=1}^{i-1} G_{i, k} B_{k, 0}, & \text { if } i \geqslant 2\end{cases}
$$

it is clear that $\sum_{k=0}^{i-1} G_{i-k} e=e$ for all $i \geqslant 1$.
Suppose now that $\sum_{k=0}^{i-1} G_{i-k} e=e$ for all $i \geqslant 1$. Then $B_{1,0} e=G_{1,0} e=e$,

$$
B_{2,0} e=G_{2,0} e+G_{2,1} B_{1,0} e=\left(G_{2,0}+G_{2,1}\right) e=e,
$$

by induction, we can obtain that $B_{i, 0} e=e$ for all $i \geqslant 1$. This completes the proof.
Theorem 2.11 Suppose that the Markov chain P given in Eq. (2.1) is irreducible and stochastic. $P$ is recurrent if and only if $B_{i, 0} e=e$ for all $i \geqslant 1$.

Proof Suppose first that $P$ is recurrent. Let $f_{(i, r),(j, s)}$ be the probability that the Markov chain ever makes a transition into state $(j, s)$, given that the Markov chain starts in state $(i, r)$. Then $f_{(i, r),(j, s)}=1$ for all $i, j \geqslant 0,1 \leqslant r \leqslant m_{i}$ and $1 \leqslant s \leqslant m_{j}$. Note that

$$
f_{(i, r),(0, s)}=B_{i, 0}(r, s)+\sum_{w \neq s} B_{i, 0}(r, w) f_{(0, w),(0, s)},
$$

we obtain $\sum_{k=1}^{m_{0}} B_{i, 0}(r, k)=1$, that is, $B_{i, 0} e=e$ for all $i \geqslant 1$.
Suppose now that $B_{i, 0} e=e$ for all $i \geqslant 1$. Note that

$$
P^{[0]}=P_{0,0}+\sum_{k=1}^{\infty} P_{0, k} B_{k, 0}
$$

we obtain that $P^{[0]} e=P_{0,0} e+\sum_{k=1}^{\infty} P_{0, k} B_{k, 0} e=P_{0,0} e+\sum_{k=1}^{\infty} P_{0, k} e=e$. Thus $P^{[0]}$ is stochastic.

Since $P$ is irreducible, it is clear that $P$ is recurrent. This completes the proof.
Corollary 2.7 Suppose that the Markov chain P given in Eq. (2.1) is irreducible and stochastic. $P$ is recurrent if and only if $\sum_{k=1}^{i-1} G_{i, k} e=e$ for all $i \geqslant 1$.

Corollary 2.8 Suppose that the Markov chain P given in Eq. (2.1) is irreducible and stochastic. $P$ is recurrent if and only if $B_{0,0}$ is stochastic.

Proof Suppose $P$ is recurrent. It follows from Theorem 2.11 that $B_{i, 0} e=e$ for all $i \geqslant 1$. Note that

$$
B_{0,0}=P_{0,0}+\sum_{k=1}^{\infty} P_{0, k} B_{k, 0},
$$

we obtain that

$$
B_{0,0} e=P_{0,0} e+\sum_{k=1}^{\infty} P_{0, k} B_{k, 0} e=\sum_{k=0}^{\infty} P_{0, k} e=e
$$

which indicates that $B_{0,0}$ is stochastic.
If $B_{0,0}$ is stochastic. Suppose that $P$ would be transient. Then there would exist at least $i_{0}$ such that $B_{i_{0}, 0} e \lesseqgtr e$. In this case,

$$
B_{0,0} e=P_{0,0} e+\sum_{k=1}^{\infty} P_{0, k} B_{k, 0} e \leq \sum_{k=0}^{\infty} P_{0, k} e=e .
$$

Hence $B_{0,0}$ would be strictly substochastic. This leads to a contradiction. This completes the proof.

For $i, j \geqslant 0$ with $i \neq j$, we define $M_{i, j}$ as a matrix of size $m_{i} \times m_{j}$ whose $(r, s)$ th entry is the expected number of transitions needed to enter level $j$ for the first time by hitting state $(j, s)$, given that the process starts in state $(i, r)$. For $i, j \geqslant 0$ with $i=j$, the $(r, s)$ th entry of $M_{i, i}$ is the expected number of transitions needed to return to level $i$ by hitting state $(i, s)$, given that the process starts in state $(i, r)$.

Lemma $2.10 \quad M_{0,0} e=e+\sum_{k=1}^{\infty} A_{0, k} e$.
Proof Let the $r$ th row of $A_{0, n}$ be $A_{0, n}(r)$. Then it is easy to see that

$$
\begin{aligned}
\sum_{s=1}^{m_{0}} M_{0,0}(r, s)= & 1+\sum_{n=1}^{\infty} \sum_{w=1}^{m_{n}} E[\text { number of visite to }(n, w) \\
& \text { before hitting level } \left.0 \mid X_{0}=(0, r)\right] \\
= & 1+\sum_{n=1}^{\infty} A_{0, n}(r)
\end{aligned}
$$

This completes the proof.

Lemma 2.11 If the Markov chain P given in Eq. (2.1) is irreducible and stochastic, then $P$ is positive recurrent if and only if the matrix $M_{0,0}$ is finite.

We now provide some discussion on how to relate the matrices $A_{0, j}$ for $j \geqslant 1$ to the stationary probability vector $\pi$. Note that

$$
\left(A_{0,1}, A_{0,2}, A_{0,3}, \ldots\right)\left(I-\tilde{R}_{U}\right)=\left(R_{0,1}, R_{0,2}, R_{0,3}, \ldots\right)
$$

and

$$
\left(\pi_{1}, \pi_{2}, \pi_{3}, \ldots\right)\left(I-\tilde{R}_{U}\right)=\tau x_{0}\left(R_{0,1}, R_{0,2}, R_{0,3}, \ldots\right)
$$

obtained by Theorem 2.9. Therefore, it is obvious that

$$
\pi_{k}=\tau x_{0} A_{0, k}, \quad k \geqslant 1 .
$$

Theorem 2.12 If the Markov chain P given in Eq. (2.1) is irreducible and recurrent, then $P$ is positive recurrent if and only if the vector $\mathcal{A}_{0} e=\sum_{k=1}^{\infty} A_{0, k} e$ is finite.

Proof Suppose first that $P$ is positive recurrent. It is clear that the Markov chain $P$ exists the stationary probability vector $\pi=\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$. Note that $\pi_{k}=\tau x_{0} A_{0, k}$ for $k \geqslant 1$, where $x_{0}$ is the stationary probability vector of the censored chain $P^{[0]}$ to level 0 and the constant $\tau$ makes $\sum_{k=0}^{\infty} \pi_{k} e=1$, hence we have,

$$
\tau x_{0} \sum_{k=1}^{\infty} A_{0, k} e=\sum_{k=1}^{\infty} \pi_{k} e<\sum_{k=0}^{\infty} \pi_{k} e=1 .
$$

Since $x_{0}>0$ and $e>0$, it is easy to see that $\mathcal{A}_{0} e=\sum_{k=1}^{\infty} A_{0, n} e$ is finite.
Suppose now that the vector $\mathcal{A}_{0} e=\sum_{k=1}^{\infty} A_{0, n} e$ is finite. Since the Markov chain $P$ is irreducible and recurrent, the censored chain $P^{[0]}$ to level 0 is positive recurrent with the stationary probability vector $x_{0}$. Let $\pi_{0}=c x_{0}$ and $\pi_{k}=c x_{0} A_{0, k}$ for $k \geqslant 1$. Then

$$
\sum_{k=0}^{\infty} \pi_{k} e=c x_{0}\left(e+\sum_{k=1}^{\infty} A_{0, k} e\right)<+\infty .
$$

Taking $c=\left[x_{0}\left(e+\sum_{k=1}^{\infty} A_{0, k} e\right)\right]^{-1}=\tau$, it is clear that $\left\{\pi_{k}\right\}$ is the stationar probability
vector of $P$, which leads to that $P$ is positive recurrent. This completes the proof.

### 2.6 Markov Chains with Finitely-Many Levels

In this section, we study block-structured Markov chains with finitely-many levels, and provide the $R G$-factorizations. Note that the results of this section should be regarded as a special case of the infinite-level case based on the condition that $P_{i, j}=0$ for $i \geqslant M+1$ or $j \geqslant M+1$, thus we only give a simple discussion here.

We consider an irreducible discrete-time block-structured Markov chain with finitely-many levels whose transition probability matrix is given by

$$
P=\left(\begin{array}{cccc}
P_{0,0} & P_{0,1} & \cdots & P_{0, M}  \tag{2.52}\\
P_{1,0} & P_{1,1} & \cdots & P_{1, M} \\
\vdots & \vdots & & \vdots \\
P_{M, 0} & P_{M, 1} & \cdots & P_{M, M}
\end{array}\right) \text {, }
$$

where $P_{i, i}$ is a matrix of size $m_{i} \times m_{i}$ for all $0 \leqslant i \leqslant M$, and the sizes of the other blocks are determined accordingly.

### 2.6.1 The UL-Type $\boldsymbol{R} \boldsymbol{G}$-Factorization

For $0 \leqslant i, j \leqslant k$ and $0 \leqslant k \leqslant M$, it is clear from Section 2.2 that

$$
P_{i, j}^{[\leqslant k]}=P_{i, j}+\sum_{n=k+1}^{M} P_{i, n}^{[\leqslant n]}\left\{I-P_{n, n}^{[\leqslant n]}\right\}^{-1} P_{n, j}^{[\leqslant n]} .
$$

Note that $P_{i, j}^{[\leqslant M]}=P_{i, j}$ and $P_{i, j}^{[\leq 0]}=P_{i, j}^{[0]}$.
Let

$$
\begin{gathered}
\Psi_{n}=P_{n, n}^{[\leqslant n]}, \quad 0 \leqslant n \leqslant M \\
R_{i, j}=P_{i, j}^{[\leqslant j]}\left(I-\Psi_{j}\right)^{-1}, \quad 0 \leqslant i \leqslant j \leqslant M
\end{gathered}
$$

and

$$
G_{i, j}=\left(I-\Psi_{i}\right)^{-1} P_{i, j}^{[\leqslant i]}, \quad 0 \leqslant j \leqslant i \leqslant M .
$$

Then the UL-type $R G$-factorization is given by

$$
I-P=\left(I-R_{U}\right)\left(I-\Psi_{D}\right)\left(I-G_{L}\right),
$$

where

$$
\begin{gathered}
R_{U}=\left(\begin{array}{ccccccc}
0 & R_{0,1} & R_{0,2} & R_{0,3} & \cdots & R_{0, M-1} & R_{0, M} \\
& 0 & R_{1,2} & R_{1,3} & \cdots & R_{1, M-1} & R_{1, M} \\
& & 0 & R_{2,3} & \cdots & R_{2, M-1} & R_{2, M} \\
& & & \ddots & \ddots & \vdots & \vdots \\
& & & & 0 & R_{M-2, M-1} & R_{M-2, M} \\
& & & & & 0 & R_{M-1, M} \\
& & & & & 0
\end{array}\right), \\
\Psi_{D}=\operatorname{diag}\left(\Psi_{0}, \Psi_{1}, \Psi_{2}, \Psi_{3}, \ldots, \Psi_{M-1}, \Psi_{M}\right)
\end{gathered}
$$

and

$$
G_{L}=\left(\begin{array}{ccccccc}
0 & & & & & & \\
G_{1,0} & 0 & & & & & \\
G_{2,0} & G_{2,1} & 0 & & & & \\
G_{3,0} & G_{3,1} & G_{3,2} & 0 & & & \\
G_{4,0} & G_{4,1} & G_{4,2} & G_{4,3} & 0 & & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \\
G_{M, 0} & G_{M, 1} & G_{M, 2} & G_{M, 3} & \cdots & G_{M, M-1} & 0
\end{array}\right) .
$$

### 2.6.2 The LU-Type $\boldsymbol{R} \boldsymbol{G}$-Factorization

For $k \leqslant i, j \leqslant M$ and $0 \leqslant k \leqslant M$, it is clear from Section 2.3 that

$$
P_{i, j}^{[\geqslant k+1]}=P_{i, j}+\sum_{n=0}^{k} P_{i, n}^{[\geqslant n]}\left\{I-P_{n, n}^{[\geqslant n]}\right\}^{-1} P_{n, j}^{[\geqslant n]} .
$$

Note that $P_{i, j}^{[\geqslant M]}=P_{i, j}^{[M]}$ and $P_{i, j}^{[\geqslant 0]}=P_{i, j}$.
Let

$$
\begin{gathered}
\Phi_{n}=P_{n, n}^{[\geqslant n]}, \quad 0 \leqslant n \leqslant M \\
\bar{R}_{i, j}=P_{i, j}^{[\gtrless j]}\left(I-\Phi_{j}\right)^{-1}, \quad 0 \leqslant j<i \leqslant M,
\end{gathered}
$$

and

$$
\bar{G}_{i, j}=\left(I-\Phi_{i}\right)^{-1} P_{i, j}^{[\geqslant i]}, \quad 0 \leqslant i<j \leqslant M
$$

Then the UL-type $R G$-factorization is given by

$$
I-P=\left(I-\bar{R}_{L}\right)\left(I-\Phi_{D}\right)\left(I-\bar{G}_{U}\right),
$$

where

$$
\begin{gathered}
\bar{R}_{L}=\left(\begin{array}{ccccccc}
0 & & & & & & \\
\bar{R}_{1,0} & 0 & & & & & \\
\bar{R}_{2,0} & \bar{R}_{2,1} & 0 & & & & \\
\bar{R}_{3,0} & \bar{R}_{3,1} & \bar{R}_{3,2} & 0 & & & \\
\bar{R}_{4,0} & \bar{R}_{4,1} & \bar{R}_{4,2} & \bar{R}_{4,3} & 0 & & \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \\
\bar{R}_{M, 0} & \bar{R}_{M, 1} & \bar{R}_{M, 2} & \bar{R}_{M, 3} & \ldots & \bar{R}_{M, M-1} & 0
\end{array}\right) \\
\Psi_{D}=\operatorname{diag}\left(\Phi_{0}, \Phi_{1}, \Phi_{2}, \Phi_{3}, \ldots, \Phi_{M-1}, \Phi_{M}\right)
\end{gathered}
$$

and

$$
\bar{G}_{U}=\left(\begin{array}{cccccc}
0 & \bar{G}_{0,1} & \bar{G}_{0,2} & \bar{G}_{0,3} & \ldots & \bar{G}_{0, M-1} \\
& 0 & \bar{G}_{1,2} & \bar{G}_{1,3} & \ldots & \bar{G}_{0, M} \\
& & 0 & \bar{G}_{2, M-1} & \ldots & \bar{G}_{1, M-1} \\
& & & \ddots & \ddots & \bar{G}_{2, M} \\
& & & & 0 & \bar{G}_{M-2, M-1} \\
& & & & \bar{G}_{M-2, M} \\
& & & & & 0
\end{array} \bar{G}_{M-1, M}\right) .
$$

Now, we analyze an interesting Markov chain with finitely-many levels whose transition probability matrix is given by

$$
P=\left(\begin{array}{cccccccc}
P_{0,0} & P_{0,1} & P_{0,2} & P_{0,3} & P_{0,4} & \cdots & P_{0, M-1} & P_{0, M} \\
P_{1,0} & P_{1,1} & P_{1,2} & & & & & \\
P_{2,0} & P_{2,1} & P_{2,2} & P_{2,3} & & & & \\
P_{3,0} & & P_{3,2} & P_{3,3} & P_{3,4} & & & \\
\vdots & & & \ddots & \ddots & \ddots & & \\
P_{M-2,0} & & & & P_{M-2, M-3} & P_{M-2, M-2} & P_{M-2, M-1} & \\
P_{M-1,0} & & & & & P_{M-1, M-2} & P_{M-1, M-1} & P_{M-1, M} \\
P_{M, 0} & & & & & & P_{M, M-1} & P_{M, M}
\end{array}\right) .
$$

Note the special block structure of this Markov chain, it is easy to see that using the UL-type censoring computation, we can derive a simpler expression for the UL-type $R G$-factorization. However, the LU-type $R G$-factorization can not be simplified more effectively.

It is clear that

$$
P_{M, M}^{[\leq M]}=P_{M, M} .
$$

Then
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$$
P^{[\leqslant M-1]}=\left(P_{i, j}\right)_{0 \leqslant i, j \leqslant M-1}+\left(\begin{array}{c}
P_{0, M} \\
0 \\
\vdots \\
0 \\
P_{M-1, M}
\end{array}\right)\left\{I-P_{M, M}^{[\leqslant M]\}^{-1}}\left(\begin{array}{c}
P_{M, 0}^{\mathrm{T}} \\
0^{\mathrm{T}} \\
\vdots \\
0^{\mathrm{T}} \\
P_{M, M-1}^{\mathrm{T}}
\end{array}\right)^{\mathrm{T}}\right.
$$

and for $0 \leqslant k \leqslant M-2$,

$$
P^{[\leqslant k]}=\left(P_{i, j}\right)_{0 \leqslant i, j \leqslant k}+\left(\begin{array}{c}
P_{0, k+1}^{[\leqslant k+1]} \\
0 \\
\vdots \\
0 \\
0
\end{array}\right)\left\{I-P_{k+1, k+1}^{[\leqslant k+1]}\right\}^{-1}\left(\begin{array}{c}
P_{k+1,0}^{[\leqslant k+1]} \\
0^{\mathrm{T}} \\
\vdots \\
0^{\mathrm{T}} \\
0^{\mathrm{T}}
\end{array}\right)^{\mathrm{T}} .
$$

Therefore, we can obtain the UL-type $R G$-factorization as follows:

$$
I-P=\left(I-R_{U}\right)\left(I-\Psi_{D}\right)\left(I-G_{L}\right),
$$

where

$$
\begin{gathered}
R_{U}=\left(\begin{array}{ccccccc}
0 & R_{0,1} & R_{0,2} & R_{0,3} & \ldots & R_{0, M-1} & R_{0, M} \\
& 0 & R_{1,2} & & & & \\
& & 0 & R_{2,3} & & & \\
& & & \ddots & \ddots & & \\
& & & & 0 & R_{M-2, M-1} & \\
& & & & & 0 & R_{M-1, M} \\
& \\
\Psi_{D}=\operatorname{diag}\left(\Psi_{0}, \Psi_{1}, \Psi_{2}, \Psi_{3}, \ldots, \Psi_{M-1}, \Psi_{M}\right)
\end{array}\right),
\end{gathered}
$$

and

$$
G_{L}=\left(\begin{array}{ccccccc}
0 & & & & & & \\
G_{1,0} & 0 & & & & & \\
G_{2,0} & G_{2,1} & 0 & & & & \\
G_{3,0} & & G_{3,2} & 0 & & & \\
G_{4,0} & & & G_{4,3} & 0 & & \\
\vdots & & & & \ddots & \ddots & \\
G_{M, 0} & & & & & G_{M, M-1} & 0
\end{array}\right) .
$$

Consider another interesting Markov chain whose transition probability matrix is given by

$$
P=\left(\begin{array}{cccccc}
P_{0,0} & P_{0,1} & & & & P_{0, M} \\
P_{1,0} & P_{1,1} & P_{1,2} & & & P_{1, M} \\
& P_{2,1} & P_{2,2} & P_{2,3} & & P_{2, M} \\
& & \ddots & \ddots & \ddots & \vdots \\
& & & P_{M-1, M-2} & P_{M-1, M-1} & P_{M-1, M} \\
P_{M, 1} & P_{M, 2} & \ldots & P_{M, M-2} & P_{M, M-1} & P_{M, M}
\end{array}\right),
$$

the LU-type $R G$-factorization can be simplified more effectively by using the Lu-type censoring computation.

### 2.6.3 The Stationary Probability Vector

If the block-structured Markov chain $P$ with finitely-many levels given in Eq. (1.9) is irreducible and stochastic, then it must be positive recurrent. Let $\pi=\left(\pi_{0}, \pi_{1}, \pi_{2}\right.$, $\pi_{3}, \ldots, \pi_{M}$ ) be the stationary probability vector of the Markov chain. Then using the UL-type $R G$-factorization we obtain

$$
\left\{\begin{array}{l}
\pi_{0}=\tau x_{0},  \tag{2.53}\\
\pi_{k}=\sum_{i=0}^{k-1} \pi_{i} R_{i, k}, \quad 1 \leqslant k \leqslant M,
\end{array}\right.
$$

where $x_{0}$ is the stationary probability vector of the censored Markov chain $\Psi_{0}$ to level 0 and the scalar $\tau$ is determined by $\sum_{k=0}^{M} \pi_{k} e=1$ uniquely.

In what follows we consider two special cases: Markov chains of GI/M/1 type and Markov chains of $M / G / 1$ type, and derive the matrix-product solution for the two cases.
(1) For a Markov chain of $G I / M / 1$ type with finitely-many levels, using the UL-type $R G$-factorization, the stationary probability vector is given as the matrixproduct solution

$$
\left\{\begin{array}{l}
\pi_{0}=\tau x_{0}, \\
\pi_{k}=\pi_{0} \prod_{i=1}^{k} R_{i-1, i}, \quad 1 \leqslant k \leqslant M,
\end{array}\right.
$$

where $x_{0}$ is the stationary probability vector of the censored Markov chain $\Psi_{0}$ to
level 0 and the scalar $\tau$ is determined by $\sum_{k=0}^{M} \pi_{k} e=1$ uniquely.
(2) For a Markov chain of $M / G / 1$ type with finitely-many levels, using the LU-type $R G$-factorization, the stationary probability vector is given as the matrixproduct solution

$$
\left\{\begin{array}{l}
\pi_{M}=\tau x_{M}, \\
\pi_{k}=\pi_{M} \prod_{i=M-1}^{k} \bar{R}_{i+1, i}, \quad k \geqslant 1,
\end{array}\right.
$$

where $x_{M}$ is the stationary probability vector of the censored Markov chain $\Psi_{M}$ to level $M$ and the scalar $\tau$ is determined by $\sum_{k=0}^{M} \pi_{k} e=1$ uniquely.

### 2.7 Continuous-Time Markov Chains

In this section, the censoring technique is similarly applied to deal with any irreducible continuous-time block-structured Markov chain. The UL-and LU-types $R G$-factorizations are derived by means of a similar approach to that in Sections of 2.2 and 2.3 , respectively. Based on this, we also provide a simple analysis for the stationary probability vector.

Consider an irreducible continuous-time block-structured Markov chain $\left\{x_{t}, t \geqslant 0\right\}$ whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{cccc}
D_{0,0} & D_{0,1} & D_{0,2} & \cdots  \tag{2.54}\\
D_{1,0} & D_{1,1} & D_{1,2} & \cdots \\
D_{2,0} & D_{2,0} & D_{2,2} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right),
$$

where $D_{k, k}, k \geqslant 0$, are $m_{k} \times m_{k}$ matrices and the sizes of the other block-entries can be determined accordingly. The state space $\Omega$ of this Markov chain is partitioned as $\Omega=\bigcup_{i=0}^{\infty} L_{i}$, where $L_{i}=\left\{(i, j) ; j=1,2, \ldots, m_{i}\right\}$.

For the continuous-time Markov chain $Q$, we first describe the censored Markov chain $Q^{E}$ with the censored set $E \in \Omega$, which is different from that for the discrete-time case analyzed in Sections 2.2 and 2.3.

If the successive visits of $\left\{X_{t}\right\}$ to the subset $E$ take place in the time intervals $\left[t_{0}, t_{1}\right],\left[t_{2}, t_{3}\right],\left[t_{4}, t_{5}\right], \ldots$. Note that $t_{2 k}$ is the entering time of the Markov chain to the subset $E$, while $t_{2 k+1}$ is the leaving time of the Markov chain from the subset $E$ for $k \geqslant 1$. For $n \geqslant 1$, we write

$$
\tilde{t}= \begin{cases}t, & \text { for } t \in\left[t_{0}, t_{1}\right), \\ t_{2 n-1}^{-}-\sum_{i=1}^{n-1}\left(t_{2 i}-t_{2 i-1}\right), & \text { for } t \in\left[t_{2 n-1}, t_{2 n}\right), \\ t-\sum_{i=1}^{n}\left(t_{2 i}-t_{2 i-1}\right), & \text { for } t \in\left[t_{2 n}, t_{2 n+1}\right)\end{cases}
$$

Let $X_{t}^{E}=X_{\tilde{t}}$ for $t \geqslant 0$. Then $\left\{X_{t}^{E}\right\}$ is the censored Markov chain with censoring set $E$. To study the continuous-time censored Markov chains, we partition the matrix $Q$ as

$$
Q=\left(\begin{array}{ll}
T & U \\
V & W
\end{array}\right)
$$

according to the sets $E$ and $E^{c}$. Then the infinitesimal generators of the censored chains $\left\{X_{t}^{E}\right\}$ and $\left\{X_{t}^{E^{c}}\right\}$ are respectively given by

$$
Q^{E}=T+U(-W)_{\min }^{-1} V
$$

and

$$
Q^{E^{c}}=W+V(-T)^{-1} U
$$

Since the Markov chain defined by Eq. (2.54) is irreducible, the two truncated chains with infinitesimal generators $T$ and $W$ are all transient, and hence the matrices $T$ and $W$ are all invertible. Note that the inverse of the matrix $T$ is ordinary while the invertibility of the matrix $W$ is under an infinite-dimensional meaning. Although the matrix $W$ of infinite size may have multiple inverses, we in general are interested in the maximal non-positive inverse $W_{\max }^{-1}$ of $W$, i.e., $W^{-1} \leqslant W_{\max }^{-1} \leqslant 0$ for every non-positive inverse $W^{-1}$ of $W$. Of course, $0 \leqslant$ $(-W)_{\min }^{-1} \leqslant(-W)^{-1}$ for every inverse $(-W)^{-1}$ of $-W$.

Here, we omit the detailed discussion for constructing the $R$-, $U$ - and $G$-measures, including the censoring invariance; while we directly provide the following $R G$-factorizations for the irreducible continuous-time block-structured Markov chain.

### 2.7.1 The UL-type $\boldsymbol{R} \boldsymbol{G}$-factorization

Let

$$
\begin{equation*}
Q^{[\leqslant n]}=T+U(-W)_{\min }^{-1} V . \tag{2.55}
\end{equation*}
$$

The block-entry expression of the matrix $Q^{[\leqslant n]}$ is written as
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$$
Q^{[\leqslant n]}=\left(\begin{array}{cccc}
f_{0,0}^{(n)} & f_{0,1}^{(n)} & \ldots & f_{0, n}^{(n)} \\
f_{1,0}^{(n)} & f_{1,1}^{(n)} & \ldots & f_{1, n}^{(n)} \\
\vdots & \vdots & & \vdots \\
f_{n, 0}^{(n)} & f_{n, 1}^{(n)} & \ldots & f_{n, n}^{(n)}
\end{array}\right)
$$

Lemma 2.12 For $i, j \leqslant n-1$, we have

$$
\begin{equation*}
f_{i, j}^{(n-1)}=D_{i, j}+\sum_{k=n}^{\infty} f_{i, k}^{(k)}\left[-f_{k, k}^{(k)}\right]^{-1} f_{k, j}^{(k)} . \tag{2.56}
\end{equation*}
$$

Proof Since

$$
\begin{aligned}
Q^{[\leqslant(n-1)]}= & \left(\begin{array}{cccc}
f_{0,0}^{(n)} & f_{0,1}^{(n)} & \ldots & f_{0, n-1}^{(n)} \\
f_{1,0}^{(n)} & f_{1,1}^{(n)} & \ldots & f_{1, n-1}^{(n)} \\
\vdots & \vdots & & \vdots \\
f_{n-1,0}^{(n)} & f_{n-1,1}^{(n)} & \ldots & f_{n-1, n-1}^{(n)}
\end{array}\right) \\
& +\left(\begin{array}{c}
f_{0, n}^{(n)} \\
f_{1, n}^{(n)} \\
\vdots \\
f_{n-1, n}^{(n)}
\end{array}\right)\left[-f_{n, n}^{(n)}\right]^{-1}\left(f_{n, 0}^{(n)} f_{n, 1}^{(n)} \ldots f_{n, n-1}^{(n)}\right),
\end{aligned}
$$

we obtain

$$
\begin{aligned}
f_{i, j}^{(n-1)}= & f_{i, j}^{(n)}+f_{i, n}^{(n)}\left[-f_{n, n}^{(n)}\right]^{-1} f_{n, j}^{(n)} \\
= & f_{i, j}^{(n+1)}+f_{i, n+1}^{(n+1)}\left[-f_{n+1, n+1}^{(n+1)}\right]^{-1} f_{n+1, j}^{(n+1)}+f_{i, n}^{(n)}\left[-f_{n, n}^{(n)}\right]^{-1} f_{n, j}^{(n)} \\
& \vdots \\
= & f_{i, j}^{(\infty)}+\sum_{k=n}^{\infty} f_{i, k}^{(k)}\left[-f_{k, k}^{(k)}\right]^{-1} f_{k, j}^{(k)} \\
= & D_{i, j}+\sum_{k=n}^{\infty} f_{i, k}^{(k)}\left[-f_{k, k}^{(k)}\right]^{-1} f_{k, j}^{(k)},
\end{aligned}
$$

note that $f_{i, j}^{(\infty)}=D_{i, j}$ for all $i, j \geqslant 0$. This completes the proof.
We define the $U$-measure as

$$
\begin{equation*}
U_{n}=f_{n, n}^{(n)}, \quad n \geqslant 0, \tag{2.57}
\end{equation*}
$$

the $R$-measure as

$$
R_{i, j}=f_{i, j}^{(j)}\left[-f_{j, j}^{(j)}\right]^{-1}, \quad 0 \leqslant i<j,
$$

and the $G$-measure as

$$
G_{i, j}=\left[-f_{i, i}^{(i)}\right]^{-1} f_{i, j}^{(i)}, \quad 0 \leqslant j<i .
$$

It is obvious that

$$
\begin{equation*}
R_{i, j}=f_{i, j}^{(j)}\left(-U_{j}\right)^{-1}, \quad 0 \leqslant i<j, \tag{2.58}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{i, j}=\left(-U_{i}\right)^{-1} f_{i, j}^{(i)}, \quad 0 \leqslant j<i . \tag{2.59}
\end{equation*}
$$

The following theorem provides the Wiener-Hopf equations for the UL-type $R$-, $U$ - and $G$-measures.

Theorem 2.13 The $R$-, $U$ - and $G$-measures defined above satisfy the following Wiener-Hopf equations:

$$
\begin{array}{ll}
R_{i, j}\left(-U_{j}\right)=D_{i, j}+\sum_{k=j}^{\infty} R_{i, k}\left(-U_{k}\right) G_{k, j}, & 0 \leqslant i<j, \\
\left(-U_{i}\right) G_{i, j}=D_{i, j}+\sum_{k=i}^{\infty} R_{i, k}\left(-U_{k}\right) G_{k, j}, & 0 \leqslant j<i, \tag{2.61}
\end{array}
$$

and

$$
\begin{equation*}
U_{n}=D_{n, n}+\sum_{k=n}^{\infty} R_{n, k}\left(-U_{k}\right) G_{k, n}, \quad n \geqslant 0 . \tag{2.62}
\end{equation*}
$$

Proof We only prove Eq. (2.60), while Eq. (2.61) and Eq. (2.62) can be proved similarly. It follows from Eq. (2.58) that

$$
\begin{equation*}
R_{i, j}\left(-U_{j}\right)=f_{i, j}^{(j)} . \tag{2.63}
\end{equation*}
$$

By Lemma 2.12, we have

$$
\begin{align*}
f_{i, j}^{(j)} & =D_{i, j}+\sum_{k=j}^{\infty} f_{i, k}^{(k)}\left[-f_{k, k}^{(k)}\right]^{-1} f_{k, j}^{(k)} \\
& =D_{i, j}+\sum_{k=0}^{j-1} R_{i, k}\left(-U_{k}\right) G_{k, j}, \tag{2.64}
\end{align*}
$$

which, together with Eq. (2.63), leads to the stated result.
By the Wiener-Hopf equations Eq. (2.60), Eq. (2.61) and Eq. (2.62), we construct the UL-type $R G$-factorization in the following theorem. The proof is clear and is omitted here.
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Theorem 2.14 The infinitesimal generator $Q$ defined in Eq. (2.54) can be factorized as follows,

$$
Q=\left(I-R_{U}\right) U_{D}\left(I-G_{U}\right)
$$

where

$$
\begin{aligned}
& R_{U}=\left(\begin{array}{ccccc}
0 & R_{0,1} & R_{0,2} & R_{0,3} & \ldots \\
& 0 & R_{1,2} & R_{1,3} & \ldots \\
& & 0 & R_{2,3} & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right), \\
& U_{D}=\operatorname{diag}\left(U_{0}, U_{1}, U_{2}, U_{3}, \ldots\right)
\end{aligned}
$$

and

$$
G_{L}=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1,0} & 0 & & & \\
G_{2,0} & G_{2,1} & 0 & & \\
G_{3,0} & G_{3,1} & G_{3,2} & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

We consider an irreducible continuous-time block-structured Markov chain with finitely-many levels whose transition probability matrix is given by

$$
Q=\left(\begin{array}{cccc}
D_{0,0} & D_{0,1} & \ldots & D_{0, M} \\
D_{1,0} & D_{1,1} & \ldots & D_{1, M} \\
\vdots & \vdots & & \vdots \\
D_{M, 0} & D_{M, 1} & \ldots & D_{M, M}
\end{array}\right),
$$

For $0 \leqslant i, j \leqslant k$ and $0 \leqslant k \leqslant M$, it is clear from Section 2.4 that

$$
D_{i, j}^{[\leqslant k]}=D_{i, j}+\sum_{n=k+1}^{M} D_{i, n}^{[\leqslant n]}\left\{-D_{n, n}^{[\leqslant n]}\right\}^{-1} D_{n, j}^{[\leqslant n]} .
$$

Note that $D_{i, j}^{[\leqslant M]}=D_{i, j}$ and $D_{i, j}^{[\leqslant 0]}=D_{i, j}^{[0]}$.
Let

$$
\begin{gathered}
U_{n}=D_{n, n}^{[\leqslant n]}, \quad 0 \leqslant n \leqslant M, \\
R_{i, j}=D_{i, j}^{[\leqslant j]}\left(-U_{j}\right)^{-1}, \quad 0 \leqslant i<j \leqslant M,
\end{gathered}
$$

and

$$
G_{i, j}=\left(-U_{i}\right)^{-1} D_{i, j}^{[\leqslant i]}, \quad 0 \leqslant j<i \leqslant M .
$$

Then the UL-type $R G$-factorization is given by

$$
Q=\left(I-R_{U}\right) U_{D}\left(I-G_{L}\right),
$$

where

$$
\begin{gathered}
R_{U}=\left(\begin{array}{ccccccc}
0 & R_{0,1} & R_{0,2} & R_{0,3} & \ldots & R_{0, M-1} & R_{0, M} \\
& 0 & R_{1,2} & R_{1,3} & \ldots & R_{1, M-1} & R_{1, M} \\
& & 0 & R_{2,3} & \ldots & R_{2, M-1} & R_{2, M} \\
& & & \ddots & \ddots & \vdots & \vdots \\
& & & & 0 & R_{M-2, M-1} & R_{M-2, M} \\
& & & & 0 & R_{M-1, M} \\
\\
U_{D}=\left(U_{0}, U_{1}, U_{2}, U_{3}, \ldots, U_{M-1}, U_{M}\right)
\end{array}\right),
\end{gathered}
$$

and

$$
G_{L}=\left(\begin{array}{ccccccc}
0 & & & & & & \\
G_{1,0} & 0 & & & & & \\
G_{2,0} & G_{2,1} & 0 & & & & \\
G_{3,0} & G_{3,1} & G_{3,2} & 0 & & & \\
G_{4,0} & G_{4,1} & G_{4,2} & G_{4,3} & 0 & & \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \\
G_{M, 0} & G_{M, 1} & G_{M, 2} & G_{M, 3} & \ldots & G_{M, M-1} & 0
\end{array}\right) .
$$

### 2.7.2 The LU-Type $\boldsymbol{R G}$-Factorization

Let

$$
\begin{equation*}
Q^{[\nabla n]}=W+V(-T)^{-1} U . \tag{2.65}
\end{equation*}
$$

The block-entry expression of the matrix $Q^{\left[\sum n\right]}$ is written as

$$
Q^{[\nabla n]}=\left(\begin{array}{cccc}
h_{n, n}^{(n)} & h_{n, n+1}^{(n)} & h_{n, n+2}^{(n)} & \cdots \\
h_{n+1, n}^{(n)} & h_{n+1, n+1}^{(n)} & h_{n+1, n+2}^{(n)} & \cdots \\
h_{n+2, n}^{(n)} & h_{n+2, n+1}^{(n)} & h_{n+2, n+2}^{(n)} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right) .
$$
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Since

$$
\begin{aligned}
Q^{[\geqslant(n+1)]}= & \left(\begin{array}{cccc}
h_{n+1, n+1}^{(n)} & h_{n+1, n+2}^{(n)} & h_{n+1, n+3}^{(n)} & \cdots \\
h_{n+2, n+1}^{(n)} & h_{n+2, n+2}^{(n)} & h_{n+2, n+3}^{(n)} & \cdots \\
h_{n+3, n+1}^{(n)} & h_{n+3, n+2}^{(n)} & h_{n+3, n+3}^{(n)} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right) \\
& +\left(\begin{array}{c}
h_{n+1, n}^{(n)} \\
h_{n+2, n}^{(n)} \\
h_{n+3, n}^{(n)} \\
\vdots
\end{array}\right)\left[\begin{array}{llll}
-h_{n, n}^{(n)}
\end{array}\right]^{-1}\left(\begin{array}{llll}
h_{n, n+1}^{(n)} & h_{n, n+2}^{(n)} & h_{n, n+3}^{(n)} & \cdots
\end{array}\right),
\end{aligned}
$$

we obtain

$$
\begin{aligned}
h_{i, j}^{(n+1)}= & h_{i, j}^{(n)}+h_{i, n}^{(n)}\left[-h_{n, n}^{(n)}\right]^{-1} h_{n, j}^{(n)} \\
= & h_{i, j}^{(n-1)}+h_{i, n-1}^{(n-1)}\left[-h_{n-1, n-1}^{(n-1)}\right]^{-1} h_{n-1, j}^{(n-1)}+h_{i, n}^{(n)}\left[-h_{n, n}^{(n)}\right]^{-1} h_{n, j}^{(n)} \\
& \vdots \\
= & h_{i, j}^{(0)}+\sum_{k=0}^{n} h_{i, k}^{(k)}\left[-h_{k, k}^{(k)}\right]^{-1} h_{k, j}^{(k)},
\end{aligned}
$$

note that $h_{i, j}^{(0)}=D_{i, j}$ for all $i, j \geqslant 0$. Therefore, for $i, j \geqslant n+1$ we have

$$
\begin{equation*}
h_{i, j}^{(n+1)}=D_{i, j}+\sum_{k=0}^{n} h_{i, k}^{(k)}\left[-h_{k, k}^{(k)}\right]^{-1} h_{k, j}^{(k)} . \tag{2.66}
\end{equation*}
$$

We define the $U$-measure as

$$
\begin{equation*}
\bar{U}_{n}=h_{n, n}^{(n)}, \quad n \geqslant 0, \tag{2.67}
\end{equation*}
$$

the $R$-measure as

$$
\bar{R}_{i, j}=h_{i, j}^{(j)}\left[-h_{j, j}^{(j)}\right]^{-1}, \quad 0 \leqslant j<i,
$$

and the $G$-measure as

$$
\bar{G}_{i, j}=\left[-h_{i, i}^{(i)}\right]^{-1} h_{i, j}^{(i)}, \quad 0 \leqslant i<j .
$$

It is obvious that

$$
\begin{equation*}
\bar{R}_{i, j}=h_{i, j}^{(j)}\left(-\bar{U}_{j}\right)^{-1}, \quad 0 \leqslant j<i, \tag{2.68}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{G}_{i, j}=\left(-\bar{U}_{i}\right)^{-1} h_{i, j}^{(i)}, \quad 0 \leqslant i<j . \tag{2.69}
\end{equation*}
$$

The following theorem provides the Wiener-Hopf equations for the LU-type $R$-, $U$-and $G$-measures.

Theorem 2.15 The $R$-, $U$ - and $G$-measures defined above satisfy the following Wiener-Hopf equations,

$$
\begin{array}{ll}
\bar{R}_{i, j}\left(-\bar{U}_{j}\right)=D_{i, j}+\sum_{k=0}^{j-1} \bar{R}_{i, k}\left(-\bar{U}_{k}\right) \bar{G}_{k, j}, & 0 \leqslant j<i, \\
\left(-\bar{U}_{i}\right) \bar{G}_{i, j}=D_{i, j}+\sum_{k=0}^{i-1} \bar{R}_{i, k}\left(-\bar{U}_{k}\right) \bar{G}_{k, j}, & 0 \leqslant i<j, \tag{2.71}
\end{array}
$$

and

$$
\begin{equation*}
\bar{U}_{n}=D_{n, n}+\sum_{k=0}^{n-1} \bar{R}_{n, k}\left(-\bar{U}_{k}\right) \bar{G}_{k, n}, \quad n \geqslant 0 . \tag{2.72}
\end{equation*}
$$

Proof We only prove Eq. (2.70), while Eq. (2.71) and Eq. (2.72) can be proved similarly. It follows from Eq. (2.68) that

$$
\begin{equation*}
\bar{R}_{i, j}\left(-\bar{U}_{j}\right)=h_{i, j}^{(j)} . \tag{2.73}
\end{equation*}
$$

We obtain

$$
\begin{equation*}
h_{i, j}^{(j)}=D_{i, j}+\sum_{k=0}^{j-1} h_{i, k}^{(k)}\left[-h_{k, k}^{(k)}\right]^{-1} h_{k, j}^{(k)} . \tag{2.74}
\end{equation*}
$$

From Eq. (2.68), Eq. (2.69) and Eq. (2.74) we obtain

$$
h_{i, j}^{(j)}=D_{i, j}+\sum_{k=0}^{j-1} \bar{R}_{i, k}\left(-\bar{U}_{k}\right) \bar{G}_{k, j},
$$

which, together with Eq. (2.73), leads to the stated result.
By the Wiener-Hopf equations Eq. (2.70), Eq. (2.71) and Eq. (2.72), the following theorem constructs the LU-type $R G$-factorization. The proof is obvious and is omitted here.

Theorem 2.16 The infinitesimal generator $Q$ defined in Eq. (2.54) can be factorized as follows,

$$
\begin{equation*}
Q=\left(I-\bar{R}_{L}\right) \bar{U}_{D}\left(I-\bar{G}_{U}\right), \tag{2.75}
\end{equation*}
$$

where
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$$
\begin{aligned}
& \bar{R}_{L}=\left(\begin{array}{cccccc}
0 & & & & \\
\bar{R}_{1,0} & 0 & & & \\
\bar{R}_{2,0} & \bar{R}_{2,1} & 0 & & \\
\bar{R}_{3,0} & \bar{R}_{3,1} & \bar{R}_{3,2} & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right), \\
& \bar{U}_{D}=\operatorname{diag}\left(\bar{U}_{0}, \bar{U}_{1}, \bar{U}_{2}, \bar{U}_{3}, \ldots\right)
\end{aligned}
$$

and

$$
\bar{G}_{U}=\left(\begin{array}{ccccc}
0 & \bar{G}_{0,1} & \bar{G}_{0,2} & \bar{G}_{0,3} & \ldots \\
& 0 & \bar{G}_{1,2} & \bar{G}_{1,3} & \cdots \\
& & 0 & \bar{G}_{2,3} & \cdots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right) .
$$

We consider an irreducible continuous-time block-structured Markov chain with finitely-many levels whose transition probability matrix is given by

$$
Q=\left(\begin{array}{cccc}
D_{0,0} & D_{0,1} & \ldots & D_{0, M} \\
D_{1,0} & D_{1,1} & \ldots & D_{1, M} \\
\vdots & \vdots & & \vdots \\
D_{M, 0} & D_{M, 1} & \ldots & D_{M, M}
\end{array}\right)
$$

For $k \leqslant i, j \leqslant M$ and $0 \leqslant k \leqslant M$, it is clear from Section 2.3 that

$$
D_{i, j}^{[\gtrless k+1]}=D_{i, j}+\sum_{n=0}^{k} D_{i, n}^{[\gtrless n]}\left\{-D_{n, n}^{[\gtrless n]}\right\}^{-1} D_{n, j}^{[\gtrless n]} .
$$

Note that $D_{i, j}^{[\geqslant M]}=D_{i, j}^{[M]}$ and $D_{i, j}^{[\geqslant 0]}=D_{i, j}$.
Let

$$
\begin{gathered}
\bar{U}_{n}=D_{n, n}^{[\gtrless n]}, \quad 0 \leqslant n \leqslant M, \\
\bar{R}_{i, j}=D_{i, j}^{[\geqslant j]}\left(-\bar{U}_{j}\right)^{-1}, \quad 0 \leqslant j<i \leqslant M,
\end{gathered}
$$

and

$$
\bar{G}_{i, j}=\left(-\bar{U}_{i}\right)^{-1} D_{i, j}^{[\gtrless i]}, \quad 0 \leqslant i<j \leqslant M .
$$

Then the UL-type $R G$-factorization is given by

$$
Q=\left(I-\bar{R}_{L}\right) \bar{U}_{D}\left(I-\bar{G}_{U}\right),
$$

where

$$
\begin{gathered}
\bar{R}_{L}=\left(\begin{array}{ccccccc}
0 & & & & & & \\
\bar{R}_{1,0} & 0 & & & & & \\
\bar{R}_{2,0} & \bar{R}_{2,1} & 0 & & & & \\
\bar{R}_{3,0} & \bar{R}_{3,1} & \bar{R}_{3,2} & 0 & & & \\
\bar{R}_{4,0} & \bar{R}_{4,1} & \bar{R}_{4,2} & \bar{R}_{4,3} & 0 & & \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \\
\bar{R}_{M, 0} & \bar{R}_{M, 1} & \bar{R}_{M, 2} & \bar{R}_{M, 3} & \ldots & \bar{R}_{M, M-1} & 0
\end{array}\right), \\
\bar{U}_{D}=\left(\bar{U}_{0}, \bar{U}_{1}, \bar{U}_{2}, \bar{U}_{3}, \ldots, \bar{U}_{M-1}, \bar{U}_{M}\right)
\end{gathered}
$$

and

$$
\bar{G}_{U}=\left(\begin{array}{cccccc}
0 & \bar{G}_{0,1} & \bar{G}_{0,2} & \bar{G}_{0,3} & \ldots & \bar{G}_{0, M-1} \\
& 0 & \bar{G}_{1,2} & \bar{G}_{1,3} & \ldots & \bar{G}_{0, M} \\
& & 0 & \bar{G}_{2,3} & \ldots & \bar{G}_{2, M-1} \\
& & & \ddots & \ddots & \bar{G}_{1, M} \\
& & & & 0 & \bar{G}_{M-, M} \\
& & & & & 0 \\
& & & & & \\
& & \bar{G}_{M-2, M} \\
\bar{G}_{M-1, M}
\end{array}\right) .
$$

### 2.7.3 The Stationary Probability Vector

Let $\pi=\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$ be the stationary probability vector of the continuous-time Markov chain $Q$. Then $\pi Q=0$ and $\pi e=1$. Thus we have

$$
\pi Q=\pi\left(I-R_{U}\right) U_{D}\left(I-G_{L}\right) .
$$

We write $x=\left(x_{0}, x_{1}, x_{2}, \ldots\right)$ and

$$
x=\pi\left(I-R_{U}\right) .
$$

Then

$$
x U_{D}\left(I-G_{L}\right)=0 .
$$

Let $\left(\tau x_{0}, 0,0, \ldots\right)$ be a non-zero nonnegative solution to the equation $x U_{D}\left(I-G_{L}\right)=0$, where $x_{0}$ is the stationary probability vector of the censored Markov chain $U_{0}$ to level 0 . Then $\pi\left(I-R_{U}\right)=\left(\tau x_{0}, 0,0, \ldots\right)$, where $\tau$ is a constant. Therefore, the stationary probability vector of the continuous-time block-structured Markov chain is given by

$$
\left\{\begin{array}{l}
\pi_{0}=\tau x_{0}, \\
\pi_{k}=\sum_{i=0}^{k-1} \pi_{i} R_{i, k}, \quad k \geqslant 1,
\end{array}\right.
$$

where the scalar $\tau$ is uniquely determined by $\sum_{k=0}^{\infty} \pi_{k} e=1$.
For a Markov chain $Q$ of $G I / M / 1$ type, the stationary probability vector is given by

$$
\left\{\begin{array}{l}
\pi_{0}=\tau x_{0}, \\
\pi_{k}=\pi_{0} \prod_{i=1}^{k} R_{i-1, i}, \quad k \geqslant 1,
\end{array}\right.
$$

where $x_{0}$ is the stationary probability vector of the censored Markov chain $U_{0}$ to level 0 and the scalar $\tau$ is determined by $\sum_{k=0}^{M} \pi_{k} e=1$ uniquely.

For a Markov chain $Q$ of $G I / M / 1$ type with finitely-many levels, using the UL-type $R G$-factorization, the stationary probability vector is given by

$$
\left\{\begin{array}{l}
\pi_{0}=\tau x_{0} \\
\pi_{k}=\pi_{0} \prod_{i=1}^{k} R_{i-1, i}, \quad 1 \leqslant k \leqslant M
\end{array}\right.
$$

where $x_{0}$ is the stationary probability vector of the censored Markov chain $U_{0}$ to level 0 and the scalar $\tau$ is determined by $\sum_{k=0}^{M} \pi_{k} e=1$ uniquely.

For a Markov chain of $M / G / 1$ type with finitely-many levels, the stationary probability vector of is given by

$$
\left\{\begin{array}{l}
\pi_{M}=\tau x_{M} \\
\pi_{k}=\pi_{M} \prod_{i=M-1}^{k} \bar{R}_{i+1, i}, \quad k \geqslant 1,
\end{array}\right.
$$

where $x_{M}$ is the stationary probability vector of the censored Markov chain $U_{M}$ to level $M$ and the scalar $\tau$ is determined by $\sum_{k=0}^{M} \pi_{k} e=1$ uniquely.

### 2.8 Notes in the Literature

The censored Markov chain, also called watched Markov chain, was first considered by Lévy [15-17]. Since then, the censored Markov chains have been very useful
in the study of Markov chains. Kemeny, Snell and Knapp [11] applied the censoring technique to show that each recurrent Markov chain has a positive regular measure unique to multiplication by a scalar. Freedman [4] used the censoring technique to approximate countable Markov chains for the limiting behavior and also for more general issues.

The censoring technique has been successfully applied to block-structured Markov chains and Markov renewal processes. Examples include Grassmann and Heyman [5], Latouche [13], Heyman [8], Zhao and Liu [29], Zhao, Li and Braun [31, 32], Zhao, Li and Alfa [30], Latouche and Ramaswami [14], Zhao [28], Dudin and Klimenok [2], Li and Zhao [21-25], Li and Cao [18], Li and Liu [19], Klimenok and Dudin [12] and Dudin, Kim and Klimenok [3].

It is well known now how significant the matrices $R$ and $G$ are in the study of Markov chains of $G I / M / 1$ type and Markov chains of $M / G / 1$ type, respectively. Readers may refer to Neuts [26, 27], Latouche and Ramaswami [14] and Bini, Latouche and Meini [1] for more details. Grassmann and Heyman [5] first extended the two matrices $R$ and $G$ to the $R$ - and $G$-measures $\left\{R_{k}\right\}$ and $\left\{G_{k}\right\}$ for Markov chains of $G I / G / 1$ type in which $R_{k}=R_{n-k, n}$ and $G_{k}=G_{n, n-k}$ for $1 \leqslant k<n$. The $A$-measure was first introduced in Karlin and Taylor [9, 10]. After then, Zhao, Li and Braun [31, 32] and Zhao, Li and Alfa [30] provided a detailed analysis on the $A$ - and $B$-measures.

In the study of Markov chains and stochastic models, we always encounter some systems of linear equations which may be either finitely or infinitely dimensional. Gaussian elimination is very useful in solving the systems of linear equations. Grassmann and Heyman [5] provided a detailed interpretation on Gaussian elimination by means of the censored technique, and they used Gaussian elimination to derive the Wiener-Hopf equations, which is a key for analyzing Markov chains of $G I / G / 1$ type. Li and Zhao [21, 23] and Li and Liu [19] indicated that the Wiener-Hopf equations can lead to the $R G$-factorizations for any irreducible Markov chain. As indicated in Li and Cao [18], the $R G$-factorizations can be applied in dealing with the matrix equations $x(I-P)=b$ or $(I-P) x=b$ for discrete-time Markov chains and $x Q=b$ or $Q x=b$ for continuous-time Markov chains. Therefore, the $R G$-factorizations have established a new theoretic and algorithmic framework in the study of Markov chains and stochastic models for solving systems of linear equations. An important applied example is Li and Zhao [20, 22] for discussing quasi-stationary distributions of Markov chains of GI/M/1 type and Markov chains of $M / G / 1$ type, respectively; while more general examples will be discussed in Chapter 9 of this book.

Grassmann [6] established a UL-type two-matrix factorization for the matrix $I-P$, where $P$ is an irreducible transition probability matrix of finite size. Grassmann and Heyman [7] gave the same factorization for an irreducible Markov chain of GI/G/1 type, while Heyman [8] extended the result to an irreducible and positive recurrent Markov chain with infinitely-many states. Based on the Wiener-Hopf equations for the transition probability matrix of GI/G/1 type, Zhao [28] obtained
a UL-type $R G$-factorization for the matrix $I-P$ for the first time. For a leveldependent QBD process, Li and Cao [18] first provided two types: UL- and LU-types of $R G$-factorizations. Li and Zhao [21, 23] generalized the UL-type $R G$-factorization to an irreducible block-structured Markov renewal process with infinitely-many states, which can immediately lead to the UL-type $R G$-factorization for any irreducible block-structured Markov chain. Li and Liu [19] constructed the LU-type $R G$-factorization for any irreducible block-structured Markov chain, which is parallel to but different from that of Li and Zhao [21]. It is worthwhile to note that the UL-type $R G$-factorization is very useful for computing the stationary probability vector and more generally, analyzing the stationary performance measures; while the LU-type $R G$-factorization is a key for calculating the transient performance measures such as the first passage time and the sojourn time, as illustrated in Chapters 6 to 11 of this book.

In this chapter, we mainly refer to Zhao [28], Zhao, Li and Braun [31, 32], Li and Zhao [21, 23], Li and Cao [18] and Li and Liu [19]. At the same time, we also add some new results without publication for a more systemical organization of this chapter.

## Problems

2.1 Provide a unified definition for the censored Markov chains of an irreducible Markov chain which may be either discrete-time or continuous-time.
2.2 For the Markov chain $P$ and two state subsets $E_{1}$ and $E_{2}$ with $E_{1} \subset E_{2}$, prove that $\left(P^{E_{2}}\right)^{E_{1}}=P^{E_{1}}$.
2.3 Let $\Omega$ be the state space of the Markov chain $P$. Prove that $P$ is irreducible if and only if $P^{E}$ is irreducible for each subset $E \in \Omega$.
2.4 Note that $R_{i, j}=\sum_{k=1}^{\infty} R_{i, j}(k)$ and $G_{i, j}=\sum_{k=1}^{\infty} G_{i, j}(k)$ given in Section 2.2, please explain the reason why the two matrices $R_{i, j}$ and $G_{i, j}$ have different probabilistic meaning.
2.5 Prove the censoring invariant property:
(1) $R_{i, j}^{[\leqslant n]}=R_{i, j}$ for $0 \leqslant i<j \leqslant n$.
(2) $R_{i, j}^{[>n]}=R_{i, j}$ for $n+1 \leqslant j<i$.
(3) $A_{i, j}^{[\leqslant n]}=A_{i, j}$ for $0 \leqslant i, j \leqslant n$.
(4) $A_{i, j}^{[\gtrless n]}=A_{i, j}$ for $i, j \geqslant n+1$.
2.6 For a Markov chain of $M / G / 1$ type, prove that for $k \geqslant 1$ and $j \geqslant 2$,

$$
\widehat{W}_{j, 1}^{(k)}=G_{k+j} G_{k+j-1} \ldots G_{k+1} \widehat{W}_{1,1}^{(k)} .
$$

### 2.7 Let

$$
A=\left(\begin{array}{cccccc}
0 & C_{1} & & & & \\
& 0 & C_{2} & & \\
& & 0 & C_{3} & \\
& & & & 0 & \ddots \\
& & & & & \ddots
\end{array}\right)
$$

and

$$
B=\left(\begin{array}{cccccc}
0 & & & & \\
C_{1} & 0 & & & \\
& C_{2} & 0 & & \\
& & C_{3} & 0 & \\
& & & \ddots & \ddots
\end{array}\right) .
$$

Please compute the inverses of the two matrices $I-A$ and $I-B$.
2.8 If an irreducible discrete-time Markov chain whose transition probability matrix is given by

$$
P=\left(\begin{array}{ccccc}
P_{0,0} & P_{0,1} & & & \\
P_{1,0} & P_{1,1} & P_{1,2} & & \\
P_{2,0} & & P_{2,2} & P_{2,3} & \\
\vdots & & & \ddots & \ddots
\end{array}\right),
$$

please derive the UL- and LU-types of $R G$-factorizations of the matrix $I-P$.
2.9 For an irreducible level-independent Markov chain of GI/M/1 type, derive the UL- and LU-types of $R G$-factorizations.
2.10 For an irreducible level-independent Markov chain of $M / G / 1$ type, derive the UL- and LU-types of $R G$-factorizations.
2.11 If an irreducible discrete-time Markov chain whose transition probability matrix is given by

$$
P=\left(\begin{array}{ccccc}
P_{0,0} & P_{0,1} & P_{0,2} & P_{0,3} & \cdots \\
P_{1,0} & P_{1,1} & & & \\
P_{2,0} & & P_{2,2} & & \\
P_{3,0} & & & P_{3,3} & \\
\vdots & & & & \ddots
\end{array}\right),
$$

please derive the UL- and LU-types of $R G$-factorizations of the matrix $I-P$.

## Constructive Computation in Stochastic Models with Applications

2.12 Let

$$
A=\left(\begin{array}{ccccc}
0 & & & & \\
C_{1} & 0 & & & \\
& C_{2} & 0 & & \\
& & C_{3} & 0 & \\
& & & \ddots & \ddots
\end{array}\right)
$$

and $C_{i}$ is nonzero matrix of size $m$ for $i \geqslant 1$. Please provide a nonzero solution to the matrix equation $x(I-A)=0$.
2.13 For a $P H / M / 1$ queue, apply the UL-type $R G$-factorization to compute the queue length distribution at time $t>0$ and the probability distribution of the busy period.
2.14 In Theorem 2.10, please compute

$$
\left(R_{0,1}, R_{0,2}, R_{0,3}, \ldots\right)\left(I-\widetilde{R_{U}}\right)^{-1}
$$

2.15 Give some concrete examples and indicate useful difference between $\sum_{k=1}^{\infty} A_{0, k}$ and $\sum_{k=1}^{\infty} B_{k, 0}$.
2.16 For a QBD process whose transition probability matrix is given by

$$
P=\left(\begin{array}{ccccc}
B_{1} & B_{0} & & & \\
B_{2} & A_{1} & A_{0} & & \\
& A_{2} & A_{1} & A_{0} & \\
& & \ddots & \ddots & \ddots
\end{array}\right),
$$

compute $A_{i, i}$ and $B_{i, i}$ for $i \geqslant 0$.
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#### Abstract

In this chapter, we simplify the $R$-, $U$ - and $G$-measures and the $R G$-factorizations for Markov chains of $G I / G / 1$ type. Also, we derive a new $R G$-factorization for the repeated blocks and the four basic inequalities for the boundary blocks, which are useful in spectral analysis of Markov chains of $G I / G / 1$ type. We analyze the dual Markov chain of any irreducible blockstructured Markov chain, and specifically discuss the dual chain of a Markov chain of $G I / G / 1$ type. Furthermore, we simplify the $A$ - and $B$-measures for Markov chains of $G I / G / 1$ type, and also express the $A$ - and $B$-measures by means of the $R$ - and $G$-measures, respectively. Based on the $A$ - and $B$-measures, we provide spectral analysis for the $R$ - and $G$-measures, and provide conditions for the state classification of Markov chains of $G I / G / 1$ type.
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In this chapter, we simplify the $R-, U$ - and $G$-measures and the $R G$-factorizations given in Chapter 2, for Markov chains of GI/G/1 type. Two important examples: Markov chains of $G I / M / 1$ type and Markov chains of $M / G / 1$ type (e.g., see Neuts $[13,14]$ ), are given a detailed analysis under the $R G$-factorization framework. Also, we derive a new $R G$-factorization for the repeated blocks and the four basic inequalities for the boundary blocks, which are useful in spectral analysis of Markov chains of $G I / G / 1$ type. We analyze the dual chain of a block-structured Markov chain, and provide a detailed discussion for the dual chain of a Markov chain of $G I / G / 1$ type. Furthermore, we simplify the $A$ - and $B$-measures for Markov chains of $G I / G / 1$ type, and also express the $A$ - and $B$-measures by means of the $R$ - and $G$-measures, respectively. Based on the $A$ - and $B$-measures, we provide spectral analysis for the $R$ - and $G$-measures, and provide conditions for the state classification of Markov chains of GI/G/1 type.

This chapter is organized as follows. Section 3.1 simplifies the UL- and LU-types of $R G$-factorizations, and derives a new $R G$-factorization for the repeated blocks and the four inequalities for the boundary blocks. Section 3.2 introduces the dual Markov chains, which are used to derive dual measures for the $R$ - and $G$-measures. Section 3.3 simplifies expressions for the $A$ - and $B$-measures by means of the $R$ and $G$-measures. Section 3.4 gives spectral analysis for the $R$ - and $G$-measures, which lead to conditions for the state classification. Section 3.5 studies the minimal positive solution to the matrix generating function equations $\operatorname{det}\left(I-R^{*}(z)\right)=0$ and $\operatorname{det}\left(I-G^{*}(z)\right)=0$. On a similar line, Section 3.6 provides a simple introduction to continuous-time Markov chains of $G I / G / 1$ type, which are necessary for analyzing practical systems in many applied areas. Finally, Section 3.7 provides some notes for the references related to the results of this chapter.

### 3.1 Markov Chains of GI/G/1 Type

This section considers Markov chains of $G I / G / 1$ type, simplifies the $R$ - and $G$-measures and the $R G$-factorizations given in Chapter 2, and derives a new $R G$-factorization for the repeated blocks and the four inequalities for the boundary blocks.

Consider a Markov chain of $G I / G / 1$ type whose transition probability matrix is given by

$$
P=\left(\begin{array}{ccccc}
D_{0} & D_{1} & D_{2} & D_{3} & \cdots  \tag{3.1}\\
D_{-1} & A_{0} & A_{1} & A_{2} & \cdots \\
D_{-2} & A_{-1} & A_{0} & A_{1} & \cdots \\
D_{-3} & A_{-2} & A_{-1} & A_{0} & \cdots \\
\vdots & \vdots & \vdots & \vdots &
\end{array}\right),
$$

where the sizes of the matrices $D_{0}, D_{i}, D_{-i}$ for $i \geqslant 1$ and $A_{j}$ for $-\infty<j<\infty$ are $m_{0} \times m_{0}, m_{0} \times m, m \times m_{0}$ and $m \times m$, respectively.

For the transition probability matrices, comparing Eq. (3.1) with Eq. (2.1), it is easy to see that $P_{0, j}=D_{j}$ for $j \geqslant 0, P_{i, 0}=D_{-i}$ for $i \geqslant 1$ and $P_{i, j}=A_{j-i}$ for $i, j \geqslant 1$.

Let $W_{n}$ be the southeast corner of $P$ begainning from level $n$. It is clear that $W_{n}=W$ for all $n \geqslant 1$. Thus, we write $\widehat{W}^{(\cdot, 1)}=\widehat{W}_{n}^{(,, 1)}$ and $\widehat{W}^{(1, \cdot)}=\widehat{W}_{n}^{(1,)}$ for all $n \geqslant 1$. Therefore,

$$
\begin{array}{cl}
R_{0, j}=\left(D_{j}, D_{j+1}, D_{j+2}, \ldots\right) \widehat{W}^{(\cdot, 1)}, & j \geqslant 1, \\
R_{i, j}=\left(A_{j-i}, A_{j-i+1}, A_{j-i+2}, \ldots\right) \widehat{W}^{(\cdot, 1)}, & 1 \leqslant i<j .
\end{array}
$$

Obviously, the matrices $R_{i, j}$ for $1 \leqslant i<j$ only depend on the difference $j-i$. We write $R_{i, j}$ as $R_{j-i}$ for all $1 \leqslant i<j$. Therefore, for $k \geqslant 1$,

$$
\begin{equation*}
R_{k}=\left(A_{k}, A_{k+1}, A_{k+2}, \ldots\right) \widehat{W}^{(,, 1)} . \tag{3.2}
\end{equation*}
$$

Similarly,

$$
\begin{gathered}
G_{i, 0}=\widehat{W}^{(1,)}\left(D_{-i}^{\mathrm{T}}, D_{-(i+1)}^{\mathrm{T}}, D_{-(i+2)}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}, \quad i \geqslant 1, \\
G_{i, j}=\widehat{W}^{(1, \cdot)}\left(A_{-(i-j)}^{\mathrm{T}}, A_{-(i-j+1)}^{\mathrm{T}}, A_{-(i-j+2)}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}, \quad 1 \leqslant j<i .
\end{gathered}
$$

The matrices $G_{i, j}$ for $1 \leqslant j<i$ only depend on the difference $i-j$. We write $G_{i, j}$ as $G_{i-j}$ for all $1 \leqslant j<i$. Therefore, for $k \geqslant 1$,

$$
\begin{equation*}
G_{k}=\widehat{W}^{(1,)}\left(A_{-k}^{\mathrm{T}}, A_{-(k+1)}^{\mathrm{T}}, A_{-(k+2)}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} . \tag{3.3}
\end{equation*}
$$

The following lemma is a consequence of the repeating blocks in the Markov chain of $G I / G / 1$ type. In fact, this corresponds to the censoring invariance given in Theorem 2.3.

Lemma 3.1 For $n \geqslant 1, i, j=1,2,3, \ldots, n$,

$$
P_{n-i, n-j}^{[\leq n]}=P_{n+1-i, n+1-j}^{[\leq(n+1)]}=P_{n+2-i, n+2-j}^{[\leq(n+2)]}=\ldots .
$$

Proof For $n \geqslant 1,1 \leqslant i, j \leqslant n$, it is easy to see that

$$
\begin{equation*}
P_{n-i, n-j}^{[\leqslant n]}=A_{i-j}+\left(A_{i+1}, A_{i+2}, \ldots\right) \widehat{W}\left(A_{-(j+1)}^{\mathrm{T}}, A_{-(j+2)}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}, \tag{3.4}
\end{equation*}
$$

which is independent of $n \geqslant 1$. Thus

$$
P_{n-i, n-j}^{[\leq n]}=P_{n+1-i, n+1-j}^{[\leq(n+1)]}=P_{n+2-i, n+2-j}^{[\leq(n+2)]}=\ldots .
$$

This completes the proof.
Based on the censoring invariance in Lemma 3.1, we define that for $1 \leqslant i$, $j \leqslant n$,

$$
\begin{align*}
& \Phi_{0}=P_{n, n}^{[\leqslant n]},  \tag{3.5}\\
& \Phi_{i}=P_{n-i, n}^{[\leqslant n]},  \tag{3.6}\\
& \Phi_{-j}=P_{n, n-j}^{[\leqslant n]} . \tag{3.7}
\end{align*}
$$

It is easy to see that the $(r, s)$ th entry of $\Phi_{i}$ is the transition probability of the censored chain $P^{[\leqslant n]}$ from state $(n-i, r)$ to state $(n, s)$, while the $(r, s)$ th entry of $\Phi_{-j}$ is the transition probability of the censored chain $P^{[\leqslant n]}$ from state $(n, r)$ to state $(n-j, s)$.

## Constructive Computation in Stochastic Models with Applications

The following theorem explicitly expresses the $R$ - and $G$-measures in terms of the matrices $\Phi_{i}$ for $-\infty<i<+\infty$.

Theorem 3.1 (1) For $i \geqslant 1$,

$$
\begin{equation*}
R_{i}=\Phi_{i}\left(I-\Phi_{0}\right)^{-1} . \tag{3.8}
\end{equation*}
$$

(2) For $j>1$,

$$
\begin{equation*}
G_{j}=\left(I-\Phi_{0}\right)^{-1} \Phi_{-j} \tag{3.9}
\end{equation*}
$$

Proof We only prove Eq. (3.8), while Eq. (3.9) can be proved similarly.
It follows from Lemmas 3.1 and 2.5 that

$$
R_{i}=R_{i}^{[\leq n]}=R_{n-i, n}^{[\leq n]}=P_{n-i, n}^{[\leqslant n]} \sum_{l=0}^{\infty}\left[P_{n, n}^{[\leqslant n]}\right]^{l}=\Phi_{i}\left(I-\Phi_{0}\right)^{-1} .
$$

This completes the proof.
Remark 3.1 Using Lemma 2.5, for the Markov chain of GI/G/1 type we can provide expressions for the matrices $R_{0, j}$ and $G_{i, 0}$ for $i, j \geqslant 1$ as follows:

$$
R_{0, j}=\phi_{0, j}^{(j)}\left(I-\Phi_{0}\right)^{-1}
$$

and

$$
G_{i, 0}=\left(I-\Phi_{0}\right)^{-1} \phi_{i, 0}^{(i)} .
$$

Theorem 3.2 If the matrix $A=\sum_{k=-\infty}^{\infty} A_{k}$ is stochastic, then $\lim _{i \rightarrow \infty} G_{i, 0}=0$.
Proof Since

$$
D_{-i} e+\sum_{k=-i+1}^{\infty} A_{k} e \leqslant e
$$

and

$$
A e=\sum_{k=-\infty}^{\infty} A_{k} e=e,
$$

where $e$ is a column vector of ones with switable size, it is easy to see that $\lim _{i \rightarrow \infty} D_{-i} e=0$. Note that

$$
\begin{aligned}
G_{i, 0} & =\widehat{W}^{(1, \cdot)}\left(D_{-i}^{\mathrm{T}}, D_{-(i+1)}^{\mathrm{T}}, D_{-(i+2)}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} \\
& =\sum_{k=1}^{\infty} \widehat{W}^{(1, k)} D_{-(i+k-1)},
\end{aligned}
$$

We obtain

$$
\lim _{i \rightarrow \infty} G_{i, 0}=\lim _{i \rightarrow \infty} \sum_{k=1}^{\infty} \widehat{W}^{(1, k)} D_{-(i+k-1)}=\sum_{k=1}^{\infty} \widehat{W}^{(1, k)} \lim _{i \rightarrow \infty} D_{-(i+k-1)}=0
$$

by means of the dominated convergence theorem due to the fact that for all $k \geqslant 1$ and $i \geqslant 1, \widehat{W}^{(1, k)} D_{-(i+k-1)} e \leqslant e$. This completes the proof.

Remark 3.2 (1) In the matrix $P$ given in Eq. (3.1), if $\sum_{k=-\infty}^{\infty} A_{k}$ is finite, then $\lim _{k \rightarrow \infty} A_{-k}=\lim _{k \rightarrow \infty} A_{k}=0$. By using a similar analysis to the proof for Theorem 3.2, it follows from Eq. (3.2) and Eq. (3.3) that $\lim _{k \rightarrow \infty} R_{k}=\lim _{k \rightarrow \infty} G_{k}=0$.
(2) In the matrix $P$ given in Eq. (3.1), $\sum_{k=0}^{\infty} D_{k}$ is finite, so $\lim _{k \rightarrow \infty} D_{k}=0$. Thus we obtain $\lim _{k \rightarrow \infty} R_{0, k}=0$.

Let

$$
R_{0}=\sum_{k=1}^{\infty} R_{0, k}, \quad R=\sum_{k=1}^{\infty} R_{k} ;
$$

and

$$
G_{0}=\sum_{k=1}^{\infty} G_{k, 0}, \quad G=\sum_{k=1}^{\infty} G_{k} .
$$

The following theorem provides an important property for the entry structure of the four matrices $R_{0}, R, G_{0}$ and $G$. Note that two important examples of this theorem were discussed in Lemma 1.2.4 of Neuts [13] for Markov chains of $G I / M / 1$ type and in Lemma 2.3.6 of Neuts [14] for Markov chains of $M / G / 1$ type.

Theorem 3.3 If the Markov chain $P$ is irreducible, then
(1) each column vector of the matrix $R$ or $R_{0}$ is not zero, and
(2) each row vector of the matrix $G$ or $G_{0}$ is not zero.

Proof We only prove $R_{0}$, while $R, G$ and $G_{0}$ can be proved similarly.
Suppose that the $j_{0}$ th column of $R_{0}$ was zero. Since $0 \leqslant R_{0,1} \leqslant R_{0}$, the $j_{0}$ th column of $R_{0,1}$ would be zero too. Let $P^{[\leqslant 1]}$ be the censored matrix of the Markov chain $P$ given in Eq. (3.1) with censoring levels 0 and 1, partition $P^{[\leq 1]}$ according to levels 0 and 1 as

$$
P^{[\leqslant 1]}=\left(\begin{array}{ll}
\Psi_{00} & \Psi_{01} \\
\Psi_{10} & \Psi_{11}
\end{array}\right)
$$

Then

$$
\begin{equation*}
R_{0,1}^{[\leq 1]}=\Psi_{01}\left(I-\Psi_{11}\right)^{-1}, \tag{3.10}
\end{equation*}
$$

and we define

$$
\begin{equation*}
R_{1,0}^{[\leq 1]}=\Psi_{10}\left(I-\Psi_{00}\right)^{-1}, \tag{3.11}
\end{equation*}
$$

noting that $R_{0,1}^{[\leq 1]}=R_{0,1}$ according to the censoring invariance, the $j_{0}$ th column of $R_{0,1}^{[\leq 1]}$ would be zero.

Let $N\left(\left(1, j_{0}\right) ;\left(1, j_{0}\right)\right)$ be the number of state transitions for the censored Markov chain $P^{[\leqslant 1]}$ to eventually return to state $\left(1, j_{0}\right)$ by going through level 0 in intermediate transitions, given that the chain starts in state $\left(1, j_{0}\right)$. Then $P\left\{N\left(\left(1, j_{0}\right) ;\left(1, j_{0}\right)\right)<+\infty\right\}>0$, since $P^{[\leqslant 1]}$ is irreducible.

Let $\hat{i}$ be the number of state transitions for the censored Markov chain $P^{[\leqslant 1]}$ to travel from level 1 to level 0 . Then

$$
P\left\{N\left(\left(1, j_{0}\right) ;\left(1, j_{0}\right)\right)<\infty\right\}=\lim _{M \rightarrow \infty} P\left\{N\left(\left(1, j_{0}\right) ;\left(1, j_{0}\right)\right)<\infty, 0 \leqslant \hat{i} \leqslant M\right\}
$$

To evaluate $P\left\{N\left(\left(1, j_{0}\right) ;\left(1, j_{0}\right)\right)<\infty, 0 \leqslant \hat{i} \leqslant M\right\}$, we consider

$$
\begin{aligned}
& E\left[z^{\left.N\left(1, j_{0}\right) ;\left(1, j_{0}\right)\right)} 1_{(0 \leqslant \hat{i} \leqslant M)}\right] \leqslant \alpha\left\langle j_{0}\right\rangle\left(I-z \Psi_{11}\right)^{-1} \Psi_{10}\left(I-z \Psi_{00}\right)^{-1} \\
& \cdot \sum_{i=0}^{M}\left[\Psi_{01}\left(I-z \Psi_{11}\right)^{-1} \Psi_{10}\left(I-z \Psi_{00}\right)^{-1}\right]^{i} \Psi_{01}\left(I-z \Psi_{11}\right)^{-1}\left\lceil j_{0}\right\}
\end{aligned}
$$

where $\alpha\left\langle j_{0}\right\rangle=(\underbrace{0,0, \ldots, 0,1}_{j_{0}-1 \text { zeros }}, \underbrace{0,0, \ldots, 0}_{m-j_{0} \text { zeros }}),\left(I-\Psi_{11}\right)^{-1}\left\lceil j_{0}\right\rceil$ is the $j_{0}$ th column of $\left(I-\Psi_{11}\right)^{-1}$ and $1_{(\cdot)}$ is an indicator function. It follows from Eq. (3.10) and Eq. (3.11) that

$$
\begin{aligned}
P\left\{N\left(\left(1, j_{0}\right) ;\left(1, j_{0}\right)\right)\right. & <\infty, 0 \leqslant \hat{i} \leqslant M\}=E\left[z^{N\left(\left(1, j_{0}\right) ;\left(1, j_{0}\right)\right)} 1_{(0 \leqslant \hat{i} \leqslant M)}\right]_{\mid z=1} \\
& \left.\left.=\alpha\left\langle j_{0}\right\rangle\left(I-\Psi_{11}\right)^{-1} R_{1,0}^{[\leqslant 1]} \sum_{i=0}^{M}\left[R_{0,1}^{[\leqslant 1]} R_{1,0}^{[\leqslant 1]}\right]^{i} R_{0,1}^{[\leqslant 1]}\right] j_{0}\right],
\end{aligned}
$$

where $R_{0,1}^{[\leq 1]}\left\lceil j_{0}\right\rceil$ is the $j_{0}$ th column of $R_{0,1}^{[\leqslant 1]}$. Since $R_{0,1}^{[\leqslant 1]}\left\lceil j_{0}\right\rceil=0$, we would obtain

$$
P\left\{N\left(\left(1, j_{0}\right) ;\left(1, j_{0}\right)\right)<\infty, 0 \leqslant \hat{i} \leqslant M\right\}=0, \quad \text { for all } M \geqslant 0,
$$

therefore,

$$
P\left\{N\left(\left(1, j_{0}\right) ;\left(1, j_{0}\right)\right)<\infty\right\}=\lim _{M \rightarrow \infty} P\left\{N\left(\left(1, j_{0}\right) ;\left(1, j_{0}\right)\right)<\infty, \quad 0 \leqslant \hat{i} \leqslant M\right\}=0
$$

This leads to a contradiction to the above result with

$$
P\left\{N\left(\left(1, j_{0}\right) ;\left(1, j_{0}\right)\right)<+\infty\right\}>0 .
$$

This completes the proof.
The following theorem provides Wiener-Hopf equations for Markov chains of $G I / G / 1$ type. Note that the Wiener-Hopf equations for any irreducible Markov chain have been constructed in Theorem 2.4.

Theorem 3.4 (1) For the repeated row and $i \geqslant 1$,

$$
\begin{align*}
& R_{i}\left(I-\Phi_{0}\right)=A_{i}+\sum_{k=1}^{\infty} R_{i+k}\left(I-\Phi_{0}\right) G_{k},  \tag{3.12}\\
& \left(I-\Phi_{0}\right) G_{i}=A_{-i}+\sum_{k=1}^{\infty} R_{k}\left(I-\Phi_{0}\right) G_{i+k} \tag{3.13}
\end{align*}
$$

and

$$
\begin{equation*}
\Phi_{0}=A_{0}+\sum_{k=1}^{\infty} R_{k}\left(I-\Phi_{0}\right) G_{k} . \tag{3.14}
\end{equation*}
$$

(2) For the boundary blocks and $i \geqslant 1$,

$$
\begin{align*}
& R_{0, i}\left(I-\Phi_{0}\right)=D_{i}+\sum_{k=1}^{\infty} R_{0, i+k}\left(I-\Phi_{0}\right) G_{k}  \tag{3.15}\\
& \left(I-\Phi_{0}\right) G_{i, 0}=D_{-i}+\sum_{k=1}^{\infty} R_{k}\left(I-\Phi_{0}\right) G_{i+k, 0} \tag{3.16}
\end{align*}
$$

and

$$
\begin{equation*}
\Psi_{0}=P^{[0]}=D_{0}+\sum_{k=1}^{\infty} R_{0, k}\left(I-\Phi_{0}\right) G_{k, 0} . \tag{3.17}
\end{equation*}
$$

Proof We only prove Eq. (3.12), while Eq. (3.13) to Eq. (3.17) can be proved similarly.

When $n$ is big enough, it follows from Theorem 3.1 that

$$
R_{i}\left(I-\Phi_{0}\right)=\Phi_{i}\left(I-\Phi_{0}\right)^{-1}\left(I-\Phi_{0}\right)=\Phi_{i}=P_{n-i, n}^{[\leqslant n]}
$$

and

$$
\begin{aligned}
P_{n-i, n}^{[\leqslant n]} & =P_{n-i, n}^{[\leqslant(n+1)]}+R_{i+1}^{[\leqslant(n+1)]} P_{n+1, n}^{[\leqslant(n+1)]} \\
& =P_{n-i, n}^{[\leqslant(n+1)]}+R_{i+1}^{[\leqslant(n+1)]}\left[I-P_{n+1, n+1}^{[\leqslant(n+1)]}\right] G_{1}^{[\leqslant(n+1)]} \\
& =P_{n-i, n}^{[\leqslant(n+1)]}+R_{i+1}\left(I-\Phi_{0}\right) G_{1} \\
& =\ldots=P_{n-i, n}^{[\leqslant(n+N)]}+\sum_{k=1}^{N} R_{i+k}\left(I-\Phi_{0}\right) G_{k} \\
& =A_{i}+\sum_{k=1}^{\infty} R_{i+k}\left(I-\Phi_{0}\right) G_{k} .
\end{aligned}
$$
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This completes the proof.
For any irreducible Markov chain of $G I / G / 1$ type, the UL-type $R G$-factorization given in Eq. (3.1) can be simplified as

$$
\begin{equation*}
I-P=\left(I-R_{U}\right)\left(I-\Phi_{D}\right)\left(I-G_{L}\right), \tag{3.18}
\end{equation*}
$$

where

$$
\begin{aligned}
& R_{U}=\left(\begin{array}{ccccc}
0 & R_{0,1} & R_{0,2} & R_{0,3} & \ldots \\
& 0 & R_{1} & R_{2} & \ldots \\
& & 0 & R_{1} & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right), \\
& \Phi_{D}=\operatorname{diag}\left(\Psi_{0}, \Phi_{0}, \Phi_{0}, \Phi_{0}, \ldots\right)
\end{aligned}
$$

and

$$
G_{L}=\left(\begin{array}{cccccc}
0 & & & & \\
G_{1,0} & 0 & & & \\
G_{2,0} & G_{1} & 0 & & \\
G_{3,0} & G_{2} & G_{1} & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

Let

$$
A^{*}(z)=\sum_{i=-\infty}^{\infty} z^{i} A_{i}, \quad R^{*}(z)=\sum_{i=1}^{\infty} z^{i} R_{i}, \quad G^{*}(z)=\sum_{j=1}^{\infty} z^{-j} G_{j} .
$$

For the Markov chain of $G I / G / 1$ type, the following theorem provides a new $R G$-factorization for the repeated row based on the $z$-transformation of the repeating blocks. Note that this $R G$-factorization is necessary in spectral analysis of Markov chains of $G I / G / 1$ type which will be organized in Sections 3.4 and 3.5 of this chapter.

Theorem 3.5

$$
\begin{equation*}
I-A^{*}(z)=\left[I-R^{*}(z)\right]\left(I-\Phi_{0}\right)\left[I-G^{*}(z)\right] . \tag{3.19}
\end{equation*}
$$

Proof It follows from Eq. (3.12), Eq. (3.13) and Eq. (3.14) that

$$
\begin{aligned}
R^{*}(z)\left(I-\Phi_{0}\right) & +\left(I-\Phi_{0}\right) G^{*}(z)+\Phi_{0} \\
& =I_{1}+I_{2}+\sum_{k=1}^{\infty} z^{k} R\left(I-\Phi_{0}\right) z^{-k} G_{k},
\end{aligned}
$$

where

$$
\begin{aligned}
I_{1} & =\sum_{i=1}^{\infty} \sum_{k=1}^{\infty} z^{i+k} R_{i+k}\left(I-\Phi_{0}\right) z^{-k} G_{k} \\
& =R^{*}(z)\left(I-\Phi_{0}\right)\left[I-G^{*}(z)\right]-\sum_{k=1}^{\infty} \sum_{i=1}^{k} z^{i} R_{i}\left(I-\Phi_{0}\right) z^{-k} G_{k}
\end{aligned}
$$

and

$$
\begin{aligned}
I_{2} & =\sum_{j=1}^{\infty} \sum_{k=1}^{\infty} z^{k} R_{k}\left(I-\Phi_{0}\right) z^{-(j+k)} G_{j+k} \\
& =R^{*}(z)\left(I-\Phi_{0}\right)\left[I-G^{*}(z)\right]-\sum_{k=1}^{\infty} \sum_{j=k}^{\infty} z^{j} R_{j}\left(I-\Phi_{0}\right) z^{-k} G_{k} .
\end{aligned}
$$

Since

$$
I_{1}+I_{2}+\sum_{k=1}^{\infty} z^{k} R\left(I-\Phi_{0}\right) z^{-k} G_{k}=A^{*}(z)+R^{*}(z)\left(I-\Phi_{0}\right) G^{*}(z)
$$

we get

$$
R^{*}(z)\left(I-\Phi_{0}\right)+\left(I-\Phi_{0}\right) G^{*}(z)+\Phi_{0}=A^{*}(z)+R^{*}(z)\left(I-\Phi_{0}\right) G^{*}(z),
$$

which is equivalent to Eq. (3.19). This completes the proof.
From Theorem 3.5, we have an important relation as follows:

$$
\begin{equation*}
I-A=(I-R)\left(I-\Phi_{0}\right)(I-G) . \tag{3.20}
\end{equation*}
$$

Now, we consider the boundary matrix sequence $\left\{D_{k},-\infty<k<\infty\right\}$. However, such an $R G$-factorization given in Theorem 3.5 does not exist; but we can find a close and useful relationship for the boundary blocks.

Let

$$
D_{+}^{*}(z)=\sum_{i=1}^{\infty} z^{i} D_{i}, \quad D_{-}^{*}(z)=\sum_{i=1}^{\infty} z^{-i} D_{-i},
$$

and

$$
\begin{equation*}
R_{0}^{*}(z)=\sum_{i=1}^{\infty} z^{i} R_{0, i}, \quad G_{0}^{*}(z)=\sum_{j=1}^{\infty} z^{-j} G_{j, 0} . \tag{3.21}
\end{equation*}
$$

The following theorem provides upper or lower bounds for the $R$ - and $G$-measures with respect to the boundary blocks.

Theorem 3.6 For $z \geqslant 0$,

$$
\begin{equation*}
R_{0}^{*}(z) \geqslant D_{+}^{*}(z)\left(I-\Phi_{0}\right)^{-1}, \tag{3.22}
\end{equation*}
$$

$$
\begin{gather*}
R_{0}^{*}(z)\left(I-\Phi_{0}\right)\left[I-G^{*}(z)\right] \leqslant D_{+}^{*}(z),  \tag{3.23}\\
G_{0}^{*}(z) \geqslant\left(I-\Phi_{0}\right)^{-1} D_{-}^{*}(z) \tag{3.24}
\end{gather*}
$$

and

$$
\begin{equation*}
\left[I-R^{*}(z)\right]\left(I-\Phi_{0}\right) G_{0}^{*}(z) \leqslant D_{-}^{*}(z) . \tag{3.25}
\end{equation*}
$$

Proof We only prove Eq. (3.22) and Eq. (3.23), while Eq. (3.24) and Eq. (3.25) can be proved similarly.

It follows from Eq. (3.15) that

$$
\begin{equation*}
R_{0, i}\left(I-\Phi_{0}\right)=D_{i}+\sum_{k=1}^{\infty} R_{0, i+k}\left(I-\Phi_{0}\right) G_{k}, \tag{3.26}
\end{equation*}
$$

and from Eq. (3.9) that

$$
G_{k}=\left(I-\Phi_{0}\right)^{-1} \Phi_{-k} .
$$

It is obvious that

$$
\sum_{k=1}^{\infty} R_{0, i+k}\left(I-\Phi_{0}\right) G_{k}=\sum_{k=1}^{\infty} R_{0, i+k} \Phi_{-k} \geqslant 0 .
$$

Hence it follows from Eq. (3.26) that

$$
R_{0, i}\left(I-\Phi_{0}\right) \geqslant D_{i}
$$

and for $z>0$,

$$
\begin{equation*}
R_{0}^{*}(z)\left(I-\Phi_{0}\right) \geqslant D_{+}^{*}(z) . \tag{3.27}
\end{equation*}
$$

Since the Markov chain is irreducible, the spectral radius of the matrix $\Phi_{0}$ is

$$
s p\left(\Phi_{0}\right)<1 .
$$

Hence, the matrix $I-\Phi_{0}$ is invertible and $\left(I-\Phi_{0}\right)^{-1}=\sum_{k=0}^{\infty}\left(\Phi_{0}\right)^{k} \geqslant 0$. It follows from Eq. (3.27) that

$$
R_{0}^{*}(z) \geqslant D_{+}^{*}(z)\left(I-\Phi_{0}\right)^{-1} .
$$

Note that

$$
\begin{aligned}
\sum_{i=1}^{\infty} z^{i} \sum_{k=1}^{\infty} R_{0, i+k}\left(I-\Phi_{0}\right) G_{k} & =\sum_{k=1}^{\infty} \sum_{i=1}^{\infty} z^{i+k} R_{0, i+k}\left(I-\Phi_{0}\right) z^{-k} G_{k} \\
& \leqslant R_{0}^{*}(z)\left(I-\Phi_{0}\right) G^{*}(z),
\end{aligned}
$$

it follows from Eq. (3.26) that

$$
R_{0}^{*}(z)\left(I-\Phi_{0}\right) \leqslant D_{+}^{*}(z)+R_{0}^{*}(z)\left(I-\Phi_{0}\right) G^{*}(z),
$$

simple computations lead to

$$
R_{0}^{*}(z)\left(I-\Phi_{0}\right)\left[I-G^{*}(z)\right] \leqslant D_{+}^{*}(z) .
$$

This completes the proof.
Applying Theorem 3.6, we have the following important inequalities

$$
\begin{gathered}
R_{0} \geqslant D_{+}\left(I-\Phi_{0}\right)^{-1}, \\
R_{0}\left(I-\Phi_{0}\right)(I-G) \leqslant D_{+}, \\
G_{0} \geqslant\left(I-\Phi_{0}\right)^{-1} D_{-}
\end{gathered}
$$

and

$$
(I-R)\left(I-\Phi_{0}\right) G_{0} \leqslant D_{-} .
$$

Although the matrix sequence $\left\{R_{0, k}\right\}$ has not such an $R G$-fatorization given in Theorem 3.5, we can provide an expression for the matrix $R_{0, k}$ for $k \geqslant 1$. The following lemma is useful for this purpose.

Lemma 3.2 Let $B_{i}=\Phi_{-i}\left(I-\Phi_{0}\right)^{-1}$ for $i \geqslant 1$ and

$$
\Lambda=\left(\begin{array}{ccccc}
I & & & & \\
-B_{1} & I & & & \\
-B_{2} & -B_{1} & I & & \\
-B_{3} & -B_{2} & -B_{1} & I & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

Then

$$
\Lambda^{-1}=\left(\begin{array}{ccccc}
I & & & & \\
X_{1} & I & & & \\
X_{2} & X_{1} & I & & \\
X_{3} & X_{2} & X_{1} & I & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

where

$$
X_{l}=\sum_{\substack{i=1 \\ n_{1}+n_{2}+\ldots+n_{i} \\ n_{j} \geqslant l, l \leqslant j \leqslant i}} B_{n_{1}} B_{n_{2}} \ldots B_{n_{i}}, \quad l \geqslant 1 .
$$
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Proof Since $\Lambda^{-1} \Lambda=I$, we obtain

$$
-B_{k}-\sum_{i=1}^{k-1} B_{k-i} X_{i}+X_{k}=0, \quad \text { for all } k \geqslant 1 .
$$

Let $X^{*}(z)=\sum_{k=1}^{\infty} z^{k} X_{k}$ and $B^{*}(z)=\sum_{k=1}^{\infty} z^{k} B_{k}$. Then

$$
\begin{aligned}
X^{*}(z) & =\left[I-B^{*}(z)\right]^{-1} B^{*}(z)=\sum_{i=1}^{\infty}\left[B^{*}(z)\right]^{i} \\
& =\sum_{l=1}^{\infty} z^{l} \sum_{\substack{i=1}}^{\infty} \sum_{\substack{n_{1}+n_{2}+\ldots+n_{i}=l \\
n_{j}>1,1 \leqslant j \leqslant i}} B_{n_{1}} B_{n_{2}} \ldots B_{n_{i}} .
\end{aligned}
$$

Thus we have

$$
X_{l}=\sum_{i=1}^{\infty} \sum_{\substack{n_{1}+n_{2}+\ldots+n_{i}=l \\ n_{j} \geqslant 1,1 \leqslant j \leqslant i}} B_{n_{1}} B_{n_{2}} \ldots B_{n_{i}}, \quad l \geqslant 1 .
$$

This completes the proof.
The following theorem characterizes the expression for the matrix $R_{0, k}$ for $k \geqslant 1$.
Theorem 3.7 For the Markov chain of GI/G/1 type, for each $k \geqslant 1$ we have

$$
\begin{equation*}
R_{0, k}=D_{k}\left(I-\Phi_{0}\right)^{-1}+\sum_{i=1}^{\infty} D_{k+i}\left(I-\Phi_{0}\right)^{-1} X_{i} . \tag{3.28}
\end{equation*}
$$

Proof It follows from Eq. (3.15) and Eq. (3.9) that for all $k \geqslant 1$,

$$
R_{0, k}-\sum_{i=1}^{\infty} R_{0, k+i} \Phi_{-i}\left(I-\Phi_{0}\right)^{-1}=D_{k}\left(I-\Phi_{0}\right)^{-1},
$$

or

$$
\left(R_{0,1}, R_{0,2}, R_{0,3}, R_{0,4}, \ldots\right)\left(\begin{array}{ccccc}
I & & & & \\
-B_{1} & I & & & \\
-B_{2} & -B_{1} & I & & \\
-B_{3} & -B_{2} & -B_{1} & I & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)=\left(\begin{array}{c}
F_{1}^{\mathrm{T}} \\
F_{2}^{\mathrm{T}} \\
F_{3}^{\mathrm{T}} \\
F_{4}^{\mathrm{T}} \\
\vdots
\end{array}\right)^{\mathrm{T}},
$$

where $F_{k}=D_{k}\left(I-\Phi_{0}\right)^{-1}$ for $k \geqslant 1$. Using Corollary 3.10 yields that for all $k \geqslant 1$,

$$
\begin{aligned}
R_{0, k} & =F_{k}+\sum_{i=1}^{\infty} F_{k+i} X_{i} \\
& =D_{k}\left(I-\Phi_{0}\right)^{-1}+\sum_{i=1}^{\infty} D_{k+i}\left(I-\Phi_{0}\right)^{-1} X_{i} .
\end{aligned}
$$

This completes the proof.
Let $\phi_{R}, \phi_{R_{0}}, \phi_{G}, \phi_{G_{0}}, \phi_{A+}, \phi_{A-}, \phi_{D+}$ and $\phi_{D-}$ denote the radii of convergence for $R^{*}(z), R_{0}^{*}(z), G^{*}(z), G_{0}^{*}(z), A_{+}^{*}(z), A_{-}^{*}(z), D_{+}^{*}(z)$ and $D_{-}^{*}(z)$, respectively, where

$$
A_{+}^{*}(z)=\sum_{k=1}^{\infty} z^{k} A_{k}, \quad A_{-}^{*}(z)=\sum_{k=1}^{\infty} z^{-k} A_{-k} .
$$

The following theorem provides an important relation among the radii of convergence.

Theorem 3.8 (1) $\phi_{R}=\phi_{A+}$ and $\phi_{G}=\phi_{A-}$.
(2) $\phi_{R_{0}}=\phi_{D+}$ and $\phi_{G_{0}}=\phi_{D-}$.

Proof We only prove $\phi_{R}=\phi_{A+}$ and $\phi_{R_{0}}=\phi_{D+}$; while the other two can be proved similarly.

We first provide $\phi_{R}=\phi_{A+}$. Since $\sum_{k=1}^{\infty} A_{-k}$ and $\sum_{k=1}^{\infty} A_{k}$ are substochastic, $0 \leqslant \phi_{A_{-}} \leqslant$ $1 \leqslant \phi_{A+} \leqslant+\infty$. At the same time, it is seen that $0 \leqslant \phi_{G} \leqslant 1 \leqslant \phi_{R} \leqslant+\infty$. It follows from Eq. (3.19) that

$$
A^{*}(z)=\Phi_{0}+R^{*}(z)+G^{*}(z)+R^{*}(z) \Phi_{0} G^{*}(z)-R^{*}(z) \Phi_{0}-\Phi_{0} G^{*}(z)-R^{*}(z) G^{*}(z)
$$

Since $R^{*}(z)$ is a power series and $G^{*}(z)$ is a Laurent series with only negative powers of $z, R^{*}(z)$ is analytic in $|z|<\phi_{R}$ and $G^{*}(z)$ is analytic in $|z|>\phi_{G}$. Noting that

$$
A^{*}(z)=R^{*}(z)\left[I-\Phi_{0}-G^{*}(z)+\Phi_{0} G^{*}(z)\right]+I+\Phi_{0}-\Phi_{0} G^{*}(z)
$$

and

$$
A^{*}(z)=\left[I-\Phi_{0}-R^{*}(z)+R^{*}(z) \Phi_{0}\right] G^{*}(z)+I+\Phi_{0}-R^{*}(z) \Phi_{0},
$$

it is clear that $\phi_{R}=\phi_{A+}$ and $\phi_{G}=\phi_{A}$ by using $0 \leqslant \phi_{A} \leqslant 1 \leqslant \phi_{A+} \leqslant+\infty$ and $0 \leqslant \phi_{G} \leqslant 1 \leqslant \phi_{R} \leqslant+\infty$.

Now, we prove $\phi_{R_{0}}=\phi_{D+}$.
Note that for $z>0$,

$$
\begin{equation*}
R_{0}^{*}(z) \geqslant D^{*}(z)\left(I-\Phi_{0}\right)^{-1} \tag{3.29}
\end{equation*}
$$

and

$$
R_{0}^{*}(z)\left(I-\Phi_{0}\right)\left[I-G^{*}(z)\right] \leqslant D^{*}(z) .
$$

Note that either $\phi_{D+}=1$ or $\phi_{D+}>1$, thus we need to discuss the following two possible cases:

Case I $\quad \phi_{D+}=1$. In this case, it is easy to see from Eq. (3.29) that $\phi_{R_{0}} \leqslant \phi_{D+}=1$. Noting that $R_{0}(1)$ is finite, we have $\phi_{R_{0}} \geqslant 1$. Thus $\phi_{R_{0}}=\phi_{D+}=1$.

Case II $\phi_{D+}>1$. In this case, it is easy to see from Corollary 3.10 that $I-G^{*}(z)$ is invertible for any $z>1$ when $P$ is irreducible and positive recurrent. Since $G^{*}(z)$ is non-increasing for $z \in(1,+\infty)$, we can consider $\delta>0$ to be small enough such that for all $z>1+\delta$,

$$
R_{0}^{*}(z)\left(I-\Phi_{0}\right)\left[I-G^{*}(1+\delta)\right] \leqslant R_{0}^{*}(z)\left(I-\Phi_{0}\right)\left[I-G^{*}(z)\right] \leqslant D^{*}(z)
$$

hence

$$
R_{0}^{*}(z) \leqslant D^{*}(z)\left[I-G^{*}(1+\delta)\right]^{-1}\left(I-\Phi_{0}\right)^{-1}
$$

which, together with Eq. (3.29), illustrates that for $z>1+\delta$,

$$
\begin{equation*}
D^{*}(z)\left(I-\Phi_{0}\right)^{-1} \leqslant R_{0}^{*}(z) \leqslant D^{*}(z)\left[I-G^{*}(1+\delta)\right]^{-1}\left(I-\Phi_{0}\right)^{-1} \tag{3.30}
\end{equation*}
$$

which indicates that $\phi_{R_{0}}=\phi_{D+}>1$.
This completes the proof.
In the rest of this section, we discuss the LU-type $R$-measure $\left\{\bar{R}_{i, j}, 0 \leqslant j<i\right\}$ and $G$-measure $\left\{\bar{G}_{i, j}, 0 \leqslant i<j\right\}$, and provide expressions for the LU-type $R$ - and $G$-measures.

For the Markov chain of $G I / G / 1$ type, it is easy to see that the sizes of the matrices $\bar{R}_{i, 0}$ for $i \geqslant 1$ and $\bar{G}_{0, j}$ for $j \geqslant 1$ are $m \times m_{0}$ and $m_{0} \times m$, respectively; while the sizes of all the matrices $\bar{R}_{i, j}$ for $1 \leqslant j<i$ and $\bar{G}_{i, j}$ for $1 \leqslant i<j$ are $m \times m$. Let

$$
\bar{R}_{\cdot, j}^{*}(z)=\sum_{i=j+1}^{\infty} z^{-i} \bar{R}_{i, j}, \quad j \geqslant 0
$$

and

$$
\bar{G}_{i, .}^{*}(z)=\sum_{j=i+1}^{\infty} z^{j} \bar{G}_{i, j}, \quad i \geqslant 0
$$

The following theorem and corollary provide expressions for $\bar{R}_{\cdot, j}^{*}(z)$ for $j \geqslant 0$ and $\bar{G}_{i, \cdot}^{*}(z)$ for $i \geqslant 0$. The proof is clear and is omitted here.

Theorem 3.9 (1)

$$
\bar{R}_{\cdot, 0}^{*}(z)\left(I-\Phi_{0}\right)=D_{-}^{*}(z)
$$

and for $j \geqslant 1$,

$$
\bar{R}_{\cdot, j}^{*}(z)\left(I-\Phi_{j}\right)=z^{-j} A_{-}^{*}(z)+\sum_{k=0}^{j-1} \bar{R}_{\cdot, k}^{*}(z)\left(I-\Phi_{k}\right) \bar{G}_{k, j} .
$$

(2)

$$
\left(I-\Phi_{0}\right) \bar{G}_{0, \cdot}^{*}(z)=D_{+}^{*}(z)
$$

and for $i \geqslant 1$,

$$
\left(I-\Phi_{i}\right) \bar{G}_{i, .}^{*}(z)=z^{i} A_{+}^{*}(z)+\sum_{k=0}^{i-1} \bar{R}_{i, k}\left(I-\Phi_{k}\right) \bar{G}_{k, 0}^{*} .(z) .
$$

For $0 \leqslant l<k$, we write

$$
\begin{aligned}
S_{l, k}= & \bar{G}_{l, k}+\sum_{1 \leqslant i \leqslant k-1} \bar{G}_{l, l, i} \bar{G}_{i_{1}, k}+\sum_{1 \leqslant i<i<k-1} \bar{G}_{l, h} \bar{G}_{i, j_{2}} \bar{G}_{i, k} \\
& +\ldots+\bar{G}_{l, l+1} \bar{G}_{l+1, l+2} \ldots \bar{G}_{k-1, k}
\end{aligned}
$$

and

$$
\begin{aligned}
T_{k, l}= & \bar{R}_{k, l}+\sum_{1 \leqslant i \leqslant k-1} \bar{R}_{k, i} \bar{R}_{i, l}+\sum_{1 \leqslant L_{2}<i \leqslant k-1} \bar{R}_{k, i, 1} \bar{R}_{i, i_{2}} \bar{R}_{i, l} \\
& +\ldots+\bar{R}_{k, k-1} \bar{R}_{k-1, k-2} \ldots \bar{R}_{l+1, l}, l
\end{aligned}
$$

Corollary 3.1 For $k \geqslant 1$,

$$
\bar{R}_{\cdot, k}^{*}(z)\left(I-\Phi_{k}\right)=z^{-k} A_{-}^{*}(z)+D_{-}^{*}(z) S_{0, k}+A_{-}^{*}(z) \sum_{l=1}^{k-1} z^{-l} S_{l, k}
$$

and

$$
\left(I-\Phi_{k}\right) \bar{G}_{k,}^{*},(z)=z^{k} A_{+}^{*}(z)+T_{k, 0} D_{+}^{*}(z)+\sum_{l=1}^{k-1} z^{l} T_{k, l} A_{+}^{*}(z) .
$$

### 3.2 Dual Markov Chains

In this section, we define a dual Markov chain for any irreducible Markov chain, and provide a useful relationship for the $R$ - and $G$-measures between the dual Markov chain and the original Markov chain. For the Markov chain of $G I / G / 1$ type, we further analyze the $R$ - and $G$-measures, and obtain useful properties based on the dual chain.

Definition 3.1 For a Markov chain P, if there exists a positive left superregular vector $\alpha=\left(\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots\right)$ such that $\alpha \geqslant \alpha P$, we write

$$
\widetilde{P}=\operatorname{diag}^{-1}(\alpha) P^{\mathrm{T}} \operatorname{diag}(\alpha),
$$

where $\operatorname{diag}(\alpha)=\operatorname{diag}\left(\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots\right)$, then we call $\widetilde{P}$ a dual Markov chain of the Markov chain P.

It is clear that if $\widetilde{P}=\left(\widetilde{P}_{i, j}\right)$ is a dual chain of the Markov chain $P=\left(P_{i, j}\right)$, then

$$
\widetilde{P}_{i, j}=\operatorname{diag}^{-1}\left(\alpha_{i}\right) P_{j, i}^{\mathrm{T}} \operatorname{diag}\left(\alpha_{j}\right)
$$

In general, the dual chain $\widetilde{P}$ can be probabilistically interpreted in terms of the time reversibility of the original chain $P$, e.g., see Kemeny, Snell and Knapp [5].

Let $\left\{R_{i, j}\right\}$ and $\left\{G_{i, j}\right\},\left\{\widetilde{R}_{i, j}\right\}$ and $\left\{\widetilde{G}_{i, j}\right\}$ be the UL-type $R$ - and $G$-measures for the Markov chain $P$ and the dual chain $\widetilde{P}$, respectively. It is easy to check from Corollary 2.2 that

$$
\widetilde{R}_{i, j}=\operatorname{diag}^{-1}\left(\alpha_{i}\right) G_{j, i}^{\mathrm{T}} \operatorname{diag}\left(\alpha_{j}\right)
$$

and

$$
\widetilde{G}_{i, j}=\operatorname{diag}^{-1}\left(\alpha_{i}\right) R_{j, i}^{\mathrm{T}} \operatorname{diag}\left(\alpha_{j}\right) .
$$

At the same time, we have

$$
\widetilde{\Psi}_{n}=\operatorname{diag}^{-1}\left(\alpha_{n}\right) \Psi_{n}^{\mathrm{T}} \operatorname{diag}\left(\alpha_{n}\right)
$$

On the other hand, for the LU-type $R$-, $U$ - and $G$-measures we have

$$
\begin{gathered}
\hat{R}_{i, j}=\operatorname{diag}^{-1}\left(\alpha_{i}\right) \bar{G}_{j, i}^{\mathrm{T}} \operatorname{diag}\left(\alpha_{j}\right), \\
\hat{G}_{i, j}=\operatorname{diag}^{-1}\left(\alpha_{i}\right) \bar{R}_{j, i}^{\mathrm{T}} \operatorname{diag}\left(\alpha_{j}\right)
\end{gathered}
$$

and

$$
\widetilde{\Phi}_{n}=\operatorname{diag}^{-1}\left(\alpha_{n}\right) \Phi_{n}^{\mathrm{T}} \operatorname{diag}\left(\alpha_{n}\right)
$$

Let $P[0]$ be a matrix obtained from the matrix $P$ by deleting the first row and the first column. The following proposition provides a relationship of the positive left super-regular vectors between $P$ and $P[0]$. The proof is clear and is omitted here.

Proposition 3.1 If $\alpha=\left(\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots\right)$ is a positive left super-regular vector of $P$, then $\beta=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \ldots\right)$ is also a positive left super-regular vector of $P[0]$.

Applying the dual chain, the following theorem gives an important property for the R-measure based on $G_{i, j} e \leqslant e$ and $\bar{G}_{i, j} e \leqslant e$.

Theorem 3.10 If $\alpha=\left(\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots\right)$ is a positive left super-regular vector of $P$, then
(1) $\alpha_{i} R_{i, j} \leqslant \alpha_{j}$ for $0 \leqslant i<j$, and
(2) $\alpha_{i} \bar{R}_{i, j} \leqslant \alpha_{j}$ for $0 \leqslant j<i$.

Proof We only provide (1), while (2) can be proved similarly.

According to the definition of the $G$-measure, it is easy to see that $\widetilde{G}_{j, i} e \leqslant e$. Applying $\widetilde{G}_{j, i}=\operatorname{diag}^{-1}\left(\alpha_{j}\right) R_{i, j}^{\mathrm{T}} \operatorname{diag}\left(\alpha_{i}\right)$, we obtain

$$
\operatorname{diag}^{-1}\left(\alpha_{j}\right) R_{i, j}^{\mathrm{T}} \operatorname{diag}\left(\alpha_{i}\right) e=\widetilde{G}_{j, i} e \leqslant e,
$$

Thus, $\alpha_{i} R_{i, j} \leqslant \alpha_{j}$ for $0 \leqslant j<i$. This completes the proof.
In what follows we study the dual chain for the the Markov chain $P$ of $G I / G / 1$ type.

Let

$$
P[0]=\left(\begin{array}{ccccc}
A_{0} & A_{1} & A_{2} & A_{3} & \ldots \\
A_{-1} & A_{0} & A_{1} & A_{2} & \ldots \\
A_{-2} & A_{-1} & A_{0} & A_{1} & \ldots \\
A_{-3} & A_{-2} & A_{-1} & A_{0} & \ldots \\
\vdots & \vdots & \vdots & \vdots &
\end{array}\right) .
$$

The following lemma provides a relation of the positive left super-regular vectors between $P$ and $A$. The proof is clear and is omitted here.

Lemma 3.3 If $\theta$ is a positive left super-regular vector of the Markov chain $A=\sum_{k=-\infty}^{\infty} A_{k}$, then $(\theta, \theta, \theta, \ldots)$ is also a positive left super-regular vector of the Markov chain P[0].

Remark 3.3 If the Markov chain $A$ with finite states is irreducible and stochastic, then the Markov chain $A$ is positive recurrent, and $\theta$ is its stationary probability vector.

By using Lemma 3.3, it is easy to see that

$$
\widetilde{R}_{k}=\operatorname{diag}^{-1}(\theta) G_{k}^{\mathrm{T}} \operatorname{diag}(\theta)
$$

and

$$
\widetilde{G}_{k}=\operatorname{diag}^{-1}(\theta) R_{k}^{\mathrm{T}} \operatorname{diag}(\theta) .
$$

Definition 3.2 For the Markov chain P of GI/G/1 type, we write

$$
P=\left(\begin{array}{cc}
D_{0} & U \\
V & P[0]
\end{array}\right)
$$

and

$$
\widetilde{P_{[0]}}=\left(\begin{array}{cc}
D_{0} & U \\
V & \widetilde{P[0]}
\end{array}\right),
$$

where

$$
\widetilde{P[0]}=\operatorname{diag}^{-1}(\theta, \theta, \theta, \ldots) P[0]^{\mathrm{T}} \operatorname{diag}(\theta, \theta, \theta, \ldots)
$$

Then we call $\widetilde{P_{[0]}}$ the dual generating chain of $P$.
Theorem 3.11 If $\theta$ is a positive left super-regular vector of the Markov chain $A$, then $\theta R \leqslant \theta$.

Proof In the dual generating chain $\widetilde{P_{[0]}}, \widetilde{G}=\sum_{k=1}^{\infty} \widetilde{G}_{k}$ is stochastic or substochastic, that is, $\widetilde{G} e \leqslant e$. Since $\widetilde{G}=\operatorname{diag}^{-1}(\theta) R^{\mathrm{T}} \operatorname{diag}(\theta)$, we obtain

$$
e \geqslant \widetilde{G} e=\operatorname{diag}^{-1}(\theta) R^{\mathrm{T}} \operatorname{diag}(\theta) e,
$$

which leads to

$$
\theta^{\mathrm{T}}=\operatorname{diag}(\theta) e \geqslant R^{\mathrm{T}} \operatorname{diag}(\theta) e=R^{\mathrm{T}} \theta^{\mathrm{T}},
$$

clearly, $\theta R \leqslant \theta$. This completes the proof.

### 3.3 The $\boldsymbol{A}$ - and $\boldsymbol{B}$-Measures

In this section, we simplify the $A$ - and $B$-measures, given in Section 2.5, for Markov chains of $G I / G / 1$ type, and construct new expressions for the $A$ - and $B$-measures by means of the $R$ - and $G$-measures. Based on the $A$ - and $B$-measures, we provide conditions for the state classification of Markov chains of $G I / G / 1$ type.

For the Markov chain of $G I / G / 1$ type, we write

$$
\widetilde{R}_{U}=\left(\begin{array}{ccccc}
0 & R_{1} & R_{2} & R_{3} & \ldots \\
& 0 & R_{1} & R_{2} & \cdots \\
& & 0 & R_{1} & \ldots \\
& & & 0 & \ddots \\
& & & & \ddots
\end{array}\right)
$$

and

$$
\widetilde{G_{L}}=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1} & 0 & & & \\
G_{2} & G_{1} & 0 & & \\
G_{3} & G_{2} & G_{1} & 0 & \\
\vdots & \vdots & \vdots & \ddots & \ddots
\end{array}\right) .
$$

From (1) in Theorem 2.10, we have

$$
A_{0, j}= \begin{cases}R_{0,1}, & \text { if } j=1  \tag{3.31}\\ R_{0, j}+\sum_{k=1}^{j-1} A_{0, k} R_{k-j}, & \text { if } j \geqslant 2\end{cases}
$$

or the matrix expression

$$
\left(A_{0,1}, A_{0,2}, A_{0,3}, \ldots\right)\left(I-\widetilde{R_{U}}\right)=\left(R_{0,1}, R_{0,2}, R_{0,3}, \ldots\right)
$$

Using (2) in Theorem 2.10, the matrix $B_{i, 0}$ and the $G$-measure satisfy

$$
B_{i, 0}= \begin{cases}G_{1,0}, & \text { if } i=1  \tag{3.32}\\ G_{i, 0}+\sum_{k=1}^{i-1} G_{i-k} B_{k, 0}, & \text { if } i \geqslant 2\end{cases}
$$

or the matrix expression

$$
\left(I-\widetilde{G_{L}}\right)\left(B_{1,0}^{\mathrm{T}}, B_{2,0}^{\mathrm{T}}, B_{3,0}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}=\left(G_{1,0}^{\mathrm{T}}, G_{2,0}^{\mathrm{T}}, G_{3,0}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}
$$

If $1 \leqslant i<j$, then using Corollary 2.6, we have

$$
A_{i, j}= \begin{cases}R_{1}, & \text { if } j=i+1  \tag{3.33}\\ R_{j-i}+\sum_{k=i+1}^{j-1} A_{i, k} R_{j-k}, & \text { if } j \geqslant i+2\end{cases}
$$

and if $1 \leqslant j<i$, then

$$
B_{i, j}= \begin{cases}G_{1}, & \text { if } j=i-1,  \tag{3.34}\\ G_{i-j}+\sum_{k=1}^{i-1} G_{i-k} B_{k, j}, & \text { if } j \leqslant i-2\end{cases}
$$

At the same time, it is clear that

$$
A_{i, i}=A_{i, 0} R_{0, i}+\sum_{k=1}^{i-1} A_{i, k} R_{i-k}+\sum_{k=i+1}^{\infty} R_{k-i} A_{k, i}
$$

and

$$
B_{i, i}=G_{i, 0} B_{0, i}+\sum_{k=1}^{i-1} G_{i-k} B_{k, i}+\sum_{k=i+1}^{\infty} B_{i, k} G_{k-i} .
$$

Let

$$
\mathcal{A}_{0}^{*}(z)=\sum_{j=1}^{\infty} z^{j} A_{0, j}
$$

and

$$
\begin{gathered}
\mathcal{A}_{i}^{*}(z)=\sum_{j=i+1}^{\infty} z^{j} A_{i, j} \\
\mathcal{B}_{0}^{*}(z)=\sum_{i=1}^{\infty} z^{-i} B_{i, 0}
\end{gathered}
$$

and

$$
\mathcal{B}_{j}^{*}(z)=\sum_{i=j+1}^{\infty} z^{-i} B_{i, j}
$$

Then it respectively follows from Eq. (3.31) to Eq. (3.34) that

$$
\begin{gathered}
\mathcal{A}_{0}^{*}(z)\left[I-R^{*}(z)\right]=R_{0}^{*}(z), \\
\mathcal{A}_{i}^{*}(z)\left[I-R^{*}(z)\right]=R^{*}(z), \quad i \geqslant 1, \\
{\left[I-G^{*}(z)\right] \mathcal{B}_{0}^{*}(z)=G_{0}^{*}(z)}
\end{gathered}
$$

and

$$
\left[I-G^{*}(z)\right] \mathcal{B}_{j}^{*}(z)=G^{*}(z), \quad j \geqslant 1 .
$$

Let

$$
\mathcal{A}_{i}=\sum_{j=i+1}^{\infty} A_{i . j}, \quad i \geqslant 0
$$

and

$$
\mathcal{B}_{j}=\sum_{i=j+1}^{\infty} B_{i, j}, \quad j \geqslant 0 .
$$

Then

$$
\begin{gathered}
\mathcal{A}_{0}(I-R)=R_{0}, \\
\mathcal{A}_{i}(I-R)=R, \quad i \geqslant 1 ; \\
(I-G) \mathcal{B}_{0}=G_{0}
\end{gathered}
$$

and

$$
(I-G) \mathcal{B}_{j}=G, \quad j \geqslant 1 .
$$

We now provide conditions for the state classification of Markov chains of $G I / G / 1$ type based on the $A$ - and $B$-measures. For convenience of description, we
assume that the Markov chain $P$ given in Eq. (3.1) and the matrix $A$ are irreducible and stochastic, unless stated.

Lemma 3.4 The Markov chain $P$ is recurrent if and only if for all $i \geqslant 1$

$$
G_{i, 0} e+\sum_{k=1}^{i-1} G_{i-k} e=e .
$$

Proof This proof may directly follow Lemma 2.9 and Theorem 2.11.
It is seen from Theorem 3.2 that if the matrix $A$ is stochastic, then $\lim _{i \rightarrow \infty} G_{i, 0}=0$. Therefore, we have the following corollary.

Corollary 3.2 (1) The Markov chain P is recurrent if and only if $G$ is stochastic.
(2) The Markov chain P is transient if and only if and $G$ is strictly substochastic.

Theorem 3.12 If the Markov chain $P$ is recurrent, then $P$ is positive recurrent if and only if $R_{0}$ is finite and $\lim _{k \rightarrow \infty} R^{k}=0$.

Proof Suppose first that $P$ is positive recurrent. It follows from Theorem 3.8 that the matrix $A_{0}$ is finite. Note that $\mathcal{A}_{0}(I-R)=R_{0}$, we obtain $R_{0} \leqslant \mathcal{A}_{0}$, which leads to the conclusion that $R_{0}$ is finite. Since

$$
\begin{aligned}
\mathcal{A}_{0} & =R_{0}+\mathcal{A}_{0} R \\
& =R_{0}+\left(R_{0}+\mathcal{A}_{0} R\right) R=R_{0}+R_{0} R+\mathcal{A}_{0} R^{2} \\
& =R_{0}+R_{0} R+\left(R_{0}+\mathcal{A}_{0} R\right) R^{2}=R_{0}+R_{0} R+R_{0} R^{2}+\mathcal{A}_{0} R^{3} \\
& =\ldots \\
& =R_{0} \sum_{k=0}^{N-1} R^{k}+\mathcal{A}_{0} R^{N} \\
& \geqslant R_{0} \sum_{k=0}^{N} R^{k}
\end{aligned}
$$

for all $N \geqslant 1$, hence we obtain

$$
\lim _{k \rightarrow \infty} R^{k}=0 .
$$

Suppose now that $R_{0}$ is finite and $\lim _{k \rightarrow \infty} R^{k}=0$. In this case, the matrix $I-R$ is irreducible. Since $\mathcal{A}_{0}(I-R)=R_{0}$, we obtain

$$
\mathcal{A}_{0}=R_{0}(I-R)^{-1}<+\infty .
$$

Therefore, $P$ is positive recurrent by means of Theorem 2.12. This completes the proof.

Let

$$
W=\left(\begin{array}{ccccc}
A_{0} & A_{1} & A_{2} & A_{3} & \ldots \\
A_{-1} & A_{0} & A_{1} & A_{2} & \ldots \\
A_{-2} & A_{-1} & A_{0} & A_{1} & \ldots \\
A_{-3} & A_{-2} & A_{-1} & A_{0} & \ldots \\
\vdots & \vdots & \vdots & \vdots &
\end{array}\right) .
$$

For the Markov chain $W$, we introduce the $A$ - and $B$-measures for the first block-row and the first block-column as follows: $\bar{A}_{0}=\bar{B}_{0}=I, \bar{A}_{k}=A_{1, k+1}$ and $\bar{B}_{k}=B_{k+1,1}$ for $k \geqslant 1$.

The following corollary provides two simple and useful relations between the $A$ - and $R$-measures and the $B$ - and $G$-measures, respectively. The proof is easy by using Eq. (3.33) and Eq. (3.34).

## Corollary 3.3

$$
\begin{equation*}
\bar{A}_{k}=\sum_{i=0}^{k-1} \bar{A}_{i} R_{k-i} \tag{3.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{B}_{k}=\sum_{i=0}^{k-1} G_{k-i} \bar{B}_{i} . \tag{3.36}
\end{equation*}
$$

Let

$$
\bar{A}^{*}(z)=\sum_{k=0}^{\infty} z^{k} \bar{A}_{k}
$$

and

$$
\bar{B}^{*}(z)=\sum_{k=0}^{\infty} z^{k} \bar{B}_{k} .
$$

Then it follows from Eq. (3.35) that

$$
\begin{equation*}
\bar{A}^{*}(z)\left[I-R^{*}(z)\right]=I \tag{3.37}
\end{equation*}
$$

and from Eq. (3.36) that

$$
\begin{equation*}
\left[I-G^{*}(z)\right] \bar{B}^{*}(z)=I . \tag{3.38}
\end{equation*}
$$

Now, we provide a useful relation between $\Phi_{n}$ and the $A$ - and $B$-measures. This relation leads to a new expression for the $R$ - and $G$-measures.

Corollary 3.4 (1) For $n \geqslant 0$,

$$
\Phi_{n}=\sum_{i=0}^{\infty} A_{n+i} \bar{B}_{i}
$$

and

$$
\Phi_{-n}=\sum_{i=0}^{\infty} \bar{A}_{i} A_{-n-i} .
$$

(2) For $n \geqslant 0$,

$$
R_{n}\left(I-\Phi_{0}\right)=\sum_{i=0}^{\infty} A_{n+i} \bar{B}_{i}
$$

and

$$
\left(I-\Phi_{0}\right) G_{n}=\sum_{i=0}^{\infty} \bar{A}_{i} A_{-n-i} .
$$

Proof It follows from Eq. (3.5) and Eq. (3.4) that

$$
\Phi_{0}=W_{n, n}^{[\leqslant n]}=A_{0}+\left(A_{1}, A_{2}, A_{3}, \ldots\right) \widehat{W}\left(A_{-1}^{\mathrm{T}}, A_{-2}^{\mathrm{T}}, A_{-3}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}},
$$

where $\widehat{W}=(I-W)_{\min }^{-1}$. Using Eq. (2.44) we obtain

$$
\begin{aligned}
\widehat{W}\left(A_{-1}^{\mathrm{T}}, A_{-2}^{\mathrm{T}}, A_{-3}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} & =\left(B_{2,1}^{\mathrm{T}}, B_{3,1}^{\mathrm{T}}, B_{4,1}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} \\
& =\left(\bar{B}_{1}^{\mathrm{T}}, \bar{B}_{2}^{\mathrm{T}}, \bar{B}_{3}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}},
\end{aligned}
$$

thus it is easy to see that

$$
\Phi_{0}=\sum_{i=0}^{\infty} A_{i} \bar{B}_{i} .
$$

On the other hand, note that

$$
\begin{aligned}
\left(A_{1}, A_{2}, A_{3}, \ldots\right) \widehat{W} & =\left(A_{1,2}, A_{1,3}, A_{1,4}, \ldots\right) \\
& =\left(\bar{A}_{1}, \bar{A}_{2}, \bar{A}_{3}, \ldots\right),
\end{aligned}
$$

thus we obatin

$$
\Phi_{0}=\sum_{i=0}^{\infty} \bar{A}_{i} A_{-i} .
$$

Similarly, we can easily prove the other equations by means of $R_{n}\left(I-\Phi_{0}\right)=\Phi_{n}$ and $\left(I-\Phi_{0}\right) G_{n}=\Phi_{-n}$ for $n \geqslant 1$. This completes the proof.

The following lemma expresses the fundamental matrix $\widehat{W}=\left(\widehat{W}_{i, j}\right)$ by means of the $R$-, $U$ - and $G$-measures, where $\widehat{W}_{i, j}$ is a matrix of size $m \times m$.

Lemma 3.5 (1)

$$
\widehat{W}_{1,1}=\left(I-\Phi_{0}\right)^{-1} .
$$

(2) For $i \geqslant 2$ or $j \geqslant 2$,

$$
\widehat{W}_{i, j}= \begin{cases}\sum_{k=1}^{i-1} G_{i-k} \widehat{W}_{k, j}, & \text { if } i \geqslant j \\ \sum_{k=1}^{j-1} \widehat{W}_{i, k} R_{j-k}, & \text { if } i \leqslant j\end{cases}
$$

Proof (1) is clear. We only need to prove the first part of (2) with $i \geqslant j$; while the other part for $i \leqslant j$ can be proved similarly.

The $R G$-factorization of the matrix $I-W$ is given by

$$
I-W=\left(I-R_{U}\right)\left(I-\Phi_{D}\right)\left(I-G_{L}\right),
$$

which leads to

$$
\begin{equation*}
\left(I-G_{L}\right) \widehat{W}=\left(I-\Phi_{D}\right)^{-1}\left(I-R_{U}\right)^{-1} \tag{3.39}
\end{equation*}
$$

Hence we obtain

$$
\left(\begin{array}{ccccc}
I & & & &  \tag{3.40}\\
-G_{1} & I & & & \\
-G_{2} & -G_{1} & I & & \\
-G_{3} & -G_{2} & -G_{1} & I & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)\left(\widehat{W}_{i, j}\right)=\left(\begin{array}{cccc}
\left(I-\Phi_{0}\right)^{-1} & * & * & \ldots \\
& \left(I-\Phi_{0}\right)^{-1} & * & \ldots \\
& & \left(I-\Phi_{0}\right)^{-1} & \ldots \\
& & & \ddots
\end{array}\right),
$$

where $*$ denotes the corresponding block-entry of the matrix $\left(I-\Phi_{D}\right)^{-1}\left(I-R_{U}\right)^{-1}$. It follows from Eq. (3.40) that

$$
\left\{\begin{array}{l}
\widehat{W}_{1,1}=\left(I-\Phi_{0}\right)^{-1} \\
\widehat{W}_{i, j}-\sum_{k=1}^{i-1} G_{i-k} \widehat{W}_{k, j}=0, \quad i>j \geqslant 1
\end{array}\right.
$$

Simple matrix computation can easily lead to the desired results.
A useful relation between the fundamental matrix and the $A$ - and $B$-measures is given in the following theorem.

## Theorem 3.13

$$
\widehat{W}_{i, j}=\widehat{W}_{i-1, j-1}+\bar{B}_{i-1} \widehat{W}_{1,1} \bar{A}_{j-1}
$$

or

$$
\widehat{W}_{i, j}= \begin{cases}\sum_{k=0}^{i-1} \bar{B}_{k} \widehat{W}_{1,1} \bar{A}_{k+j-i}, & \text { if } 1 \leqslant i \leqslant j, \\ \sum_{k=0}^{j-1} \bar{B}_{k+i-j} \widehat{W}_{1,1} \bar{A}_{k}, & \text { if } 1 \leqslant j \leqslant i .\end{cases}
$$

Proof Let

$$
W=\left(\begin{array}{ll}
A_{0} & U \\
V & W
\end{array}\right)
$$

Then

$$
\begin{align*}
\widehat{W} & =\left(\begin{array}{cc}
* & * \\
* & \widehat{W}+\widehat{W} V\left(I-A_{0}-U \widehat{W} V\right)^{-1} U \widehat{W}
\end{array}\right) \\
& =\left(\begin{array}{cc}
* & * \\
* & \widehat{W}+\widehat{W} V\left(I-\Phi_{0}\right)^{-1} U \widehat{W}
\end{array}\right) . \tag{3.41}
\end{align*}
$$

Note that

$$
\begin{gathered}
\widehat{W}_{1,1}=\left(I-\Phi_{0}\right)^{-1}, \\
\widehat{W} V=\left(\bar{B}_{1}^{\mathrm{T}}, \bar{B}_{2}^{\mathrm{T}}, \bar{B}_{3}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}
\end{gathered}
$$

and

$$
U \widehat{W}=\left(\bar{A}_{1}, \bar{A}_{2}, \bar{A}_{3}, \ldots\right)
$$

it follows from Eq. (3.41) that

$$
\widehat{W}_{i, j}=\widehat{W}_{i-1, j-1}+\bar{B}_{i-1} \widehat{W}_{1,1} \bar{A}_{j-1} .
$$

Some matrix computations can lead to the desired result.
Corollary 3.5 (1)

$$
\sum_{i=1}^{\infty} \widehat{W}_{i, 1}=\bar{B} \widehat{W}_{1,1}
$$

(2)

$$
\sum_{j=1}^{\infty} \widehat{W}_{1, j}=\widehat{W}_{1,1} \bar{A}
$$

Proof The proof only needs to use the two relations as follows:

$$
\widehat{W}_{i, 1}=\bar{B}_{i-1} \widehat{W}_{1,1}
$$

and

$$
\widehat{W}_{1, j}=\widehat{W}_{1,1} \bar{A}_{j-1} .
$$

This completes the proof.

## Constructive Computation in Stochastic Models with Applications

The following theorem provides a useful relation between $\left\{R_{0, k}\right\}$ and $\left\{D_{k}\right\}$.
Theorem 3.14 If the Markov chain $P$ is irreducible and stochastic, then the condition that $\sum_{k=1}^{\infty} k D_{k}$ is finite implies that $R_{0}$ is finite.

Proof Since $\widehat{W}_{1,1}$ is finite and nonnegative, there is always a constant $b>0$ such that $\widehat{W}_{1,1} e \leqslant b e$. Therefore,

$$
\sum_{i=k}^{\infty} \widehat{W}_{i, 1} e \leqslant \sum_{i=1}^{\infty} \widehat{W}_{i, 1} e=\bar{B} \widehat{W}_{1,1} e \leqslant b e
$$

due to $\bar{B} e \leqslant e$. Note that

$$
\begin{aligned}
R_{0} e & =\sum_{k=1}^{\infty} R_{0, k} e=\sum_{k=1}^{\infty} \sum_{i=k}^{\infty} D_{i} \widehat{W}_{i, 1} e \\
& \leqslant \sum_{k=1}^{\infty}\left(\sum_{i=k}^{\infty} D_{i}\right)\left(\sum_{i=k}^{\infty} \widehat{W}_{i, 1}\right) e \\
& \leqslant b \sum_{k=1}^{\infty} \sum_{i=k}^{\infty} D_{i} e=b \sum_{i=1}^{\infty} \sum_{k=1}^{i} D_{i} e \\
& =b \sum_{i=1}^{\infty} i D_{i} e,
\end{aligned}
$$

it is easy to see that the condition that $\sum_{k=1}^{\infty} k D_{k}$ is finite implies that $R_{0}$ is finite.
In general, the two matrices $R$ and $G$ are always finite for any irreducible Markov chain. However, the matrices $\bar{A}^{*}(1)=\bar{A}$ and $\bar{B}^{*}(1)=\bar{B}$ may be infinite for some irreducible Markov chain. In this case, we need sufficient conditions under which $\bar{A}$ or $\bar{B}$ is finite. Therefore, if $\bar{A}$ is finite, then

$$
\begin{equation*}
\bar{A}(I-R)=I ; \tag{3.42}
\end{equation*}
$$

if $\bar{B}$ is finite, then

$$
\begin{equation*}
(I-G) \bar{B}=I . \tag{3.43}
\end{equation*}
$$

The following lemma provides conditions under which the matrix $\bar{A}$ or $\bar{B}$ is finite.

Lemma 3.6 Suppose that the Markov chain P of GI/G/1 type is irreducible and stochastic, and the matrix $\sum_{k=1}^{\infty} k D_{k}$ is finite.
(1) $P$ is positive recurrent if and only if $\bar{A}<+\infty$,
(2) $P$ is transient if and only if $\bar{B}<+\infty$, and
(3) $P$ is null recurrent if and only if $\bar{A}=+\infty$ and $\bar{B}=+\infty$.

Proof We only prove (1), while (2) and (3) can be proved similarly.
Suppose first that $P$ is positive recurrent. It follows from Theorem 3.12 that $\lim _{k \rightarrow \infty} R^{k}=0$, and $(I-R)^{-1}=\sum_{k=0}^{\infty} R^{k}<\infty$. Thus, from Eq. (3.37) we obtain

$$
\bar{A}=\lim _{z \rightarrow 1^{-}} \bar{A}^{*}(z)=\lim _{z \rightarrow 1^{-}}\left[I-R^{*}(z)\right]^{-1}=(I-R)^{-1}<\infty .
$$

Suppose now that $\bar{A}<+\infty$. It follows from Eq. (3.42) that

$$
\sum_{k=0}^{\infty} R^{k}=\bar{A}<\infty,
$$

which leads to

$$
\lim _{k \rightarrow \infty} R^{k}=0
$$

therefore, $P$ is positive recurrent by means of Theorem 3.12. This completes the proof.

The following theorem provides a necessary and sufficient condition for the state classification of Markov chains of GI/G/1 type.

Theorem 3.15 Suppose that the Markov chain P of GI/G/1 type is irreducible and stochastic, and the matrix $\sum_{k=1}^{\infty} k D_{k}$ is finite.
(1) $P$ is positive recurrent if and only if for each $i \geqslant 1, \sum_{j=1}^{\infty} \widehat{W}_{i, j}$ is finite,
(2) $P$ is transient if and only if for each $j \geqslant 1, \sum_{i=1}^{\infty} \widehat{W}_{i, j}$ is finite, and
(3) $P$ is null recurrent if and only if there exists an $i \geqslant 1$ such that $\sum_{j=1}^{\infty} \widehat{W}_{i, j}$ is infinite, and there exists a $j \geqslant 1$ such that $\sum_{i=1}^{\infty} \widehat{W}_{i, j}$ is infinite.

Proof We only prove (1), while (2) and (3) can be proved similarly.
Using Theorem 3.13, we obtain

$$
\sum_{j=1}^{\infty} \widehat{W}_{i, j}=\left(\sum_{k=0}^{i-1} \bar{B}_{k}\right) \widehat{W}_{1,1} \sum_{j=1}^{\infty} \bar{A}_{k+j-i}=\left(\sum_{k=0}^{i-1} \bar{B}_{k}\right) \widehat{W}_{1,1} \bar{A},
$$

we obtain that for each $i \geqslant 1, \sum_{j=1}^{\infty} \widehat{W}_{i, j}$ is finite if and only if $\bar{A}<+\infty$. Since $\bar{A}(I-R)=I, P$ is positive recurrent if and only if $\bar{A}<+\infty$. Hence it is easy to see the desired result.

The following theorem provides a sufficient condition under which the Markov chain $P$ of $G I / G / 1$ type is positive recurrent.

Theorem 3.16 Suppose that $P$ is irreducible and stochastic, and the matrix $\sum_{k=1}^{\infty} k D_{k}$ is finite. If the matrix $A$ is strictly substochastic, then $P$ is positive recurrent.

Proof It is easy to check that if the matrix $A$ is strictly substochastic, then the matrix $(I-W)^{-1}$ is finite, and for each $i \geqslant 1, \sum_{j=1}^{\infty} \widehat{W}_{i, j}$ is finite. The desired result follows from Theorems 3.15 and 3.14. This completes the proof.

The following corollary provides some important relations among the $A$ - and $B$-measures and the $R$ - and $G$-measures.

Corollary 3.6 For the Markov chain W,
(1) $\bar{A}<+\infty$ if and only if $\theta R<\theta$,
(2) $\bar{B}<+\infty$ if and only if $G e<e$, and
(3) $\bar{A}=+\infty$ and $\bar{B}=+\infty$ if and only if $\theta R=\theta$ and $G e=e$.

Proof We only prove (1), while (2) and (3) can be proved similarly.
We construct a Markov chain of GI/G/1 type whose transition probability matrix is given by

$$
P=\left(\begin{array}{ll}
D_{0} & D_{+} \\
D_{-} & W
\end{array}\right)
$$

where

$$
D_{+}=\left(D_{1}, D_{2}, D_{3}, \ldots\right)
$$

with $\sum_{k=1}^{\infty} k D_{k}<+\infty$, and

$$
D_{-}=\left(D_{-1}^{\mathrm{T}}, D_{-2}^{\mathrm{T}}, D_{-3}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}
$$

Since $\sum_{k=1}^{\infty} k D_{k}<+\infty$, it is clear from Lemma 3.6 that Markov chain $P$ is positive recurrent if and only if $\bar{A}<+\infty$, and if and only if $\lim _{k \rightarrow \infty} R^{k}=0$, which leads to $\theta R<\theta$. This completes the proof.

### 3.4 Spectral Analysis

In this section, we provide spectral analysis for the $R$ - and $G$-measures of Markov chains of $G I / G / 1$ type. Note that the spectral analysis is a standard technique
used in dealing with stochastic models, e.g., see Neuts [13, 14] for Markov chains of $G I / M / 1$ type and Markov chains of $M / G / 1$ type, respectively.

Let $H$ be a nonnegative matrix of size $m$, and $\mu_{i}$ the $i$ th eigenvalue of $H$ for $1 \leqslant i \leqslant m$. we write

$$
s p(H)=\max \left\{\mu_{1}, \mu_{2}, \ldots, \mu_{m}\right\}
$$

The following lemma first provides a spectral property for the matrices $R$ and $G$.
Lemma 3.7 (1) Let $A$ be irreducible and stochastic. Then $s p(R) \leqslant 1$ and $s p(G) \leqslant 1$.
(2) Let $A$ be irreducible and strictly substochastic. Then $\operatorname{sp}(R)<1$ and $\operatorname{sp}(G)<1$.

Proof We first prove (1). Let $A$ be irreducible and stochastic. Then $\operatorname{sp}(A)=1$. It follows from Eq. (3.20) that

$$
I-A=(I-R)\left(I-\Phi_{0}\right)(I-G)
$$

and

$$
\operatorname{det}(I-A)=\operatorname{det}(I-R) \operatorname{det}\left(I-\Phi_{0}\right) \operatorname{det}(I-G) .
$$

Since

$$
\theta(I-A)=0, \quad(I-A) e=0
$$

it follows from $\operatorname{sp}(A)=1$ that $\theta R \leqslant \theta$ and $G e \leqslant e$, thus it is clear that $\operatorname{sp}(R) \leqslant 1$ and $s p(G) \leqslant 1$.

We now prove (2). If $A$ is irreducible and strictly substochastic, then $\operatorname{det}(I-A) \neq 0$, and hence $\operatorname{det}(I-R) \neq 0$ and $\operatorname{det}(I-G) \neq 0$. Again, applying the condition that $s p(R) \leqslant 1$ and $s p(G) \leqslant 1$, it is easy to see that $s p(R)<1$ and $s p(G)<1$.

This completes the proof.
It is seen from (2) of Lemma 3.7 that if $A$ is strictly substochastic, then $s p(R)<1$ and $\operatorname{sp}(G)<1$. Thus, in the rest of this section we always assume that $A$ is irreducible and stochastic. Let $\theta$ be the stationary probability vector of the Markov chain $A$.

The following theorem provides a necessary and sufficient condition on the state classification of the Markov chain $P$ of $G I / G / 1$ type.

Theorem 3.17 Suppose that $P$ is irreducible and stochastic, and the matrix $\sum_{k=1}^{\infty} k D_{k}$ is finite.
(1) $P$ is positive recurrent if and only if $s p(R)<1$. In this case, $s p(G)=1$.
(2) $P$ is null recurrent if and only if $s p(R)=1$ and $\operatorname{sp}(G)=1$.
(3) $P$ is transient if and only if $\operatorname{sp}(G)<1$. In this case, $\operatorname{sp}(R)=1$.

Proof We only prove (1), while (2) and (3) can be proved similarly.
If $P$ is positive recurrent, then it is seen from Lemma 3.6 that $\bar{A}<+\infty$. Since
$\bar{A}(I-R)=I$, we obtain that $\sum_{k=0}^{\infty} R^{k}=(I-R)^{-1}=\bar{A}<+\infty$, which leads to $\operatorname{sp}(R)<1$.
On the other hand, if $P$ is positive recurrent, then $\bar{B}=+\infty$ by using Lemma 3.6. Suppose that $\operatorname{sp}(G)<1$. Since $(I-G) \bar{B}=I$, we would obtain that $\bar{B}=$ $(I-G)^{-1}<+\infty$. This leads to a contradiction that $\bar{B}=+\infty$. Thus $\operatorname{sp}(G)=1$.

If $\underline{s p}(R)<1$, then the matrix $I-R$ is invertible. Since $\bar{A}(I-R)=I$, we obatin that $\bar{A}=(I-R)^{-1}<+\infty$. Hence $P$ is positive recurrent.

This completes the proof.
The following corollary provides conditions for the state classification of the Markov chain $P$ of GI/G/1 type. The proof follows Theorem 3.17 directly.

Corollary 3.7 Suppose that $P$ is irreducible and stochastic, and the matrix $\sum_{k=1}^{\infty} k D_{k}$ is finite.
(1) $P$ is positive recurrent if and only if $\operatorname{det}(I-R) \neq 0$,
(2) $P$ is null recurrent if and only if $\operatorname{det}(I-R)=0$ and $\operatorname{det}(I-G)=0$, and
(3) $P$ is transient if and only if $\operatorname{det}(I-G) \neq 0$.

The following theorem provides important properties for the matrices $R$ and $G$, which are related to the state classification.

Theorem 3.18 If $P$ is irreducible and stochastic, and the matrix $\sum_{k=1}^{\infty} k D_{k}$ is finite.
(1) $P$ is positive recurrent if and only if $\theta R<\theta$. In this case, $G e=e$.
(2) $P$ is null recurrent if and only if $\theta R=\theta$ and $G e=e$.
(3) $P$ is transient if and only if $G e<e$. In this case, $\theta R=\theta$.

Proof We only prove (1), while (2) and (3) can be proved similarly. It follows from Eq. (3.20) that the $R G$-factorization for the repeated row

$$
I-A=(I-R)\left(I-\Phi_{0}\right)(I-G) .
$$

Since $A$ is irreducible and stochastic, it is clear that $\theta A=\theta$ and $A e=e$. Thus we obtain

$$
\theta(I-R)\left(I-\Phi_{0}\right)(I-G)=0
$$

and

$$
(I-R)\left(I-\Phi_{0}\right)(I-G) e=0 .
$$

Since $P$ is positive recurrent if and only if $s p(R)<1$. In this case, $s p(G)=1$. Thus it is clear that $\theta R<\theta$ and $G e=e$. This completes the proof.

Corollary 3.8 If P is irreducible and stochastic, and the matrix $\sum_{k=1}^{\infty} k D_{k}$ is finite.
(1) $P$ is positive recurrent if and only if the matrix $I-\sum_{k=0}^{\infty} \Phi_{k}$ is invertible. In
this case, the matrix $I-\sum_{k=0}^{\infty} \Phi_{-k}$ is singular.
(2) $P$ is null recurrent if and only if the two matrices $I-\sum_{k=0}^{\infty} \Phi_{-k}$ and $I-\sum_{k=0}^{\infty} \Phi_{k}$ are both singular.
(3) $P$ is transient if and only if the matrix $I-\sum_{k=0}^{\infty} \Phi_{-k}$ is invertible. In this case, the matrix $I-\sum_{k=0}^{\infty} \Phi_{k}$ is singular.

Proof In the proof, we only need to note that

$$
I-R=\left(I-\sum_{k=0}^{\infty} \Phi_{k}\right)\left(I-\Phi_{0}\right)^{-1}
$$

and

$$
I-G=\left(I-\Phi_{0}\right)^{-1}\left(I-\sum_{k=0}^{\infty} \Phi_{-k}\right),
$$

thus the results are clear according to Theorem 3.18. This completes the proof.
The following theorem provides conditions for the state classification of the Markov chain $P$ of $G I / G / 1$ type. This is the same as Chapter $X 3-4$ in Asmussen [2] for a necessary and sufficient condition based on the mean drift.

Theorem 3.19 Suppose that $P$ is irreducible and stochastic, and the matrix $\sum_{k=1}^{\infty} k D_{k}$ is finite.
(1) $P$ is positive recurrent if and only if $\theta \sum_{k=1}^{\infty} k A_{-k} e>\theta \sum_{k=1}^{\infty} k A_{k} e$,
(2) $P$ is null recurrent if and only if $\theta \sum_{k=1}^{\infty} k A_{-k} e=\theta \sum_{k=1}^{\infty} k A_{k} e$, and
(3) $P$ is transient if and only if $\theta \sum_{k=1}^{\infty} k A_{-k} e<\theta \sum_{k=1}^{\infty} k A_{k} e$.

Proof We only prove (1), while (2) and (3) can be proved similarly. Taking the derivative of the $R G$-factorization:

$$
I-A^{*}(z)=\left[I-R^{*}(z)\right]\left(I-\Phi_{0}\right)\left[I-G^{*}(z)\right]
$$

at $z=1$, we obtain

$$
\begin{equation*}
\theta \sum_{k=1}^{\infty} k\left(A_{k}-A_{-k}\right) e=\theta\left(\sum_{k=1}^{\infty} k \Phi_{k}\right)(e-G e)-(\theta-\theta R)\left(\sum_{k=1}^{\infty} k \Phi_{-k}\right) e . \tag{3.44}
\end{equation*}
$$

## Constructive Computation in Stochastic Models with Applications

Since $P$ is irreducible, the matrix $I-\Phi_{0}$ is invertible. Note that

$$
R=\sum_{k=1}^{\infty} \Phi_{k}\left(I-\Phi_{0}\right)^{-1}
$$

and

$$
G=\left(I-\Phi_{0}\right)^{-1} \sum_{k=1}^{\infty} \Phi_{-k},
$$

it follows from Theorem 3.3 that there is no zero column in $\sum_{k=1}^{\infty} \Phi_{k}\left(\right.$ thus $\left.\sum_{k=1}^{\infty} k \Phi_{k}\right)$ and there is no zero row in $\sum_{k=1}^{\infty} \Phi_{-k}\left(\right.$ thus $\left.\sum_{k=1}^{\infty} k \Phi_{-k}\right)$.

Suppose firstly that $P$ is positive recurrent. It follows from Theorem 3.18 that $\theta R<\theta$ and $G e=e$. It follows from Eq. (3.44) that

$$
\theta \sum_{k=1}^{\infty} k\left(A_{k}-A_{-k}\right) e=-(\theta-\theta R)\left(\sum_{k=1}^{\infty} k \Phi_{-k}\right) e<0
$$

or

$$
\theta \sum_{k=1}^{\infty} k A_{k} e<\theta \sum_{k=1}^{\infty} k A_{-k} e
$$

Suppose now that $\theta \sum_{k=1}^{\infty} k A_{-k} e>\theta \sum_{k=1}^{\infty} k A_{k} e$. It is clear that $\theta \sum_{k=1}^{\infty} k\left(A_{k}-A_{-k}\right) e<0$. Note that $\theta\left(\sum_{k=1}^{\infty} k \Phi_{k}\right)(e-G e) \geqslant 0$, it follows from Eq. (3.44) that $(\theta-\theta R)$. $\left(\sum_{k=1}^{\infty} k \Phi_{-k}\right) e>0$, which leads to $\theta R<\theta$, hence $P$ is positive recurrent, and $G e=e$. This completes the proof.

We denote by $\chi(z), r(z)$ and $g(z)$ the maximal eigenvalues of the matrices $A^{*}(z), R^{*}(z)$ and $G^{*}(z)$, respectively.

Corollary 3.9 Suppose that $P$ is irreducible and stochastic, and the matrices $\sum_{k=1}^{\infty} k D_{k}$ and $\sum_{k=1}^{\infty} k A_{k}$ are all finite.
(1) $P$ is positive recurrent if and only if $\chi^{\prime}(1)<0$. In this case, $g^{\prime}(1)<0$ and

$$
\chi^{\prime}(1)=\theta(I-R)\left(I-\Phi_{0}\right) e \cdot g^{\prime}(1)
$$

(2) $P$ is null recurrent if and only if $\chi^{\prime}(1)=0$.
(3) $P$ is transient if and only if $\chi^{\prime}(1)>0$. In this case, $r^{\prime}(1)>0$ and

$$
\chi^{\prime}(1)=\theta\left(I-\Phi_{0}\right)(I-G) e \cdot r^{\prime}(1) .
$$

Proof We only prove (1), while (2) and (3) can be proved similarly.
For $z \geqslant 0$, we denote by $\chi^{*}(z), \theta^{*}(z)$ and $e^{*}(z)$ the maximal eigenvalue of the matrix $A^{*}(z)$ and the associated left and right eigenvectors, respectively. It is clear that $\theta^{*}(1)=\theta$ and $e^{*}(1)=e$. It is clear that

$$
1-\chi^{*}(z)=\theta^{*}(z)\left[I-A^{*}(z)\right] e^{*}(z)
$$

which leads to

$$
\chi^{\prime}(1)=\theta \sum_{k=1}^{\infty} k A_{k} e-\theta \sum_{k=1}^{\infty} k A_{-k} e .
$$

Using Theorem 3.19, it is easy to see that $\theta \sum_{k=1}^{\infty} k A_{k} e<\theta \sum_{k=1}^{\infty} k A_{-k} e$, that is, $\chi^{\prime}(1)<0$. It follows from Eq. (3.19) that

$$
\begin{equation*}
1-\chi^{*}(z)=\theta^{*}(z)\left[I-R^{*}(z)\right]\left(I-\Phi_{0}\right)\left[I-G^{*}(z)\right] e^{*}(z) \tag{3.45}
\end{equation*}
$$

Since $\theta^{*}(z)\left[I-R^{*}(z)\right]\left(I-\Phi_{0}\right)$ is the left eigenvector of the matrix $G^{*}(z)$, we have

$$
\theta^{*}(z)\left[I-R^{*}(z)\right]\left(I-\Phi_{0}\right) G^{*}(z)=g(z) \theta^{*}(z)\left[I-R^{*}(z)\right]\left(I-\Phi_{0}\right)
$$

or

$$
\begin{equation*}
1-\chi^{*}(z)=\left[1-g^{*}(z)\right] \theta^{*}(z)\left[I-R^{*}(z)\right]\left(I-\Phi_{0}\right) e^{*}(z) . \tag{3.46}
\end{equation*}
$$

When $P$ is positive recurrent, taking the derivative of Eq. (3.46) and using $(I-G) e=0$, we obtain

$$
\chi^{\prime}(1)=g^{\prime}(1) \theta(I-R)\left(I-\Phi_{0}\right) e
$$

thus we get

$$
g^{\prime}(1)=\left[\theta(I-R)\left(I-\Phi_{0}\right) e\right]^{-1} \chi^{\prime}(1) .
$$

Note that $\theta(I-R)\left(I-\Phi_{0}\right) e>0$ and $\chi^{\prime}(1)<0$, it is clear that $g^{\prime}(1)<0$. This completes the proof.

The following theorem provides a useful relationship between the Markov chain $P$ and its dual generating chain $\widetilde{P_{[0]}}$.

Theorem 3.20 If P is irreducible and stochastic, and the matrix $\sum_{k=1}^{\infty} k D_{k}$ is finite.
(1) $P$ is positive recurrent if and only if $\widetilde{P_{[0]}}$ is transient,
(2) $P$ is null recurrent if and only if $\overline{P_{[0]}}$ is null recurrent, and
(3) $P$ is transient if and only if $\widetilde{P_{[0]}}$ is positive recurrent.

Proof We only prove (1), while (2) and (3) can be proved similarly.
If $A$ is irreducible and stochastic, it is clear that $\theta$ is the stationary probability vector of $\widetilde{A}=\operatorname{diag}^{-1}(\theta) A^{\mathrm{T}} \operatorname{diag}(\theta)$. Note that $P$ and $\widetilde{P_{[0]}}$ have the same block-entries in both the first block-row and the first block-column, and the matrix $\sum_{k=1}^{\infty} k D_{k}$ is finite, thus we only need to check the mean drift condition as follows:

$$
\begin{aligned}
\theta \sum_{k=1}^{\infty} k\left(\widetilde{A}_{k}-\tilde{A}_{-k}\right) e & =\theta \operatorname{diag}^{-1}(\theta) \sum_{k=1}^{\infty} k\left(A_{-k}-A_{k}\right)^{\mathrm{T}} \operatorname{diag}(\theta) e \\
& =e^{\mathrm{T}} \sum_{k=1}^{\infty} k\left(A_{-k}-A_{k}\right)^{\mathrm{T}} \theta^{\mathrm{T}} \\
& =-\theta \sum_{k=1}^{\infty} k\left(A_{k}-A_{-k}\right) e
\end{aligned}
$$

which leads to the conclusion that $P$ is positive recurrent if and only if $\widetilde{P_{[0]}}$ is transient. This completes the proof.

The following theorem characterizes the zeros of the two equations $\operatorname{det}(I-$ $\left.R^{*}(z)\right)=0$ and $\operatorname{det}\left(I-G^{*}(z)\right)=0$.

Lemma 3.8 (1) All the zeros of the equation $\operatorname{det}\left(I-R^{*}(z)\right)=0$ lie in the region $|z| \geqslant 1$.
(2) All the zeros of the equation $\operatorname{det}\left(I-G^{*}(z)\right)=0$ lie in the region $|z| \leqslant 1$.

Proof We only prove (1), while (2) can be proved similarly.
We denote by $z_{0}$ a zero of the equation $\operatorname{det}\left(I-R^{*}(z)\right)=0$ and assume $\left|z_{0}\right|<1$. There exists a non-zero column vector $x=\left(x_{1}, x_{2}, \ldots, x_{m}\right)^{\mathrm{T}}$ such that $x=R^{*}\left(z_{0}\right) x$. Let $|x|=\left(\left|x_{1}\right|,\left|x_{2}\right|, \ldots,\left|x_{m}\right|\right)^{\mathrm{T}}$. Then $|x| \leqslant R^{*}\left(\left|z_{0}\right|\right)|x|<R|x|$, which leads to

$$
\theta|x|<\theta R|x| \leqslant \theta R|x| \leqslant \theta|x| .
$$

This is a contradiction. This completes the proof.
The following corollary provides a necessary and sufficient condition for the state classification of the Markov chain $P$ of $G I / G / 1$ type by means of the root distributions for the equations $\operatorname{det}\left(I-R^{*}(z)\right)=0$ and $\operatorname{det}\left(I-G^{*}(z)\right)=0$.

Corollary 3.10 Suppose that $P$ is irreducible and stochastic, and the matrix $\sum_{k=1}^{\infty} k D_{k}$ is finite.
(1) $P$ is positive recurrent if and only if all the zeros of the equation $\operatorname{det}\left(I-R^{*}(z)\right)=0 \quad$ reside outside the unit circle $|z|>1$.
(2) $P$ is null recurrent if and only if all the zeros of the equations $\operatorname{det}(I-$ $\left.R^{*}(z)\right)=0$ and $\operatorname{det}\left(I-G^{*}(z)\right)=0$ reside on the unit circle $|z|=1$.
(3) $P$ is transient if and only if all the zeros of the equation $\operatorname{det}\left(I-G^{*}(z)\right)=0$ reside inside the unit circle $|z|<1$.

### 3.5 Distribution of the Minimal Positive Root

In this section, we discuss distribution of the minimal positive root of the equation: $\operatorname{det}\left(I-R^{*}(z)\right)=0$ or $\operatorname{det}\left(I-G^{*}(z)\right)=0$.

We first construct some useful relations between a matrix equation and its associate spectral equation. Based on the $R G$-factorization for the repeated row and the state classification, we analyze the following three cases.

### 3.5.1 The Positive Recurrence

If the Markov chain $P$ of $G I / G / 1$ type is irreducible and positive recurrent, then it follows from Eq. (3.19) that

$$
\begin{align*}
\left\{0<z<\phi_{A+}: \operatorname{det}\left(I-A^{*}(z)\right)=0\right\}= & \left\{0<z<\phi_{A+}: \operatorname{det}\left(I-R^{*}(z)\right)=0\right\} \\
& \bigcup\left\{0<z<\phi_{A+}: \operatorname{det}\left(I-G^{*}(z)\right)=0\right\}, \tag{3.47}
\end{align*}
$$

since $I-\Phi_{0}$ is invertible. Hence it follows from Eq. (3.47) and Corollary 3.10 that

$$
\begin{equation*}
\left\{1<z<\phi_{A^{+}}: \operatorname{det}\left(I-A^{*}(z)\right)=0\right\}=\left\{1<z<\phi_{A^{+}}: \operatorname{det}\left(I-R^{*}(z)\right)=0\right\} \tag{3.48}
\end{equation*}
$$

and

$$
\left\{0<z \leqslant 1: \operatorname{det}\left(I-A^{*}(z)\right)=0\right\}=\left\{0<z \leqslant 1: \operatorname{det}\left(I-G^{*}(z)\right)=0\right\} .
$$

Let $r_{i}(z), 2 \leqslant i \leqslant m$, be all other eigenvalues of $R^{*}(z)$ whose maximal eigenvalue is $r(z)$.

The following theorem provides a useful relation between the maximal eigenvalue equation and the matrix equation $\operatorname{det}\left(I-R^{*}(z)\right)=0$.

Theorem 3.21 Suppose that the Markov chain of GI/G/1 type is irreducible and positive recurrent.
(1) $\min \left\{1<z<\phi_{A+}: \operatorname{det}\left(I-R^{*}(z)\right)=0\right\}=\min \left\{1<z<\phi_{A+}: r(z)=1\right\}$.
(2) $\min \left\{1<z<\phi_{A+}: \operatorname{det}\left(I-A^{*}(z)\right)=0\right\}=\min \left\{1<z<\phi_{A+}: \chi(z)=1\right\}$.
(3) $\min \left\{1<z<\phi_{A+}: r(z)=1\right\}=\min \left\{1<z<\phi_{A+}: \chi(z)=1\right\}$.

Proof (1) Let

$$
\Omega_{0}=\left\{1<z<\phi_{A+}: r(z)=1\right\}
$$

and

$$
\Omega=\left\{1<z<\phi_{A+}: \operatorname{det}\left(I-R^{*}(z)\right)=0\right\} .
$$

It is clear that $\Omega_{0} \subset \Omega$, since $\operatorname{det}\left(I-R^{*}(z)\right)=[1-r(z)] \prod_{i=2}^{\infty}\left[1-r_{i}(z)\right]$ for $z>1$.
There are two possible cases for the set $\Omega$ as follows:
Case I $\Omega$ is not empty. In this case, it follows from Theorem 3.23 that there exists an $\eta$ such that

$$
\eta=\min \left\{1<z<\phi_{A+}: \operatorname{det}\left(I-R^{*}(z)\right)=0\right\}=\min \Omega .
$$

Suppose that $\eta \notin \Omega_{0}$, i.e., $r(\eta) \neq 1$. Since $\operatorname{det}\left(I-R^{*}(\eta)\right)=0$, there must exist a $r_{i_{0}}(\eta), 2 \leqslant i_{0} \leqslant m$, such that $r_{i_{0}}(\eta)=1$. Noting that $r(\eta)$ is the maximal eigenvalue of $R^{*}(\eta)$, therefore, $r(\eta) \geqslant r_{i_{0}}(\eta)=1$. By the assumption that $r(\eta) \neq 1$, we should have $r(\eta)>r_{i_{0}}(\eta)=1$.

Let $f(z)=1-r(z)$. Then $f(z)$ is continuous for $z \in[1, \eta], f(1)>0$ and $f(\eta)<0$, hence there exists a point $\xi \in(1, \eta)$ such that $f(\xi)=0$, i.e., $r(\xi)=1$. Clearly, $\xi \in \Omega$. This leads to a contradiction that $\eta$ is the minimum in $\Omega$. Therefore, $r(\eta)=1$ or $\eta \in \Omega_{0}$.

Since $\Omega_{0} \subset \Omega, \min \Omega \leqslant \min \Omega_{0}$. Clearly, $\eta=\min \Omega_{0}$ follows from $\eta=\min \Omega$ and $\eta \in \Omega_{0}$. Therefore, $\eta=\min \Omega=\min \Omega_{0}$ implies that Eq. (3.49) is true.

Case II $\Omega$ is empty. In this case, $\Omega_{0}$ also is empty, since $\Omega_{0} \subset \Omega$. Hence Eq. (3.49) is true in the sense that both sides are infinite.
(2) The proof is slightly different from that in (1). In this case, let $f(z)=1-\chi(z)$. Since $\chi(1)=1$, we need to find a $z_{0}>1$ such that $\chi\left(z_{0}\right)<1$ to make the argument used in (1).

Since the Markov chain $P$ of $G I / G / 1$ type is assumed to be irreducible and positive recurrent, and $\phi_{A+}>1$, it follows from Proposition 4.6 in Asmussen [1] that $\theta \sum_{k=1}^{\infty} k\left(A_{k}-A_{-k}\right) e<0$, which leads to

$$
\chi^{\prime}(1)=\theta \sum_{k=1}^{\infty} k\left(A_{k}-A_{-k}\right) e<0 .
$$

Hence there exists a $\delta>0$ small enough such that

$$
\chi(1+\delta)<\chi(1)=1
$$

Let $z_{0}=1+\delta$. Then $f\left(z_{0}\right)>0$. The rest of the proof is similar to that in (1).
(3) It follows from Eq. (3.47) that

$$
\min \left\{1<z<\phi_{A+}: \operatorname{det}\left(I-R^{*}(z)\right)=0\right\}=\min \left\{1<z<\phi_{A+}: \operatorname{det}\left(I-A^{*}(z)\right)=0\right\} .
$$

The proof follows from (1) and (2). This completes the proof.

### 3.5.2 The Null Recurrence

If the Markov chain $P$ of $G I / G / 1$ type is irreducible and null recurrent, then

$$
\begin{aligned}
\left\{z=1: \operatorname{det}\left(I-A^{*}(z)\right)=0\right\}= & \left\{z=1: \operatorname{det}\left(I-R^{*}(z)\right)=0\right\} \\
& \cup\left\{z=1: \operatorname{det}\left(I-G^{*}(z)\right)=0\right\} .
\end{aligned}
$$

Furthermore, we have

$$
\{z=1: \chi(z)=1\}=\{z=1: r(z)=1\} \bigcup\{z=1: g(z)=1\} .
$$

### 3.5.3 The Transience

If the Markov chain $P$ of $G I / G / 1$ type is irreducible and transient, then

$$
\left\{1 \leqslant z<\phi_{A+}: \operatorname{det}\left(I-A^{*}(z)\right)=0\right\}=\left\{1 \leqslant z<\phi_{A+}: \operatorname{det}\left(I-R^{*}(z)\right)=0\right\}
$$

and

$$
\left\{0<z<1: \operatorname{det}\left(I-A^{*}(z)\right)=0\right\}=\left\{0<z<1: \operatorname{det}\left(I-G^{*}(z)\right)=0\right\} .
$$

Therefore, we obtain

$$
\left\{1 \leqslant z<\phi_{A+}: \chi(z)=1\right\}=\left\{1 \leqslant z<\phi_{A+}: r(z)=1\right\}
$$

and

$$
\{0<z<1: \chi(z)=1\}=\{0<z<1: g(z)=1\} .
$$

### 3.5.4 The Minimal Positive Root

Now, we consider an irreducible and positive recurrent Markov chain of $G I / G / 1$ type. In this case, we analyze the minimal positive root of $\operatorname{det}\left(I-R^{*}(z)\right)=0$. To do this, we first provide expression for the generating function, $\Pi^{*}(z)=\sum_{k=1}^{\infty} z^{k} \pi_{k}$, of the stationary probability vector $\pi=\left\{\pi_{k}\right\}$.

Since the stationary probability vector $\pi=\left\{\pi_{k}\right\}$ can be expressed in terms of the $R$-measure as

$$
\pi_{k}=\pi_{0} R_{0, k}+\sum_{i=1}^{k-1} \pi_{i} R_{k-i}, \quad k \geqslant 1
$$

we get

$$
\begin{equation*}
\Pi^{*}(z)=\pi_{0} R_{0}^{*}(z)+\Pi^{*}(z) R^{*}(z) \tag{3.50}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\Pi^{*}(z)=\pi_{0} R_{0}^{*}(z)\left[I-R^{*}(z)\right]^{-1} \tag{3.51}
\end{equation*}
$$

whenever both sides are defined.
Theorem 3.22 Suppose that the Markov chain of GI/G/1 type is irreducible and positive recurrent, and the matrix $A=\sum_{k=-\infty}^{\infty} A_{k}$ is irreducible.
(1) If the set

$$
\Omega=\left\{z: 1<|z|<\phi_{A+}, \operatorname{det}\left(I-R^{*}(z)\right)=0\right\}
$$

is not empty, then there must exist a solution $\eta>1$ to $\operatorname{det}\left(I-R^{*}(z)\right)=0$ such that $\eta \leqslant\left|z_{0}\right|$, for any $z_{0} \in \Omega$.
(2) If the set

$$
\Omega=\left\{z: \phi_{A-}<|z|<1, \operatorname{det}\left(I-G^{*}(z)\right)=0\right\}
$$

is not empty, then there must exist a solution $0<\xi<1$ to $\operatorname{det}\left(I-G^{*}(z)\right)=0$ such that $\xi \geqslant\left|z_{0}\right|$, for any $z_{0} \in \Omega$.

Proof We only prove (1), while (2) can be proved similarly.
To prove this theorem, we need construct a new Markov chain based on $\left\{A_{k}\right\}$ :

$$
P_{\xi}=\left(\begin{array}{ccccc}
\widetilde{D}_{0} & \widetilde{D}_{1} & \widetilde{D}_{2} & \widetilde{D}_{3} & \ldots  \tag{3.52}\\
D_{-1} & A_{0} & A_{1} & A_{2} & \ldots \\
D_{-2} & A_{-1} & A_{0} & A_{1} & \ldots \\
D_{-3} & A_{-2} & A_{-1} & A_{0} & \ldots \\
\vdots & \vdots & \vdots & \vdots &
\end{array}\right),
$$

where the matrices $D_{-k}, k \geqslant 1$, and $A_{l},-\infty<l<+\infty$, are the same as that of $P$ given in Eq. (3.1) and the matrices $\widetilde{D}_{k}, k \geqslant 0$, are constructed in a way such that
(a) $\phi_{\widetilde{D}} \geqslant \phi_{A+}$, and
(b) the new Markov chain $P_{\xi}$ is irreducible and positive recurrent.

Such a construction is always possible, for example,

$$
\widetilde{D}_{0}=\frac{1}{m} \mathrm{e}^{-\tau} E, \quad \widetilde{D}_{k}=\frac{\tau^{k}}{k!} \mathrm{e}^{-\tau} E, \quad k \geqslant 1,
$$

where $E$ is the matrix of ones of size $m$ and $\tau$ is a positive scalar.
It is easy to check that $\phi_{D}=+\infty$, therefore, $\sum_{k=1}^{\infty} k D_{k}=\frac{\mathrm{d}}{\mathrm{d} z} D^{*}(z)_{\mid z=1}$ is finite, which,
together with $\phi_{A+}>1$ and the face that the Markov chain $P$ in Eq. (3.1) is positive recurrent, implies that $P_{\xi}$ is positive recurrent, see Proposition 4.6 in Asmussen [1]. Since every entry of $\widetilde{D}_{k}$ is positive, $k \geqslant 0$, and the Markov chain $P$ in Eq. (3.1) is irreducible, it is obvious that $P_{\xi}$ is irreducible.

Let $\left\{\tilde{\pi}_{k}\right\}$ be the stationary probability vector of $P_{\xi}$, which can be explicitly expressed in terms of the $R$-measure of $P_{\xi}$. Let $\left\{\widetilde{R}_{0, k}\right\}$ and $\left\{\widetilde{R}_{k}\right\}$ be the $R$-measure of $P_{\xi}$. It is easy to see from Eq. (3.52) and Eq. (3.1) that $\widetilde{R}_{k}=R_{k}$, for all $k \geqslant 1$. Let $\widetilde{\Pi}^{*}(z)$ and $\widetilde{R}_{0}^{*}(z)$ be the generating functions of $\left\{\tilde{\pi}_{k}\right\}$ and $\left\{\widetilde{R}_{0, k}\right\}$, respectively. It follows from Eq. (3.51) that

$$
\widetilde{\Pi}^{*}(z)=\pi_{0} \widetilde{R}_{0}^{*}(z)\left[I-R^{*}(z)\right]^{-1}=\frac{1}{\operatorname{det}\left(I-R^{*}(z)\right)} \pi_{0} \widetilde{R}_{0}^{*}(z) \operatorname{adj}\left(I-R^{*}(z)\right)
$$

where $\operatorname{adj}\left(I-R^{*}(z)\right)$ is the adjoint of $I-R^{*}(z)$. It follows from Theorem 3.8 that $\phi_{\widetilde{R}_{0}}=\phi_{\widetilde{D}} \geqslant \phi_{A+}$ and $\phi_{R}=\phi_{A+}$. Let $\phi_{\Pi}$ be the radius of convergence of the vector series $\Pi^{*}(z)=\sum_{k=1}^{\infty} z^{k} \pi_{k}$. Then, it follows from a standard result in complex analysis (see Theorem 17.13 in Markushevich [12]) that $z=\phi_{\Pi}$ is a singular point of $\Pi^{*}(z)$. Since $\Omega$ is not empty, there exists a solution $z_{1}$ with $1<\left|z_{1}\right|<\phi_{A+}$ to equation $\operatorname{det}\left(I-R^{*}(z)\right)=0$. This shows that $z=z_{1}$ is a singular point of the vector complex function $\pi_{0} R_{0}^{*}(z) \operatorname{adj}\left(I-R^{*}(z)\right) / \operatorname{det}\left(I-R^{*}(z)\right)$. Therefore, $1<\phi_{\Pi} \leqslant$ $\left|z_{1}\right|<\phi_{A+}$, according to

$$
\phi_{\Pi}=\min \left\{\phi_{R_{0}}, \phi_{R}, \eta\right\}
$$

Suppose that $\operatorname{det}\left(I-R^{*}\left(\phi_{\Pi}\right)\right) \neq 0$, then $\pi_{0} R_{0}^{*}(z) \operatorname{adj}\left(I-R^{*}(z)\right) / \operatorname{det}\left(I-R^{*}(z)\right)$ would be analytic at $z=\phi_{\Pi}$, since $1<\phi_{\Pi}<\min \left\{\phi_{A+}, \phi_{\tilde{D}}\right\}$. Hence $\Pi^{*}(z)$ also would be analytic at $z=\phi_{\Pi}$. This leads to a contradiction that $z=\phi_{\Pi}$ is a singular point of $\Pi^{*}(z)$. This completes the proof.

Now, we provide a discussion on existence for a positive solution to $\operatorname{det}\left(I-R^{*}\left(\phi_{\Pi}\right)\right)=0$, including the case where $\phi_{A+}$ itself can be such a solution.

Let $r(z)$ be the maximal eigenvalue of $R^{*}(z)$ for $z \in\left[1, \phi_{A+}\right)$. We can extend the definition of $r(z)$ to $z=\phi_{A+}$ by defining $r\left(\phi_{A+}\right)=\lim _{z\rangle \phi_{A+}} r(z)$. Clearly, $r(z) \geqslant 0$ for $1 \leqslant z<\phi_{A+}$, since $R^{*}(z) \geqslant 0$.

Theorem 3.23 Suppose that the Markov chain of GI/G/1 type is irreducible and positive recurrent. To equation $\operatorname{det}[I-R(z)]=0$,
(1) if $r\left(\phi_{A^{+}}\right)>1$, then there exists a positive solution $\eta$ satisfying $1<\eta<\phi_{A+}$;
(2) if $r\left(\phi_{A_{+}}\right)=1$ and $\phi_{A_{+}}<+\infty$, then $\phi_{A_{+}}$is a positive solution; and
(3) if $r\left(\phi_{A_{+}}\right)<1$, then there does not exist any positive solution.

Proof Let $f(z)=1-r(z)$. It is clear that $r(1)<1$, hence $f(1)=1-r(1)>0$.
(1) If $r\left(\phi_{A+}\right)>1$, there are two possible cases:

Case I $r\left(\phi_{A+}\right)=+\infty$. In this case, there always exists $\xi$ with $1<\xi<\phi_{A+}$ such that $1<r(\xi)<+\infty$, since $r(z)$ is continuous at $z$ for $1<z<\phi_{A+}$. Thus, we have $f(\xi)=1-r(\xi)<0$. Since $f(z)$ is continuous on $[1, \xi], f(1)>0$ and $f(\xi)<0$, there must exist a point $\eta \in(1, \xi)$ such that $f(\eta)=0$.

Case II $1<r\left(\phi_{A+}\right)<+\infty$. In this case, an analysis similar to that of case I shows that there always exists a point $\eta \in\left(1, \phi_{A+}\right)$ satisfying $f(\eta)=0$.
(2) If $r\left(\phi_{A+}\right)=1$ and $\phi_{A_{+}}<+\infty$, it is obvious that $z=\phi_{A+}$ is a solution to equation $f(z)=0$.
(3) If $r\left(\phi_{A_{+}}\right)<1$, since $f(1) \geqslant f(z) \geqslant f\left(\phi_{A_{+}}\right)>0$, there does not exist any positive solution to equation $\operatorname{det}[I-R(z)]=0$ for $z>1$.

This completes the proof.
Remark 3.4 Suppose that the Markov chain of GI/G/1 type is irreducible and positive recurrent. (4) If $r\left(\phi_{A+}\right)=1$ and $\phi_{A+}=+\infty$, then it is possible that there does not exist any positive solution to equation $\operatorname{det}[I-R(z)]=0$ for $z>1$, for example, the Markov chain of GI/G/1 type satisfies a condition that $r(z)$ is strictly increasing for $z \in(a,+\infty)$, where $a>1$.

### 3.6 Continuous-time Chains

In this section, it is necessary for practical applications that we simply list some crucial results for continuous-time Markov chains of $G I / G / 1$ type.

Consider a continuous-time Markov chain of $G I / G / 1$ type whose transition probability matrix is given by

$$
Q=\left(\begin{array}{ccccc}
B_{0} & B_{1} & B_{2} & B_{3} & \ldots  \tag{3.53}\\
B_{-1} & C_{0} & C_{1} & C_{2} & \ldots \\
B_{-2} & C_{-1} & C_{0} & C_{1} & \ldots \\
B_{-3} & C_{-2} & C_{-1} & C_{0} & \ldots \\
\vdots & \vdots & \vdots & \vdots &
\end{array}\right),
$$

where the sizes of the matrices $B_{0}, B_{i}, B_{-i}$ for $i \geqslant 1$ and $C_{j}$ for $-\infty<j<\infty$ are $m_{0} \times m_{0}, m_{0} \times m, m \times m_{0}$ and $m \times m$, respectively.

Let $W_{n}$ be the southeast corner of $Q$ beginning from level $n$. Then it is clear that $W_{n}=W$ for all $n \geqslant 1$ and $\widehat{W}=W_{\max }^{-1}$. For $n \geqslant 1, i, j=1,2,3, \ldots, n$,

$$
Q_{n-i, n-j}^{[\leqslant n]}=Q_{n+1-i, n+1-j}^{[\leqslant(n+1)]}=Q_{n+2-i, n+2-j}^{[\leqslant(n+2)]}=\ldots .
$$

We can define that for $1 \leqslant i, \quad j \leqslant n$,

$$
\begin{aligned}
& \Phi_{0}=Q_{n, n}^{[\leqslant n]} \\
& \Phi_{i}=Q_{n-i, n}^{[\leqslant n]} \\
& \Phi_{-j}=Q_{n, n-j}^{[\leqslant n]} .
\end{aligned}
$$

It is easy to see that the $(r, s)$ th entry of $\Phi_{i}$ is the transition rate of the censored chain $Q^{[\leqslant n]}$ from state $(n-i, r)$ to state $(n, s)$, while the $(r, s)$ th entry of $\Phi_{-j}$ is the transition rate of the censored chain $Q^{[\leqslant n]}$ from state $(n, r)$ to state $(n-j, s)$. The $R$ - and $G$-measures can be given in terms of the matrices $\Phi_{i}$ for $-\infty<i<+\infty$ as follows:

$$
R_{i}=\Phi_{i}\left(-\Phi_{0}\right)^{-1}, \quad i \geqslant 1,
$$

and

$$
G_{j}=\left(-\Phi_{0}\right)^{-1} \Phi_{-j}, \quad j>1
$$

At the same time, we can provide expressions for the matrices $R_{0, j}$ and $G_{i, 0}$ for $i, j \geqslant 1$ as follows:

$$
R_{0, j}=\phi_{0, j}^{(j)}\left(-\Phi_{0}\right)^{-1}
$$

and

$$
G_{i, 0}=\left(-\Phi_{0}\right)^{-1} \phi_{i, 0}^{(i)} .
$$

The censored chain of $Q$ to level 0 is given by

$$
\Psi_{0}=Q^{[0]}=B_{0}+\sum_{k=1}^{\infty} R_{0, k}\left(-\Phi_{0}\right) G_{k, 0}
$$

For the continuous-time Markov chain of $G I / G / 1$ type, the UL-type $R G$-factorization is given as

$$
Q=\left(I-R_{U}\right) \Phi_{D}\left(I-G_{L}\right),
$$

where

$$
\begin{aligned}
& R_{U}=\left(\begin{array}{ccccc}
0 & R_{0,1} & R_{0,2} & R_{0,3} & \ldots \\
& 0 & R_{1} & R_{2} & \ldots \\
& & 0 & R_{1} & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right), \\
& \Phi_{D}=\operatorname{diag}\left(\Psi_{0}, \Phi_{0}, \Phi_{0}, \Phi_{0}, \ldots\right)
\end{aligned}
$$

and

$$
G_{L}=\left(\begin{array}{cccccc}
0 & & & & \\
G_{1,0} & 0 & & & \\
G_{2,0} & G_{1} & 0 & & \\
G_{3,0} & G_{2} & G_{1} & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

The $R G$-factorization for the repeated row based on the $z$-transformation of the repeating blocks. Let $C^{*}(z)=\sum_{k=-\infty}^{\infty} z^{k} C_{k}$. Then

$$
C^{*}(z)=\left[I-R^{*}(z)\right]\left(-\Phi_{0}\right)\left[I-G^{*}(z)\right] .
$$

We now consider conditions for the state classification. Suppose that $Q$ and $C=\sum_{k=-\infty}^{\infty} C_{k}$ are irreducible, $Q e=C e=0$, and the matrix $\sum_{k=1}^{\infty} k B_{k}$ is finite. Let $\theta$ be the stationary probability vector of the Markov chain $C$. Then
(1) $Q$ is positive recurrent if and only if $\theta \sum_{k=1}^{\infty} k C_{-k} e>\theta \sum_{k=1}^{\infty} k C_{k} e$.
(2) $Q$ is null recurrent if and only if $\theta \sum_{k=1}^{\infty} k C_{-k} e=\theta \sum_{k=1}^{\infty} k C_{k} e$.
(3) $Q$ is transient if and only if $\theta \sum_{k=1}^{\infty} k C_{-k} e<\theta \sum_{k=1}^{\infty} k C_{k} e$.

On the other hand, we have the following useful conditions for the state classification:
(1) $Q$ is positive recurrent if and only if $\theta R<\theta$. In this case, $G e=e$.
(2) $Q$ is null recurrent if and only if $\theta R=\theta$ and $G e=e$.
(3) $Q$ is transient if and only if $G e<e$. In this case, $\theta R=\theta$.

When the Markov chain $Q$ is positive recurrent, the stationary probability vector $\pi=\left\{\pi_{k}\right\}$ can be expressed in terms of the $R$-measure as

$$
\pi_{k}=\pi_{0} R_{0, k}+\sum_{i=1}^{k-1} \pi_{i} R_{k-i}, \quad k \geqslant 1,
$$

and

$$
\Pi^{*}(z)=\pi_{0} R_{0}^{*}(z)\left[I-R^{*}(z)\right]^{-1} .
$$

### 3.7 Notes in the Literature

Grassmann and Heyman [4] first analyzed Markov chains of GI/G/1 type by means of the censored technique that generalized Markov chains of $G I / M / 1$ type
in Neuts [13] and Markov chains of $M / G / 1$ type in Neuts [14]. Zhao, Li, and Braun [20] and Zhao [17] gave a detailed discussion for the $R$ - and $G$-measures and the $A$ - and $B$-measures for the Markov chain of $G I / G / 1$ type. Ramaswami $[15,16]$ provided a duality theorem between the Markov chain of GI/M/1 type and the Markov chain of $M / G / 1$ type. Asmussen and Ramaswami [3] gave probabilistic interpretations for the duality theorem. Zhao, Li and Alfa [18] extended the duality theorem to Markov chains of $G I / G / 1$ type. Zhao, Li, and Braun [20], Zhao, Li and Alfa [18], Zhao and Li, and Braun [21] gave a detailed discussion for spectral analysis for the $R$ - and $G$-measures, which leads to conditions for the state classification of Markov chains of $G I / G / 1$ type. Spectral analysis for the $R$ - and $G$-measures plays a key role in the study of stochastic models. Important examples include Chapter 1 of Neuts [13] for spectral analysis of the matrix $R$ in Markov chains of $G I / M / 1$ type, and Chapters 2 and 3 of Neuts [14] for spectral analysis of the matrix $G$ in Markov chains of $M / G / 1$ type. Zhao, Li, and Braun [19] provided the $R G$-factorization for the repeated blocks in a Markov chain of $G I / G / 1$ type. Li and Cao [6] provided the UL-type $R G$-factorization for any irreducible QBD process with either finitely-many levels or infinitely-many levels. Li and Zhao [8, 9] provided the UL-type $R G$-factorization for any irreducible Markov chain, while Li and Liu [7] gave the LU-type $R G$-factorization for any irreducible Markov chain.

In this chapter, we mainly refer to Zhao, Li, and Braun [19-21], Zhao, Li and Alfa [18], Zhao [17], Li and Zhao [8-11], Li and Cao [6] and Li and Liu [7].

## Problems

3.1 If the Markov chain $P$ given in Eq. (3.1) is irreducible and stochastic, and the matrix $A$ is substochastic, prove that the Markov chain $P$ is positive recurrent.
3.2 Prove that if the Markov chain $P$ given in Eq. (3.1) is irreducible, then each row of the matrix $G=\sum_{k=1}^{\infty} G_{k}$ is not zero.
3.3 Prove that $\phi_{G_{0}}=\phi_{D_{-}}$and $\phi_{G}=\phi_{A_{-}}$.
3.4 For the Markov chain $P$ given in Eq. (3.1), compare the expression of the $R$-measure with that of the $A$-measure by means of the following partition

$$
P=\left(\begin{array}{cc}
D_{0} & U \\
V & W
\end{array}\right)
$$

Similarly, compare the $G$-measure with the $B$-measure.
3.5 Suppose that the Markov chains $P$ and $A$ are irreducible and stochastic, and the matrix $\sum_{k=1}^{\infty} k D_{k}$ is finite. Prove that
(1) $P$ is positive recurrent if and only if $\theta R<\theta$.
(2) $P$ is null recurrent if and only if $\theta R=\theta$ and $G e=e$.
(3) $P$ is transient if and only if $G e<e$.
3.6 For the minimal positive root $\eta$ to the equation $\operatorname{det}\left(I-R^{*}(z)\right)=0$, please provide examples to indicate the four cases of $\eta$ given in Section 3.5.
3.7 For an irreducible QBD process with the repeated blocks $A_{-1}, A_{0}$ and $A_{1}$ of size $m$, we assume that the matrix $A=A_{-1}+A_{0}+A_{1}$ is stochastic, prove that
(1) $(I-\Phi)^{-1} \geqslant 0$.
(2) $R=A_{1}(I-\Phi)^{-1}$ and $G=(I-\Phi)^{-1} A_{-1}$.
(3) Use the structures of the matrices $A_{-1}, A_{0}$ and $A_{1}$ to analyze the structures of the two matrices $R$ and $G$, respectively.
3.8 For an irreducible QBD process with the repeated blocks $A_{-1}, A_{0}$ and $A_{1}$ of size $m$, if the matrix $A=A_{-1}+A_{0}+A_{1}$ is irreducible and $d$-periodic, please discuss the period of the two matrices $R$ and $G$.
3.9 For the $M A P / G / 1$ queue, compute the $A$ - and $B$-measures $\left\{A_{0, k}\right\}$ and $\left\{B_{k, 0}\right\}$, respectively.
3.10 For the $B M A P / P H^{X} / 1$ queue, provide conditions for the state classification and expression for the stationary queue length distribution.
3.11 For the $P H / P H / 1$ queue, write the $R$-, $G$-, $A$ - and $B$-measures, and construct their useful relations.
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#### Abstract

In this chapter, we consider asymptotic behavior for the stationary probability vector of any ergodic Markov chain of $G I / G / 1$ type, and provide conditions under which the stationary probability vector is either light-tailed or heavy-tailed by means of the $R G$-factorization. At the same time, we provide expressions for both the light tail and the heavy tail. Note that the conditions and expressions can be completely determined by the repeating row and the boundary row.


Keywords stochastic model, Markov chain of $G I / G / 1$ type, $R G$-factorization, asymptotic analysis, light tail, geometric tail, semi- geometric tail, heavy tail, long tail, subexponential, regularly varying.

This chapter considers asymptotic behavior for the stationary probability vector, $\pi=\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$ or $\left\{\pi_{k}\right\}$, of any ergodic Markov chain of $G I / G / 1$ type given in (3.1), including heavy tail and light tail. We indicate that this asymptotic behavior can be completely determined by the repeating row with the $R G$-factorization and the boundary row with the Wiener-Hopf equations.

This chapter is organized as follows. Section 4.1 derives a necessary and sufficient condition under which the stationary probability vector of the Markov chain of $G I / G / 1$ type is either light-tailed or heavy-tailed. Sections 4.2 discusses three singularity classes of the stationary probability vector, where the first two classes are light-tailed while the third one is for the heavy tail. For the light tail, Sections 4.3 and 4.4 provide two classes of explicit expressions: The geometric tail and the semi-geometric tail. For the heavy tail, Section 4.5 derives long-tailed asymptotic for the matrix sequence $\left\{R_{k}\right\}$ in terms of the $R G$-factorization for the repeating matrix sequence. Section 4.6 gives a detailed analysis for subexponential asymptotics of the stationary probability vector. Finally, Section 4.7 provides some notes to the references related to the results of this chapter. Note that a simple introduction to the light and heavy tails of the matrix sequences is given in Appendix B.

### 4.1 A Necessary and Sufficient Condition

In this section, we provide a necessary and sufficient condition under which the stationary probability vector $\left\{\pi_{k}\right\}$ is either light-tailed or heavy-tailed. As expected, the condition depends on asymptotic behavior of both the repeating blocks and the boundary blocks.

We recall the $R$-measure expressions of the stationary probability vector $\left\{\pi_{k}\right\}$ as follows:

$$
\begin{aligned}
& \pi_{0}=\tau x_{0} \\
& \pi_{k}=\pi_{0} R_{0, k}+\sum_{i=1}^{k-1} \pi_{i} R_{k-i}, \quad k \geqslant 1, \\
& \Pi^{*}(z)=\pi_{0} R_{0}^{*}(z)+\Pi^{*}(z) R^{*}(z)
\end{aligned}
$$

or

$$
\begin{equation*}
\Pi^{*}(z)=\pi_{0} R_{0}^{*}(z)\left[I-R^{*}(z)\right]^{-1} \tag{4.1}
\end{equation*}
$$

Obviously, the two radii $\phi_{R_{0}}$ and $\phi_{R}$ of convergence determine tailed classification of the stationary probability vector $\left\{\pi_{k}\right\}$ and the associated asymptotic expressions. Note that the Markov chain $P$ of $G I / G / 1$ type is determined by the two matrix sequences $\left\{A_{k}\right\}$ and $\left\{D_{k}\right\}$, thus it is necessary to show that the two radii $\phi_{R_{0}}$ and $\phi_{R}$ of convergence can be related to the two radii $\phi_{A+}$ and $\phi_{D+}$ of convergence, respectively.

The following lemma provides useful asymptotic relations between $\left\{A_{k}\right\}$ and $\left\{R_{k}\right\}$, and between $\left\{D_{k}\right\}$ and $\left\{R_{0, k}\right\}$, respectively. Note that $\left\{A_{k}, k \geqslant 1\right\}$ is lighttailed if and only if $\phi_{A+}>1$, and $\left\{D_{k}, k \geqslant 1\right\}$ is light-tailed if and only if $\phi_{D+}>1$.

Lemma 4.1 (1) $\left\{R_{k}\right\}$ is light-tailed if and only if $\phi_{A+}>1$.
(2) $\left\{R_{0, k}\right\}$ is light-tailed if and only if $\phi_{D+}>1$.

Proof We only prove (1), while (2) can similarly be proved by means of $\phi_{R_{0}}=\phi_{D+}$ by Theorem 3.8.

It is easy to check from Definition B. 1 in Appendix B that the nonnegative matrix sequence $\left\{C_{k}\right\}$ of size $m \times n$ is light-tailed if and only if $\phi_{C}>1$, where $\phi_{C}$ is the radius of convergence of $\sum_{k=1}^{\infty} z^{k} C_{k}$. Thus, the conclusion in this lemma follows from $\phi_{R}=\phi_{A+}$ by Theorem 3.8. This completes the proof.

Let $\phi_{\Pi}$ be the radius of convergence of $\Pi^{*}(z)$. The Eq. (4.1) implies that $\phi_{\Pi} \leqslant \min \left\{\phi_{R_{0}}, \phi_{R}\right\}$. Since $\phi_{\Pi}$ is equal to the radius of convergence of the expansion of the function in a power series on the right hand side, (4.1) shows that $\phi_{\Pi}$ will depend on $\phi_{R_{0}}, \phi_{R}$ and the roots of the equation $\operatorname{det}\left(I-R^{*}(z)\right)=0$. If $\operatorname{det}\left(I-R^{*}(z)\right)=0$ has a solution $z$ such that $|z|>1$, then, by the continuity of
an implicit function, there exists a solution $z_{0}$ such that $\eta=\left|z_{0}\right|=\min \{|z|$ : $\left.\operatorname{det}\left(I-R^{*}(z)\right)=0\right\}>1$, since $\operatorname{det}\left(I-R^{*}(1)\right) \neq 0$ in terms of Corollary 3.7. Thus, we obtain

$$
\begin{equation*}
\phi_{\Pi}=\min \left\{\phi_{R_{0}}, \phi_{R}, \eta\right\} . \tag{4.2}
\end{equation*}
$$

The following theorem provides a necessary and sufficient condition under which the stationary probability vector $\left\{\pi_{k}\right\}$ is light-tailed.

Theorem 4.1 Suppose that the Markov chain of GI/G/1 type is irreducible and positive recurrent. $\left\{\pi_{k}\right\}$ is light-tailed if and only if both $\left\{D_{k}\right\}$ and $\left\{A_{k}\right\}$ are light-tailed (that is, $\min \left\{\phi_{A+}, \phi_{D+}\right\}>1$ ).

Proof Suppose first that both $\left\{D_{k}\right\}$ and $\left\{A_{k}\right\}$ are light-tailed. Hence $\min \left\{\phi_{A+}, \phi_{D+}\right\}>1$. Note that if $\operatorname{det}\left(I-R^{*}(z)\right)=0$ has a solution, then it follows from Theorems 3.22 and 3.23 and Remark 3.4 that

$$
\eta=\left|z_{0}\right|=\min \left\{|z|, 1<|z| \leqslant \phi_{A_{+}}, \operatorname{det}\left(I-R^{*}(z)\right)=0\right\}
$$

implies that either $1<\eta<\infty$ or $\eta=\infty$. Therefore, using $\min \left\{\phi_{A+}, \phi_{D+}\right\}>1$ and $1<\eta \leqslant \infty$, we obtain $\phi_{\Pi}=\min \left\{\phi_{R_{0}}, \phi_{R}, \eta\right\}>1$, hence $\left\{\pi_{k}\right\}$ is light-tailed.

Now, suppose that $\left\{\pi_{k}\right\}$ is light-tailed. We assume that at least one of the two matrix sequences $\left\{D_{k}\right\}$ and $\left\{A_{k}\right\}$ is heavy-tailed, for example, $\left\{A_{k}\right\}$ is heavy-tailed. Obviously, we would have that $\phi_{A+}=1$, which would lead to $\phi_{\Pi}=\min \left\{\phi_{R_{0}}, \phi_{R}, \eta\right\}=1$, thus $\left\{\pi_{k}\right\}$ is heavy-tailed. This leads to a contradiction that $\left\{\pi_{k}\right\}$ is light-tailed. This completes the proof.

In what follows we provide a necessary and sufficient condition under which the stationary probability vector $\left\{\pi_{k}\right\}$ is heavy-tailed. To do this, we first need to introduce two types of convolutions of nonnegative matrix sequences.

For a sequence of nonnegative scalars $\left\{g_{n}\right\}$ with $\sum_{n=0}^{\infty} g_{n}<+\infty$, two associative functions are defined as $g_{\leqslant x}=\sum_{0 \leqslant k \leqslant x} g_{k}$ and $g_{>x}=\sum_{k>x} g_{k}$ for an arbitrary real number $x \geqslant 0$. Specifically, for an integer $n \geqslant 0, g_{\leqslant n}=\sum_{k=0}^{n} g_{k}$ and $g_{>n}=\sum_{k=n+1}^{\infty} g_{k}$. For convenience, we also write $g_{>n}$ as $g_{\geqslant_{n+1}}$.

For the real function $g_{\leqslant x}$ associated with the sequence $\left\{g_{n}\right\}$, the tail of $g_{\leqslant x}$ is defined and expressed as $\overline{g_{\leqslant x}}=g_{<+\infty}-g_{\leqslant x}=g_{>x}$ for $x \geqslant 0$. Specifically, for an integer $n \geqslant 0, \overline{g_{\leqslant n}}=g_{\geqslant n+1}$. It is clear that if $\left\{g_{n}\right\}$ is a probability sequence, then $g_{\leqslant x}$ is its distribution function and $\overline{g_{\leqslant x}}$ is the tail of this distribution function.

In terms of the Riemann-Stieltjes integral, the convolution of two functions $F(x)$ and $G(x)$ is defined as

$$
\begin{equation*}
F(x) * G(x)=\int_{0}^{x} F(x-y) \mathrm{d} G(y) \tag{4.3}
\end{equation*}
$$

We denote by $[x]$ the maximum integer part of a real number $x$. For two sequences $\left\{c_{n}\right\}$ and $\left\{d_{n}\right\}$, it follows from Eq. (4.3) that

$$
c_{\leqslant x} * d_{\leqslant x}=\int_{0}^{x} F(x-y) \mathrm{d} G(y)=\sum_{k=0}^{[x]}\left(\sum_{i=0}^{[x]-k} c_{i}\right) d_{k}=\sum_{k=0}^{[x]} c_{\leqslant[x]-k} d_{k} .
$$

Specifically, for an integer $n \geqslant 0$,

$$
\begin{equation*}
c_{\leqslant n} * d_{\leqslant n}=\sum_{k=0}^{n} c_{\leqslant n-k} d_{k} \tag{4.4}
\end{equation*}
$$

which is referred to as the convolution associated with the two sequences $\left\{c_{n}\right\}$ and $\left\{d_{n}\right\}$. Furthermore, for a sequence $\left\{c_{n}\right\}$ we define $c_{\leqslant n}^{r^{* *}}=c_{\leqslant n}^{(r-1)^{*}} * c_{\leqslant n}$ for $r \geqslant 2$ with $c_{\leqslant n}^{1^{*}}=c_{\leqslant n}$.

It should be noted that the usual convolution of two sequences $\left\{c_{n}\right\}$ and $\left\{d_{n}\right\}$ is denoted by $c_{n} \circledast d_{n}$, defined as

$$
\begin{equation*}
c_{n} \circledast d_{n}=\sum_{k=0}^{n} c_{n-k} d_{k} . \tag{4.5}
\end{equation*}
$$

We further define $c_{n}^{r \circledast}=c_{n}^{(r-1) \circledast} \circledast c_{n}$ for $r \geqslant 2$ with $c_{n}^{1 \circledast}=c_{n}$.
According to Eq. (4.4) and Eq. (4.5), it is worthwhile to note a useful relationship between the usual convolution and the convolution associated with the sequences:

$$
\begin{equation*}
c_{\leqslant n} * d_{\leqslant n}=c_{\leqslant n} \circledast d_{n}=\sum_{k=0}^{n} c_{k} \circledast d_{k} \tag{4.6}
\end{equation*}
$$

and

$$
c_{n} \circledast d_{n}=c_{\leqslant n} * d_{\leqslant n}-c_{\leqslant n-1} * d_{\leqslant n-1} .
$$

Also, it is clear from Eq. (4.6) that

$$
\begin{equation*}
\overline{c_{\leqslant n} * d_{\leqslant n}}=\sum_{k=n+1}^{\infty} c_{k} \circledast d_{k} . \tag{4.7}
\end{equation*}
$$

Remark 4.1 The above two convolutions can be extended to sequences $\left\{c_{n}: n=0, \pm 1, \pm 2, \ldots\right\}$ and $\left\{d_{n}: n=0, \pm 1, \pm 2, \ldots\right\}$ by

$$
c_{\leqslant n} * d_{\leqslant n}=\sum_{i+j=n} c_{\leqslant i} d_{j}
$$

and

$$
c_{n} \circledast d_{n}=\sum_{i+j=n} c_{i} d_{j}
$$

respectively. We then obtain that for an arbitrary integer $n$,

$$
c_{\leqslant n} * d_{\leqslant n}=\sum_{k=-\infty}^{n} c_{k} \circledast d_{k}
$$

and

$$
\overline{c_{\leqslant n} * d_{\leqslant n}}=\sum_{k=n+1}^{\infty} c_{k} \circledast d_{k} .
$$

For a sequence $\left\{c_{n}, n \geqslant 0\right\}$, if we set $c_{-n}=0$ for all $n \geqslant 1$, then

$$
c_{\leqslant n}^{2^{*}}=\sum_{k=0}^{n} c_{\leqslant k} c_{n-k}=\sum_{k=0}^{\infty} c_{\leqslant k} c_{n-k} .
$$

Specifically, if $\left\{c_{n}, n \geqslant 0\right\}$ is a probability sequence, simple computations lead to

$$
\begin{equation*}
\overline{c_{\leqslant n}^{2^{*}}}=1-c_{\leqslant n}^{2^{*}}=\sum_{k=0}^{\infty} c_{k}\left[1-c_{\leqslant n-k}\right]=\sum_{k=0}^{\infty} c_{k} \overline{c_{\leqslant n-k}} . \tag{4.8}
\end{equation*}
$$

Now, we analyze the heavy-tailed asymptotics of the stationary probability vector $\left\{\pi_{k}\right\}$. Since the Markov chain is positive recurrent, Corollary 3.10 shows that all solutions to the equation $\operatorname{det}\left(I-R^{*}(z)\right)=0$, if any, reside outside the unit circle $|z|>1$. This means that $I-R^{*}(z)$ is always invertible for all $|z| \leqslant 1$. Therefore,

$$
\begin{equation*}
\Pi^{*}(z)=x_{0} R_{0}^{*}(z)\left[I-R^{*}(z)\right]^{-1} \tag{4.9}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\pi_{k}=x_{0} R_{0, k} \circledast \sum_{n=0}^{\infty} R_{k}^{n \circledast} . \tag{4.10}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\overline{\pi_{\leqslant k}}=\sum_{l=k+1}^{\infty} x_{0} R_{0, l} \circledast \sum_{n=0}^{\infty} R_{l}^{n \circledast} . \tag{4.11}
\end{equation*}
$$

The following lemma provides an expression for the tail of the stationary probability vector $\left\{\pi_{k}\right\}$.

Lemma 4.2 For all $k \geqslant 1$,

$$
\begin{equation*}
\overline{\pi_{\leqslant k}}=\overline{x_{0}} \overline{R_{0, \leqslant k} * \sum_{n=0}^{\infty} R_{\leqslant k}^{n \circledast}}, \tag{4.12}
\end{equation*}
$$

where $R_{0, \leqslant k}=\sum_{l=1}^{k} R_{0, l}, R_{\leqslant k}^{n \circledast}=\sum_{l=1}^{k} R_{l}^{n \circledast}$ and

$$
\overline{R_{0, \leqslant k} * \sum_{n=0}^{\infty} R_{\leqslant k}^{n \circledast}}=R_{0}(I-R)^{-1}-R_{0, \leqslant k} * \sum_{n=0}^{\infty} R_{\leqslant k}^{n \circledast} .
$$

Proof Note that

$$
\sum_{l=0}^{k} x_{0} R_{0, l} \circledast \sum_{n=0}^{\infty} R_{l}^{n \circledast}+\sum_{l=k+1}^{\infty} x_{0} R_{0, l} \circledast \sum_{n=0}^{\infty} R_{l}^{n \circledast}=R_{0}(I-R)^{-1}
$$

it follows from Eq. (4.10) and Eq. (4.7) that

$$
\begin{aligned}
\overline{\pi_{\leqslant k}} & =x_{0} R_{0}(I-R)^{-1}-\sum_{l=1}^{k} x_{0} R_{0, l} \circledast \sum_{n=0}^{\infty} R_{l}^{n \circledast} \\
& =R_{0}(I-R)^{-1}-R_{0, \leqslant k} * \sum_{n=0}^{\infty} R_{\leqslant k}^{n \circledast} \\
& =x_{0} \overline{R_{0, \leqslant k} * \sum_{n=0}^{\infty} R_{\leqslant k}^{n \circledast}} .
\end{aligned}
$$

This completes the proof.
The following lemma provides a useful heavy-tailed property for the matrix sequences $\left\{A_{k}\right\}$ and $\left\{D_{k}\right\}$.

Lemma 4.3 (1) If $\phi_{A+}=1$, then the matrix sequence $\left\{R_{k}\right\}$ is heavy-tailed.
(2) If $\phi_{D+}=1$, then the matrix sequence $\left\{R_{0, k}\right\}$ is heavy-tailed.

Proof We only prove (1), while (2) can be proved similarly.
Since $A_{k} \geqslant 0$ for each integer $k$ and $A=\sum_{k=-\infty}^{\infty} A_{k}$ is stochastic, we obtain

$$
\phi_{A+}=\sup \left\{z \geqslant 1: \sum_{k=1}^{\infty} z^{k} A_{k}<+\infty\right\} \geqslant 1 .
$$

If $\phi_{A+}=1$, then $\sum_{k=1}^{\infty}(1+\delta)^{k} A_{k}$ is infinite for any $\delta>0$. Hence, there exists at least a pair $\left(i_{0}, j_{0}\right)$ such that

$$
\sum_{k=1}^{\infty} \mathrm{e}^{k \ln (1+\delta)} a_{k}\left(i_{0}, j_{0}\right)=\sum_{k=1}^{\infty}(1+\delta)^{k} a_{k}\left(i_{0}, j_{0}\right)=+\infty
$$

Let $\varepsilon=\ln (1+\delta)$. Then $\varepsilon>0$ due to $\delta>0$. Therefore, it is clear from (1) of definition B. 3 that $\left\{A_{k}\right\}$ is heavy-tailed. Note that $\phi_{R}=\phi_{A+}=1$, thus $\left\{R_{k}\right\}$ is heavy-tailed. This completes the proof.

The following theorem provides a necessary and sufficient condition under which the stationary probability vector $\left\{\pi_{k}\right\}$ is heavy-tailed.

Theorem 4.2 If the Markov chain of GI/G/1 type is positive recurrent, then the stationary probability vector $\left\{\pi_{k}\right\}$ is heavy-tailed if and only if $\min \left\{\phi_{A+}, \phi_{D+}\right\}=1$.

Proof We first prove the necessity of the condition. Suppose that $\min \left\{\phi_{A+}, \phi_{D+}\right\}>1$. Then both $\phi_{A+}>1$ and $\phi_{D+}>1$. It follows from (4.1) that

$$
\Pi^{*}(z)=\pi_{0} R_{0}^{*}(z)\left[I-R^{*}(z)\right]^{-1}
$$

would yield that $\phi_{\pi}=\min \left\{\phi_{A+}, \phi_{D+}, \eta\right\}>1$. Hence, $\left\{\pi_{k}\right\}$ would be light-tailed. This is a contradiction to the assumption that $\left\{\pi_{k}\right\}$ is heavy-tailed.

We now prove the sufficiency of the condition. Note that when $\phi_{A+} \geqslant 1$ and $\phi_{D+} \geqslant 1$, the assumption $\min \left\{\phi_{A+}, \phi_{D+}\right\}=1$ implies $\phi_{A+}=1$ or $\phi_{D+}=1$.

Case I $\quad \phi_{D+}=1$. In this case, since

$$
\Pi^{*}(z)=\pi_{0} R_{0}^{*}(z)\left[I-R^{*}(z)\right]^{-1} \geqslant \pi_{0} R_{0}^{*}(z),
$$

$\pi_{k} \geqslant \pi_{0} R_{0, k}$ for $k \geqslant 1$. Note that the Markov chain of $G I / G / 1$ type is irreducible and positive recurrent, the censored chain $\Psi_{0}$ to level 0 is irreducible and positive recurrent, which leads to $\pi_{0}>0$ because $\pi_{0}=\tau x_{0}$ with $\tau>0$ and $x_{0}>0$. Under the assumption that $\phi_{D+}=1,\left\{R_{0, k}\right\}$ is heavy-tailed according to Lemma 4.3. Thus, there always exists at least a pair $(i, j)$ such that the sequence $\left\{r_{0, k}(i, j)\right\}$ is heavytailed, where $r_{0, k}(i, j)$ is the $(i, j)$ th entry of the matrix $R_{0, k}$ for each $k \geqslant 1$. It is clear that $\pi_{k} \geqslant \pi_{0} R_{0, k}$ implies

$$
\pi_{k} \geqslant(\underbrace{0, \ldots, 0}_{j-1 \text { zeros }}, \pi_{0}(i) r_{0, k}(i, j), \underbrace{0, \ldots, 0}_{m-j \text { zeros }}),
$$

where $\pi_{0}(i)$ is the $i$ th entry of the positive row vector $\pi_{0}$. Therefore, $\left\{\pi_{k}\right\}$ is heavy-tailed.

Case II $\quad \phi_{D+}>1$ and $\phi_{A+}=1$. In this case, since

$$
\Pi^{*}(z)=\pi_{0} R_{0}^{*}(z)\left[I-R^{*}(z)\right]^{-1} \geqslant \pi_{0} R_{0}^{*}(z) R^{*}(z)
$$

which implies

$$
\begin{equation*}
\pi_{k} \geqslant \pi_{0} R_{0, k} \circledast R_{k}, \quad \text { for all } k \geqslant 1 \tag{4.13}
\end{equation*}
$$

Under the assumption that $\phi_{A+}=1,\left\{R_{k}\right\}$ is heavy-tailed according to Lemma 4.3. Thus there exists at least a pair $\left\{i_{0}, j_{0}\right\}$ such that $\left\{r_{k}\left(i_{0}, j_{0}\right)\right\}$ is heavy-tailed. The assumption that the Markov chain is irreducible and positive recurrent leads to $\pi_{0}>0$, and Theorem 3.3 leads to $\pi_{0} R_{0}>0$. Note that $R_{0}=\sum_{k=1}^{\infty} R_{0, k}$. Therefore,
there always exists an $l_{0} \geqslant 1$ such that the $\left(i^{*}, i_{0}\right)$ th element $r_{0, l_{0}}\left(i^{*}, i_{0}\right)$ of $R_{0, l_{0}}$ is positive. Thus, it follows from Eq. (4.13) that for $k \geqslant N$,

$$
\begin{equation*}
\pi_{k} \geqslant(\underbrace{0, \ldots, 0}_{i_{0}-1 \text { zeros }}, \pi_{0}\left(i^{*}\right) r_{0, l_{0}}\left(i^{*}, i_{0}\right) r_{k-l_{0}}\left(i_{0}, j_{0}\right), \underbrace{0, \ldots, 0}_{m-i_{0} \text { zeros }}) . \tag{4.14}
\end{equation*}
$$

Since $\pi_{0}\left(i^{*}\right) r_{0, l_{0}}\left(i^{*}, i_{0}\right)>0$ and $\left\{r_{k-l_{0}}\left(i_{0}, j_{0}\right)\right\}$ is heavy-tailed, Eq. (4.14) implies that $\left\{\pi_{k}\right\}$ is heavy-tailed. This completes this proof.

### 4.2 Three Asymptotic Classes of $\left\{\boldsymbol{\pi}_{\boldsymbol{k}}\right\}$

In this section, we discuss three asymptotic classes of the stationary probability vector $\left\{\pi_{k}\right\}$, and provide conditions of classification based on the two matrix sequences $\left\{D_{k}\right\}$ and $\left\{A_{k}\right\}$ in the Markov chain of GI/G/1 type.

We define a collection of matrix sequences consisting of all nonnegative matrix sequences (not necessarily square ones), whose sum is convergent. Let

$$
\mathfrak{R}=\left\{\left\{B_{k}\right\}: B_{k} \geqslant 0, \sum_{k=0}^{\infty} B_{k}<\infty\right\} .
$$

We classify the matrix sequences in $\mathfrak{R}$ into three classes as follows.
Definition 4.1 Let $\phi_{B}$ be the radius of convergence of $B^{*}(z)=\sum_{k=0}^{\infty} z^{k} B_{k}$ for $\left\{B_{k}\right\} \in \mathfrak{R}$. Then,
(1) $\left\{B_{k}\right\}$ is called class $I$ if $\phi_{B}>1$ and $B^{*}\left(\phi_{B}\right)$ is infinite;
(2) $\left\{B_{k}\right\}$ is called class II if $\phi_{B}>1$ and $B^{*}\left(\phi_{B}\right)$ is finite;
(3) $\left\{B_{k}\right\}$ is called class III if $\phi_{B}=1$.

It is easy to see from $\phi_{B}>1$ or $\phi_{B}=1$ that $\left\{B_{k}\right\}$ in class I or class II is light-tailed, while $\left\{B_{k}\right\}$ in class III is heavy-tailed.

When $\min \left\{\phi_{A+}, \phi_{D+}\right\}>1$, both $\left\{D_{k}\right\}$ and $\left\{A_{k}\right\}$ are either class I or class II. On the other hand, the condition $\min \left\{\phi_{A+}, \phi_{D+}\right\}=1$ implies that either $\left\{A_{k}\right\}$ or $\left\{D_{k}\right\}$ is class III, and therefore, $\left\{\pi_{k}\right\}$ is class III.

Recall that $\eta=+\infty$ if $\operatorname{det}\left(I-R^{*}(z)\right) \neq 0$ for all $|z| \leqslant \phi_{A}$.
Lemma 4.4 Suppose that the Markov chain of GI/G/1 type is irreducible and positive recurrent.
(1) If $1<\eta<+\infty$ and $\eta \leqslant \phi_{A+}$, then $\left\{\sum_{n=0}^{\infty} R_{k}^{n^{*}}\right\}$ is class I.
(2) If $\eta=+\infty$, then $\left\{\sum_{n=0}^{\infty} R_{k}^{n^{*}}\right\}$ is class $I$ when $\left\{A_{k}\right\}$ is class $I ;\left\{\sum_{n=0}^{\infty} R_{k}^{n^{*}}\right\}$ is
class II when $\left\{A_{k}\right\}$ is class II.
(3) If $\phi_{D+}>1$, then $\left\{R_{0, k}\right\}$ is class $I$ when $\left\{D_{k}\right\}$ is class $I ;\left\{R_{0, k}\right\}$ is class II when $\left\{D_{k}\right\}$ is class II.

Proof We prove (1) and (2), while (3) can be proved similarly.
(1) Assume that $1<\eta<+\infty$ and $\eta \leqslant \phi_{A+}$. In this case, the radius of convergence of

$$
\sum_{k=1}^{\infty} z^{k} \sum_{n=0}^{\infty} R_{k}^{n^{*}}=\frac{1}{\operatorname{det}\left(I-R^{*}(z)\right)} \operatorname{adj}\left(I-R^{*}(z)\right)
$$

is $\eta$. When $z=\eta, \quad \operatorname{det}\left(I-R^{*}(\eta)\right)=0$ and $\operatorname{adj}\left(I-R^{*}(\eta)\right) \neq 0$ according to Lemma 4.6. Thus, $\left\{\sum_{n=0}^{\infty} R_{k}^{n^{*}}\right\}$ is class I.
(2) Since $\phi_{R}=\phi_{A+}$ from Theorem 3.8, it follows from Eq. (3.19) that

$$
\begin{aligned}
\sum_{k=1}^{\infty} z^{k} \sum_{n=0}^{\infty} R_{k}^{n^{*}} & =\left[I-R^{*}(z)\right]^{-1}=\left(I-\Phi_{0}\right)\left[I-G^{*}(z)\right]\left[I-A^{*}(z)\right]^{-1} \\
& =\left(I-\Phi_{0}\right)\left[I-G^{*}(z)\right] \sum_{n=0}^{\infty}\left[A^{*}(z)\right]^{n} .
\end{aligned}
$$

Thus, the radius of convergence of $\sum_{k=1}^{\infty} z^{k} \sum_{n=0}^{\infty} R_{k}^{n^{*}}$ is $\phi_{A+}$.
If $\left\{A_{k}\right\}$ is class I, then $A^{*}\left\{\phi_{A^{+}}\right\}$is infinite, hence $\sum_{n=0}^{\infty}\left[A^{*}\left(\phi_{A+}\right)\right]^{n}$ is infinite. Since $I-\Phi_{0}$ and $I-G^{*}\left(\phi_{A+}\right)$ are invertible, $\sum_{k=1}^{\infty} \phi_{A+}^{k} \sum_{n=0}^{\infty} R_{k}^{n^{*}}$ is infinite. Therefore, $\left\{\sum_{n=0}^{\infty} R_{k}^{n^{*}}\right\}$ is class I.

If $\left\{A_{k}\right\}$ is class II, then $\phi_{A_{+}}<+\infty$ and $A^{*}\left(\phi_{A+}\right)<+\infty$. Since $\eta=+\infty$, it follows from Eq. (3.19) that $I-A^{*}\left\{\phi_{A+}\right\}$ is invertible. Thus,

$$
\sum_{k=1}^{\infty} \phi_{A+}^{k} \sum_{n=0}^{\infty} R_{k}^{n^{*}}=\left(I-\Phi_{0}\right)\left[I-G^{*}\left(\phi_{A+}\right)\right]\left[I-A^{*}\left(\phi_{A+}\right)\right]^{-1}<+\infty .
$$

Therefore, $\left\{\sum_{n=0}^{\infty} R_{k}^{n^{*}}\right\}$ is class II.
This completes the proof.
Theorem 4.3 Suppose that the Markov chain of GI/G/1 type is irreducible and positive recurrent.
(1) If $1<\eta<+\infty$ and $\eta \leqslant \min \left\{\phi_{A_{+}}, \phi_{D_{+}}\right\}$, then $\left\{\pi_{k}\right\}$ is class $I$.
(2) If $\eta=+\infty$ and $1<\phi_{A_{+}}<\phi_{D+}$, then $\left\{\pi_{k}\right\}$ is class $I$ when $\left\{A_{k}\right\}$ is class $I$; $\left\{\pi_{k}\right\}$ is class II when $\left\{A_{k}\right\}$ is class II.
(3) If $\eta=+\infty$ and $\phi_{A+}=\phi_{D+}$, then $\left\{\pi_{k}\right\}$ is class I when at least one of $\left\{A_{k}\right\}$ and $\left\{D_{k}\right\}$ is class $I ;\left\{\pi_{k}\right\}$ is class II when both $\left\{A_{k}\right\}$ and $\left\{D_{k}\right\}$ are class II.
(4) If $1<\eta<+\infty$ and $1<\phi_{D+}<\eta \leqslant \phi_{A+}$, or $\eta=+\infty$ and $1<\phi_{D_{+}}<\phi_{A+}$, then $\left\{\pi_{k}\right\}$ is class $I$ when $\left\{D_{k}\right\}$ is class $I ;\left\{\pi_{k}\right\}$ is class II when $\left\{D_{k}\right\}$ is class II.

Proof We only prove (1), while (2), (3) and (4) can be similarly proved.
Assume that $1<\eta<+\infty$ and $\eta \leqslant \min \left\{\phi_{A+}, \phi_{D+}\right\}$. Since the radius of convergence of

$$
\Pi^{*}(z)=\frac{1}{\operatorname{det}\left(I-R^{*}(z)\right)} \pi_{0} R_{0}^{*}(z) \operatorname{adj}\left(I-R^{*}(z)\right)
$$

is $\eta, \operatorname{det}\left(I-R^{*}(\eta)\right)=0$ and

$$
\pi_{0} R_{0}^{*}(\eta) \operatorname{adj}\left(I-R^{*}(\eta)\right)=\pi_{0} R_{0}^{*}(\eta) v(\eta) u(\eta) \prod_{i=2}^{m}\left[1-r_{i}(\eta)\right] \geq 0
$$

according to Lemma 4.6 and Theorem 3.3, $\Pi^{*}(\eta)$ is infinite. Therefore, $\left\{\pi_{k}\right\}$ is class I. This completes the proof.

Note that Sections 4.3 and 4.4 will analyze the light-tailed behavior of the stationary probability vector $\left\{\pi_{k}\right\}$, which is in classes I and II; while Sections 4.5 to 4.7 will discuss the heavy-tailed case of $\left\{\pi_{k}\right\}$, which is in class III.

### 4.3 The Asymptotics Based on the Solution $\eta$

In this section, we assume that the minimal positive solution $\eta>1$ to $\operatorname{det}\left(I-R^{*}(z)\right)=0$ satisfies that $\eta<\phi_{A+}$ and $\eta<\phi_{D+}$, which together with $\phi_{\Pi}=\min \left\{\phi_{R_{0}}, \phi_{R}, \eta\right\}$, implies that $\left\{\pi_{k}\right\}$ is light-tailed and is determined by $\eta$ only. Based on this, we can derive explicit asymptotic expressions for the light tail of the stationary probability vector $\left\{\pi_{k}\right\}$.

### 4.3.1 $\quad A$ is Irreducible

Note that $\phi_{R}=\phi_{A+}, \phi_{R_{0}}=\phi_{D+}, \eta<\phi_{A+}$ and $\eta<\phi_{D+}$, it is clear that

$$
\phi_{\Pi}=\min \left\{\phi_{R_{0}}, \phi_{R}, \eta\right\}=\eta>1 .
$$

Thus it follows from Eq.(4.1) that for any $z$ with $1<|z|<\eta$,

$$
\begin{equation*}
\Pi^{*}(z)=\frac{1}{\operatorname{det}\left(I-R^{*}(z)\right)} \pi_{0} R_{0}^{*}(z) \cdot \operatorname{adj}\left(I-R^{*}(z)\right) . \tag{4.15}
\end{equation*}
$$

The analysis on the singularity of $\Pi^{*}(z)$ depends on that of the three functions: $1 / \operatorname{det}\left(I-R^{*}(z)\right), \quad R_{0}^{*}(z)$ and $\operatorname{adj}\left(I-R^{*}(z)\right)$. Since $R_{0}^{*}(z)$ and $\operatorname{adj}\left(I-R^{*}(z)\right)$ are analytic in $|z|<\min \left\{\phi_{A+}, \phi_{D+}\right\}$, they are analytic at $z=\eta$. Noting that $z=\eta$ is a singular point of $1 / \operatorname{det}\left(I-R^{*}(z)\right)$, thus it also is a singular point of $\Pi^{*}(z)$.

In the following, we show that when $A$ is irreducible, $z=\eta$ is a pole of order 1 of $\Pi^{*}(z)$.

For $z>0, r(z)$ is the maximal eigenvalue of the matrix $R^{*}(z)$, let $r_{i}(z)$ for $2 \leqslant i \leqslant m$ be all the other eigenvalues of $R^{*}(z)$. It is clear that $r(\eta)=1$ and $r_{i}(\eta) \neq 1$ for all $2 \leqslant i \leqslant m$. We denote by $u(z)$ and $v(z)$ the Perron-Frobenius left and right eigenvectors of $R^{*}(z)$ for $z \geqslant 0$, respectively. It is useful that $u(z)$ and $v(z)$ can be expressed by the Perron-Frobenius left and right eigenvectors of $A^{*}(z)$, respectively. The following lemma characterizes $u(\eta)$ and $v(\eta)$ based on that of $A^{*}(\eta)$.

Lemma 4.5 If $s(\eta)$ and $t(\eta)$ are the Perron-Frobenius left and right eigenvectors of $A^{*}(\eta)$, respectively, then
(1) $u(\eta)=a \cdot s(\eta)$ and $v(\eta)=b \cdot\left(I-\Phi_{0}\right)\left[I-G^{*}(\eta)\right] \cdot t(\eta)$, where $a$ and $b$ are two free positive factors.
(2) $u(\eta)>0$ if and only if $s(\eta)>0 ; v(\eta) \geqslant 0$ but $v(\eta) \neq 0$ if and only if $t(\eta)>0 ;$ and $u(z) e=u(z) v(z)=1$.
Proof In this proof, (1) is obvious by using Eq. (3.19), and (2) can be obtained by noting that $\left(I-\Phi_{0}\right)$ and $I-G^{*}(\eta)$ are all invertible, where the invertibility of $I-G^{*}(\eta)$ follows from $\eta>1$ and (1) of Corollary 3.10. This completes the proof.

To describe $\Pi^{*}(z)$ in Eq. (4.1) for details, we need to express the adjoint matrix of $I-R^{*}(\eta)$ more explicitly, which is given in the following lemma.

Lemma 4.6 If the Markov chain of GI/G/1 type is irreducible and positive recurrent, then

$$
\operatorname{adj}\left(I-R^{*}(\eta)\right)=\prod_{i=2}^{\infty}\left[1-r_{i}(\eta)\right] \cdot v(\eta) u(\eta) .
$$

Proof Noting that

$$
\operatorname{det}\left(I-A^{*}(\eta)\right)=\operatorname{det}\left(I-R^{*}(\eta)\right) \operatorname{det}\left(I-\Phi_{0}\right) \operatorname{det}\left(I-G^{*}(\eta)\right)=0,
$$

and rank $\left(I-A^{*}(\eta)\right) \leqslant m-1$. Since $A^{*}(\eta)$ is irreducible, $1-\chi(\eta)=0$ is a simple eigenvalue of $I-A^{*}(\eta)$, and for any other eigenvalue $1-y(\eta)$ of $I-A^{*}(\eta)$, $|1-y(\eta)|>|1-\chi(\eta)|=0$. Thus, $\operatorname{rank}\left(I-A^{*}(\eta)\right)=m-1$. Since the Markov chain of $G I / G / 1$ type is positive recurrent, it follows from Corollary 3.10 that for
$\eta>1, I-G^{*}(\eta)$ is invertible. Thus, from (3.19),

$$
I-R^{*}(\eta)=\left[I-A^{*}(\eta)\right]\left[I-G^{*}(\eta)\right]^{-1}\left(I-\Phi_{0}\right)^{-1} .
$$

Therefore,

$$
\operatorname{rank}\left(I-R^{*}(\eta)\right)=\operatorname{rank}\left(I-A^{*}(\eta)\right)=m-1
$$

and $\operatorname{rank}\left(\operatorname{adj}\left(I-R^{*}(\eta)\right)\right)=1$. Noting that $\operatorname{adj}\left(I-\alpha R^{*}(\eta)\right)$ is continuous for $\alpha \in(0,1]$, we obtain

$$
\operatorname{adj}\left(I-R^{*}(\eta)\right)=\lim _{\alpha \neq 1} \operatorname{adj}\left(I-\alpha R^{*}(\eta)\right)
$$

For $\alpha \in(0,1)$, we have

$$
\begin{aligned}
\operatorname{adj}\left(I-\alpha R^{*}(\eta)\right) & =\operatorname{det}\left(I-\alpha R^{*}(\eta)\right) \cdot\left[I-\alpha R^{*}(\eta)\right]^{-1} \\
& =\prod_{i=2}^{m}\left[1-\alpha r_{i}(\eta)\right] \cdot(1-\alpha)\left[I-\alpha R^{*}(\eta)\right]^{-1}
\end{aligned}
$$

Let $T(\alpha)$ be an invertible matrix such that

$$
T(\alpha)^{-1}\left[I-\alpha R^{*}(\eta)\right] T(\alpha)=\left(\begin{array}{cc}
1-\alpha & \\
& J(\alpha)
\end{array}\right)
$$

is the Jordan canonical form of $I-\alpha R^{*}(\eta)$, where the modules of all the diagonal entries of $J(\alpha)$ are all greater than $1-\alpha$. Since $\operatorname{rank}\left(I-R^{*}(\eta)\right)=m-1$,

$$
T(1)^{-1}\left[I-R^{*}(\eta)\right] T(1)=\left(\begin{array}{ll}
0 & \\
& J(1)
\end{array}\right)
$$

and $J(1)$ is invertible. Therefore, we obtain

$$
(1-\alpha)\left[I-\alpha R^{*}(\eta)\right]^{-1}=T(\alpha)\left(\begin{array}{cc}
1 & \\
& (1-\alpha) J(\alpha)^{-1}
\end{array}\right) T(\alpha)^{-1} .
$$

Noting that $\lim _{\alpha>1}(1-\alpha) J(\alpha)^{-1}=0$, we get

$$
\begin{aligned}
\operatorname{adj}\left(I-R^{*}(\eta)\right) & =\lim _{\alpha / 1} \operatorname{adj}\left(I-\alpha R^{*}(\eta)\right) \\
& =\lim _{\alpha \neq 1} \prod_{i=2}^{m}\left[1-\alpha r_{i}(\eta)\right] \cdot(1-\alpha)\left[I-\alpha R^{*}(\eta)\right]^{-1} \\
& =\prod_{i=2}^{m}\left[1-r_{i}(\eta)\right] \cdot T(1)\left(\begin{array}{cc}
1 & \\
& 0
\end{array}\right) T(1)^{-1} \\
& =\prod_{i=2}^{m}\left[1-r_{i}(\eta)\right] \cdot v(\eta) u(\eta) .
\end{aligned}
$$

This completes the proof.
It is clear from the proof of Lemma 4.6 that $z=\eta$ is the only root of $\operatorname{det}\left(I-R^{*}(\eta)\right)=0$ on $|z|=\eta$. Therefore, $z=\eta$ is the only singular point of $\Pi^{*}(z)$ on $|z|=\eta$. The following lemma further illustrates that the singular point $z=\eta$ is a pole of order 1 of $\Pi^{*}(z)$.

Lemma 4.7 Let

$$
\begin{equation*}
1-r(z)=(\eta-z) h(z) \tag{4.16}
\end{equation*}
$$

Then, $h(\eta)>0$.
Proof It follows from Eq. (4.16) that

$$
-r^{\prime}(z)=-h(z)+(\eta-z) h^{\prime}(z)
$$

which follows that

$$
\begin{equation*}
h(\eta)=r^{\prime}(\eta) \tag{4.17}
\end{equation*}
$$

Noting that

$$
u(z) R^{*}(z)=r(z) u(z)
$$

we have

$$
u^{\prime}(z) R^{*}(z)+u(z) \cdot \frac{\mathrm{d}}{\mathrm{~d} z} R^{*}(z)=r^{\prime}(z) u(z)+r(z) u^{\prime}(z)
$$

This equation, multiplied by $v(z)$ from the right and using $u(z) \cdot v(z)=1$, yields

$$
r^{\prime}(z)=u(z) \cdot \frac{\mathrm{d}}{\mathrm{~d} z} R^{*}(z) \cdot v(z)
$$

Thus, we obtain

$$
\begin{aligned}
r^{\prime}(\eta) & =u(\eta) \cdot \sum_{k=1}^{\infty} k \eta^{k-1} R_{k} \cdot v(\eta)=\frac{1}{\eta} u(\eta) \cdot \sum_{k=1}^{\infty} k \eta^{k} R_{k} \cdot v(\eta) \\
& \geqslant \frac{1}{\eta} u(\eta) R^{*}(\eta) v(\eta)=\frac{1}{\eta} r(\eta)=\frac{1}{\eta}>0
\end{aligned}
$$

It follows from Eq. (4.17) that $h(\eta)=r^{\prime}(\eta)>0$. This completes the proof.
We are now ready to provide an expression for $\Pi^{*}(z)$ by means of Lemmas 4.6 and 4.7.

According to Lemma 4.6, we write

$$
\operatorname{adj}\left(I-R^{*}(z)\right)=\prod_{i=2}^{m}\left[1-r_{i}(\eta)\right] \cdot v(\eta) u(\eta)+(\eta-z) H(z)
$$

It follows from Eq. (4.1) and Eq. (4.16) that

$$
\begin{align*}
\Pi^{*}(z)= & \frac{1}{\eta-z} \cdot \frac{1}{h(z) \prod_{i=2}^{m}\left[1-r_{i}(z)\right]} \cdot \pi_{0} R_{0}^{*}(z) \\
& \cdot\left[\prod_{i=2}^{m}\left[1-r_{i}(\eta)\right] v(\eta) u(\eta)+(\eta-z) H(z)\right] \tag{4.18}
\end{align*}
$$

Let

$$
L(z)=\frac{\pi_{0} R_{0}^{*}(z) v(\eta) \prod_{i=2}^{m}\left[1-r_{i}(\eta)\right]}{h(z) \prod_{i=2}^{m}\left[1-r_{i}(z)\right]}
$$

Since $h(z)$ is continuous at $z=\eta$ and $h(\eta)>0$, there exists a $\sigma>0$ small enough such that $h(z)>0$, for all $z \in(\eta-\sigma, \eta+\sigma)$. Note that $h(z), \prod_{i=2}^{m}\left[1-r_{i}(z)\right]$ and $R_{0}^{*}(z)$ are all analytic at $z=\eta$, it is obvious that $L(z)$ is analytic at $z=\eta$. Thus, an expansion of $L(z)$ in a power series at $z=\eta$ is given by

$$
\begin{equation*}
L(z)=\frac{\pi_{0} R_{0}^{*}(\eta) v(\eta)}{h(\eta)}+\sum_{k=1}^{\infty} \frac{L^{(k)}(\eta)}{k!}(\eta-z)^{k} \tag{4.19}
\end{equation*}
$$

where $L^{(k)}(\eta)=\left.\frac{\mathrm{d}^{k}}{\mathrm{~d} z^{k}} L(z)\right|_{z=\eta}$. It follows from Eq. (4.18) and Eq. (4.19) that

$$
\begin{equation*}
\Pi^{*}(z)=\frac{K}{\eta-z} u(\eta)+g(z) \tag{4.20}
\end{equation*}
$$

where

$$
K=\frac{\pi_{0} R_{0}^{*}(\eta) v(\eta)}{h(\eta)}
$$

is a constant, and

$$
g(z)=\frac{\pi_{0} R_{0}^{*}(z)}{h(z) \prod_{i=2}^{m}\left[1-r_{i}(z)\right]} \cdot H(z)+\sum_{k=1}^{\infty} \frac{L^{(k)}(\eta)}{k!}(\eta-z)^{k-1} u(\eta)
$$

is analytic at $z=\eta$, since $\frac{\pi_{0} R_{0}^{*}(z)}{h(z) \prod_{i=2}^{m}\left[1-r_{i}(z)\right]}, H(z)$ and $\sum_{k=1}^{\infty} \frac{L^{(k)}(\eta)}{k!}(\eta-z)^{k}$ are
all analytic at $z=\eta$.

Theorem 4.4 Suppose that the Markov chain of GI/G/1 type is irreducible and positive recurrent. If $1<\eta<\min \left\{\phi_{A+}, \phi_{D+}\right\}$, and the matrix $A$ is irreducible, then the asymptotics of $\left\{\pi_{k}\right\}$ is geometric, i.e.,

$$
\begin{equation*}
\pi_{k}=K \eta^{-(k+1)} u(\eta)+O\left((\eta+\varepsilon)^{-k}\right) e^{T} \tag{4.21}
\end{equation*}
$$

where $\varepsilon$ is a small positive number.
Proof Based on Eq. (4.20), we first need to check $K>0$. Then Eq. (4.21) is obviously true according to a standard result on asymptotics of complex functions (for example, Theorem 5.2.1 in Wilf [37]).

According to the assumption made on the Markov chain of GI/G/1 type, every $\pi_{k}$ is positive. It is clear that $\pi_{0} R_{0}^{*}(\eta) \geqslant \pi_{0} R_{0}^{*}(1)>0$, since $\pi_{0}>0$ and each column vector of $R_{0}^{*}(1)$ is not identically zero according to Theorem 3.3. Noting that $v(\eta) \geqslant 0$ and $v(\eta) \neq 0$, we obtain $\pi_{0} R_{0}^{*}(\eta) v(\eta) \geqslant \pi_{0} R_{0}^{*}(1) v(\eta)>0$. Now, $K>0$ follows from $h(\eta)>0$. This completes the proof.

### 4.3.2 Markov Chains of GI/M/1 Type

As an illustrating example, we consider a Markov chain of $G I / M / 1$ type. In this case, $R_{k}=0$ and $R_{0, k}=0$ for $k \geqslant 2$. Therefore, $R_{0}^{*}(z)=z R_{0,1}, R^{*}(z)=z R_{1}, \phi_{R_{0}}=$ $\phi_{D+}=+\infty$ and $\phi_{R}=\phi_{A+}=+\infty$. It follows from (4.1) and $\pi_{1}=\pi_{0} R_{0,1}$ that

$$
\Pi^{*}(z)=z \pi_{1}\left(I-z R_{1}\right)^{-1}=\frac{1}{1-z r} \cdot \frac{z \pi_{1}}{\prod_{i=2}^{m}\left(1-z r_{i}\right)} \cdot \operatorname{adj}\left(I-z R_{1}\right),
$$

where $r$ is the maximal eigenvalue of $R_{1}$, which is smaller than one when the Markov chain is positive recurrent, and $r_{i}, 2 \leqslant i \leqslant m$, are the other eigenvalues of $R_{1}$. It is clear that $\eta=1 / r$. Therefore, $1<\eta<\min \left\{\phi_{A+}, \phi_{D+}\right\}=+\infty$, and the asymptotics of $\left\{\pi_{k}\right\}$ is geometric.

### 4.3.3 Markov Chains of $M / G / 1$ Type

The method of generating function is one of the common methods used to study the light-tailed behavior of the stationary probability vector $\left\{\pi_{k}\right\}$. (3.3.2) in Neuts [29] (or (2.1) in Falkenberg [11]) expresses $\Pi^{*}(z)$ in terms of $\sum_{k=1}^{\infty} z^{k} A_{k}$ and another function $D^{*}(z)$. Note that our expression Eq. (4.1) is different from those in the literature, that is, $\Pi^{*}(z)$ is expressed in terms of the two $R$-measure
generating functions $R_{0}^{*}(z)$ and $R^{*}(z)$. Furthermore, the relationship between $R^{*}(z)$ and $A^{*}(z)$, and between $R_{0}^{*}(z)$ and $D^{*}(z)$ established in Theorems 3.5 and 3.6, enables us to obtain sharper results than those in the literature.

Following the idea in Falkenberg [11], the generating function for Markov chains of $G I / G / 1$ type can be written as

$$
\Pi^{*}(z)\left[I-A^{*}(z)\right]=\pi_{0} D^{*}(z)-\sum_{i=1}^{\infty} z^{i} \pi_{i} \sum_{j=-i}^{\infty} z^{-j} A_{-j}
$$

For a Markov chain of $M / G / 1$ type, it becomes

$$
\sum_{i=1}^{\infty} z^{i} \pi_{i} \sum_{j=-i}^{\infty} z^{-j} A_{-j}=\pi_{1} A_{-1}
$$

and

$$
\Pi^{*}(z)=\left[\pi_{0} D^{*}(z)-\pi_{1} A_{-1}\right]\left[I-A^{*}(z)\right]^{-1},
$$

which was used in the literature to study the asymptotic behavior, including Falkenberg [11] among others. However, for the Markov chain of $G I / G / 1$ type, it is very inconvenient or difficult to explicitly express $\sum_{i=1}^{\infty} z^{i} \pi_{i} \sum_{j=-i}^{\infty} z^{-j} A_{-j}$. This illustrates the reason why the $R$-measure is effective for explicitly expressing the generating function $\Pi^{*}(z)$.

### 4.3.4 $\quad A$ is Reducible

After reordering the states, we assume that $A^{*}(z)$ is written in the normal form

$$
A^{*}(z)=\left(\begin{array}{cccccc}
a_{1}(z) & & & & & \\
& \ddots & & & & \\
& & a_{p}(z) & & & \\
& & & a_{p+1}(z) & & \\
& & & & \ddots & \\
\\
& & & & & a_{p+q} \\
\\
r_{1}(z) & \ldots & r_{p}(z) & r_{p+1}(z) & \ldots & r_{p+q}(z)
\end{array} r_{p+q+1}(z)\right)
$$

where $p+q \geqslant 1, a_{i}(z)$ for $1 \leqslant i \leqslant p+q$ are irreducible and stochastic, $\eta>1$ is a solution to equation $\operatorname{det}\left(I-a_{i}(z)\right)=0$ for $1 \leqslant i \leqslant p$, while $I-r_{p+q+1}(\eta)$ and $I-a_{p+j}(\eta)$ for $1 \leqslant j \leqslant q$ are all invertible. It follows from Eq. (3.19) and Corollary 3.10 that for $1<z<\eta$

$$
I-R^{*}(z)=\left[I-A^{*}(z)\right]\left[I-G^{*}(z)\right]^{-1}\left(I-\Phi_{0}\right)^{-1} .
$$

Thus we obtain

$$
\begin{aligned}
\operatorname{det}\left(I-R^{*}(z)\right)= & (\eta-z)^{p} \prod_{i=1}^{p} b_{i}(z) \cdot \prod_{j=1}^{q} \operatorname{det}\left[I-a_{p+j}(z)\right] \cdot \operatorname{det}\left[I-r_{p+q+1}(z)\right] \\
& \cdot\left[\operatorname{det}\left(I-G^{*}(z)\right)\right]^{-1} \cdot\left[\operatorname{det}\left(I-\Phi_{0}\right)\right]^{-1},
\end{aligned}
$$

where $\operatorname{det}\left(I-a_{i}(z)\right)=(\eta-z) b_{i}(z)$ for $1 \leqslant i \leqslant p$. It follows from Lemma 4.7 that $b_{i}(\eta) \neq 0$ for $1 \leqslant i \leqslant p$. Thus, it follows from Eq. (4.1) and Eq. (4.16) that

$$
\Pi^{*}(z)=\frac{1}{(\eta-z)^{p}} K(z)
$$

where

$$
\begin{aligned}
K(z)= & \left\{\prod_{i=1}^{p} b_{i}(z) \prod_{j=1}^{q} \operatorname{det}\left[I-a_{p+j}(z)\right] \cdot \operatorname{det}\left[I-r_{p+q+1}(z)\right]\right\}^{-1} \\
& \cdot\left[\operatorname{det}\left(I-G^{*}(z)\right)\right]\left[\operatorname{det}\left(I-\Phi_{0}\right)\right] \cdot \pi_{0} R_{0}^{*}(z) \cdot \operatorname{adj}\left(I-R^{*}(z)\right)
\end{aligned}
$$

is analytic at $z=\eta$. Let $K(z)=\sum_{k=0}^{\infty} \frac{K^{(k)}(\eta)}{k!}(\eta-z)^{k}$, where $K^{(k)}(\eta)=\frac{\mathrm{d}^{k}}{\mathrm{~d} z^{k}} K(z)_{\mid z=\eta}$. Then

$$
\Pi^{*}(z)=\sum_{i=1}^{p} \frac{K^{(p-i)}(\eta)}{(\eta-z)^{i}}+\sum_{j=0}^{\infty} K^{(p+j)}(\eta)(\eta-z)^{j} .
$$

By a standard result on asymptotics of complex functions (for example, Theorem 5.2.1 in Wilf [37]) we obtain

$$
\begin{equation*}
\pi_{k}=\sum_{l=1}^{p}(-1)^{l} \eta^{-(k+l)}\binom{k+l-1}{l-1} K^{(p-l)}(\eta)+O\left((\eta+\varepsilon)^{-k}\right) e^{\mathrm{T}} \tag{4.22}
\end{equation*}
$$

Remark 4.2 If $1<\eta<\min \left\{\phi_{A+}, \phi_{D_{+}}\right\}$, then Eq. (4.22) provides a more general result on the light tail of $\left\{\pi_{k}\right\}$. Let $\operatorname{det}\left(I-A^{*}(z)\right)=(\eta-z)^{p} T(z)$, where $T(\eta) \neq 0$. Then, the tail of $\left\{\pi_{k}\right\}$ is geometric if $p=1$; the tail of $\left\{\pi_{k}\right\}$ is non-geometric if $p \geqslant 2$.

### 4.4 The Asymptotics Based on the Boundary Matrices

In this section, we consider the role of the boundary matrices $\left\{D_{k}\right\}$ played in analyzing the light-tailed asymptotics of $\left\{\pi_{k}\right\}$. We assume that $1<\phi_{D+} \leqslant \eta<\phi_{A+}$.

It is easy to see from Theorem 3.8 that $z=\phi_{D+}$ is a singular point of $\Pi^{*}(z)$ so that the boundary matrices $\left\{D_{k}\right\}$ determine the asymptotics of $\left\{\pi_{k}\right\}$. For simplicity of description, we only discuss the cases where the singular point is either a pole of order $d$ or an algebraic singular point.

### 4.4.1 $\quad \phi_{D_{+}}$is a Pole

We assume that $\phi_{D+}$ is a pole of order $d$ for the generating function matrix $D^{*}(z)$. The following lemma describes a singular point of the matrix $R_{0}^{*}(z)$.

Lemma 4.8 If $z=\phi_{D+}$ is a pole of order $d$ of $D^{*}(z)$ of size $m_{0} \times m$, then $z=\phi_{D+}$ is also a pole of order $d$ of $R_{0}^{*}(z)$, i.e.,

$$
\begin{equation*}
R_{0}^{*}(z)=\frac{1}{\left(\phi_{D+}-z\right)^{d}} S(z), \tag{4.23}
\end{equation*}
$$

where $S(z)$ is analytic in $|z|<\phi_{D_{+}}+\sigma$ for some $\sigma>0$, and $S\left(\phi_{D_{+}}\right) \neq 0$.
Proof If $z=\phi_{D+}$ is a pole of order $d$ of $D^{*}(z)$ of size $m_{0} \times m$, then there always exists a matrix $B(z)$ such that

$$
D^{*}(z)=\frac{1}{\left(\phi_{D+}-z\right)^{d}} B(z),
$$

where $B(z)$ is analytic in $|z|<\phi_{D+}+\sigma$ for some $\sigma>0$, and $B\left(\phi_{D+}\right) \neq 0$. It follows from Eq. (3.30) that when $\delta>0$ is small enough and $z>1+\delta$,

$$
\frac{1}{\left(\phi_{D+}-z\right)^{d}} B(z)\left(I-\Phi_{0}\right)^{-1} \leqslant R_{0}^{*}(z) \leqslant \frac{1}{\left(\phi_{D+}-z\right)^{d}} B(z)\left[I-G^{*}(1+\delta)\right]\left(I-\Phi_{0}\right)^{-1},
$$

which illustrates that $z=\phi_{D+}$ is a pole of order $d$ of $R_{0}^{*}(z)$ with Eq. (4.23). This completes the proof.

Theorem 4.5 Assume that $1<\phi_{D+}<\eta<\phi_{A+}$, and $z=\phi_{D+}$ is a pole of order d of $D^{*}(z)$. Let $R_{0}^{*}(z)$ be given by Eq. (4.23). Then, for some small $\varepsilon>0$,

$$
\pi_{k}=\sum_{j=1}^{d}(-1)^{j} \phi_{D+}^{-(k+j)}\binom{k+j-1}{j-1} L_{d-j}+O\left(\left(\phi_{D+}+\varepsilon\right)^{-k}\right) e^{\mathrm{T}},
$$

where

$$
L_{j}=\frac{1}{j!} \frac{\mathrm{d}^{j}}{\mathrm{~d} z^{j}}\left\{\pi_{0} S(z)\left[I-R^{*}(z)\right]^{-1}\right\}_{\mid z=\phi_{D_{+}}} .
$$

Proof It follows from Lemma 4.8 and Eq. (4.1) that

$$
\Pi^{*}(z)=\frac{1}{\left(\phi_{D+}-z\right)^{d}} \cdot \pi_{0} S(z)\left[I-R^{*}(z)\right]^{-1}
$$

where $S(z)\left[I-R^{*}(z)\right]^{-1}$ is analytic in $|z|<\phi_{D+}+\sigma$ for $0<\sigma<\phi_{A+}-\phi_{D+}$. An expansion of $\pi_{0} S(z)\left[I-R^{*}(z)\right]^{-1}$ in a power series at $z=\phi_{D+}$ is

$$
\pi_{0} S(z)\left[I-R^{*}(z)\right]^{-1}=\sum_{j=0}^{\infty} L_{j}\left(\phi_{D+}-z\right)^{j} .
$$

Hence we obtain

$$
\Pi^{*}(z)=\sum_{j=1}^{d} \frac{1}{\left(\phi_{D+}-z\right)^{j}} L_{d-j}+\sum_{i=0}^{\infty} L_{d+i}\left(\phi_{D+}-z\right)^{i} .
$$

A standard result on asymptotics of complex functions (for example, Theorem 5.2.1 in Wilf [37]) leads to the desired result. This completes the proof.

Corollary 4.1 Assume that $1<\phi_{D+}=\eta<\phi_{A+}, z=\phi_{D+}$ is a pole of order $d$ of $D^{*}(z)$ and the matrix $A$ is irreducible. Let $R_{0}^{*}(z)$ be given by Eq. (4.23). Then, for some small $\varepsilon>0$,

$$
\pi_{k}=\sum_{j=1}^{d+1}(-1)^{j} \phi_{D+}^{-(k+j)}\binom{k+j-1}{j-1} L_{d+1-j}+O\left(\left(\phi_{D+}+\varepsilon\right)^{-k}\right) e^{\mathrm{T}} .
$$

Proof Under the irreducible assumption on the matrix $A, \eta$ is a simple root of the equation $\operatorname{det}\left(I-R^{*}(z)\right)=0$. Therefore, $z=\phi_{D+}$ is a pole of order $d+1$ of $\Pi^{*}(z)$. The rest of the proof is similar to that for Theorem 4.5. This completes the proof.

It is easy to see from Theorem 4.5 that the asymptotics of $\left\{\pi_{k}\right\}$ is geometric if $d=1$ and $1<\phi_{D+} \leqslant \eta<\phi_{A+}$; otherwise it is not geometric, though it is still light-tailed. Clearly, if $1<\phi_{D+}=\eta<\phi_{A+}$, then the asymptotics of $\left\{\pi_{k}\right\}$ is not geometric.

### 4.4.2 $\phi_{D_{+}}$is an Algebraic Singular Point

We assume that $z=\phi_{D+}$ is an algebraic singular point of $D^{*}(z)$ such that

$$
\begin{equation*}
D^{*}(z)=\widetilde{D}+\left(\phi_{D+}-z\right)^{\alpha} \widetilde{D}^{*}(z) \tag{4.24}
\end{equation*}
$$

where $\alpha>1$ is not an integer, $\widetilde{D}=D^{*}(1)-\left(\phi_{D+}-1\right)^{\alpha} \widetilde{D}^{*}(1), \widetilde{D}^{*}(z)$ is analytic in $|z|<\phi_{D+}+\sigma$ for some $\sigma>0$, and $\widetilde{D}^{*}\left(\phi_{D+}\right) \neq 0$. The restriction of $\alpha>1$ imposed here is to guarantee that $\sum_{k=1}^{\infty} k D_{k}<+\infty$.

To provide the asymptotics of $\left\{\pi_{k}\right\}$ in this case, we need to introduce an operational principle. This principle for the continuous case was discussed in Abate and Whitt [2] (p.186).

Heaviside Operational Principle Suppose that $f^{*}(z)=\sum_{k=1}^{\infty} z^{k} f_{k}$ is the generating function of a nonnegative sequence $\left\{f_{k}\right\}$. If $z^{*}$ is the radius of convergence of $f^{*}(z)$, and the asymptotic expansion is

$$
f^{*}(z)=\sum_{k=1}^{\infty} a_{k}\left(z^{*}-z\right)^{k}+\theta^{*}(z)
$$

where $\theta^{*}(z)$ is the generating function of a nonnegative sequence $\left\{\theta_{k}\right\}$, then $f_{k} \sim \theta_{k}$ as $k \rightarrow \infty$.

It follows from Eq. (3.30) that

$$
\begin{equation*}
W(z) \leqslant R_{0}^{*}(z) \leqslant V(z), \tag{4.25}
\end{equation*}
$$

where

$$
\begin{equation*}
W(z)=\left[\widetilde{D}+\left(\phi_{D+}-z\right)^{\alpha} \widetilde{D}^{*}(z)\right]\left(I-\Phi_{0}\right)^{-1} \tag{4.26}
\end{equation*}
$$

and

$$
V(z)=\left[\widetilde{D}+\left(\phi_{D+}-z\right)^{\alpha} \widetilde{D}^{*}(z)\right]\left[I-G^{*}(1+\delta)\right]^{-1}\left(I-\Phi_{0}\right)^{-1} .
$$

It follows from Eq. (4.25) and Eq. (4.1) that for $0<z<\phi_{D+}$,

$$
\begin{equation*}
\pi_{0} W(z)\left[I-R^{*}(z)\right]^{-1} \leqslant \Pi^{*}(z) \leqslant \pi_{0} V(z)\left[I-R^{*}(z)\right]^{-1} \tag{4.27}
\end{equation*}
$$

since $\pi_{0}>0$ and $\left[I-R^{*}(z)\right]^{-1} \geqslant 0$.
There are two possible cases:
Case I $1<\phi_{D+}<\eta<\phi_{A+}$. In this case, $\left[I-R^{*}(z)\right]^{-1}$ is analytic at $z=\phi_{D+}$, hence an expansion of $\left[I-R^{*}(z)\right]^{-1}$ in a power series at $z=\phi_{D+}$ is given by

$$
\begin{equation*}
\left[I-R^{*}(z)\right]^{-1}=\sum_{n=0}^{\infty} \Gamma_{n}\left(\phi_{D+}-z\right)^{n}, \tag{4.28}
\end{equation*}
$$

where $\Gamma_{n}=\frac{1}{n!} \cdot \frac{\mathrm{d}^{n}}{\mathrm{~d} z^{n}}\left[I-R^{*}(z)\right]_{\mid z=\phi_{D+}}^{-1}$. Eq. (4.28), together with Eq. (4.27), yields

$$
\begin{aligned}
\pi_{0} W(z)\left[I-R^{*}(z)\right]^{-1}= & \pi_{0} \widetilde{D}\left(I-\Phi_{0}\right)^{-1} \sum_{n=0}^{\infty} \Gamma_{n}\left(\phi_{D+}-z\right)^{n} \\
& +\sum_{n=0}^{\infty}\left(\phi_{D+}-z\right)^{\alpha+n} \pi_{0} \widetilde{D}^{*}(z)\left(I-\Phi_{0}\right)^{-1} \Gamma_{n} .
\end{aligned}
$$

## Constructive Computation in Stochastic Models with Applications

Let

$$
\mathfrak{R}^{(1)}(z)=\pi_{0} W(z)\left[I-R^{*}(z)\right]^{-1}=\sum_{k=1}^{\infty} z^{k} \mathfrak{R}_{k}^{(1)}
$$

and

$$
\widetilde{D}^{*}(z)=\sum_{j=0}^{\infty} \widetilde{D}_{j}\left(\phi_{D+}-z\right)^{j} .
$$

By Heaviside Operational Principle and Theorem 5.3.1 in Wilf [37] we obtain that for any given $1 \leqslant m \leqslant k$ and as $k \rightarrow \infty$

$$
\begin{aligned}
\mathfrak{R}_{k}^{(1)}= & \sum_{n=0}^{\infty} \phi_{D+}^{-(k-\alpha-n)} \sum_{j=0}^{m}\binom{k-\alpha-n-j-1}{k} \pi_{0} \widetilde{D}_{j}\left(I-\Phi_{0}\right)^{-1} \Gamma_{n} \\
& +O\left(\sum_{n=0}^{\infty} \phi_{D+}^{-(k-\alpha-n)} k^{-m-n-\alpha-2} \pi_{0} \tilde{D}^{*}(1)\left(I-\Phi_{0}\right)^{-1} \Gamma_{n}\right) \\
= & \phi_{D+}^{-(k-\alpha)} \sum_{j=0}^{m} \pi_{0} \widetilde{D}_{j}\left(I-\Phi_{0}\right)^{-1} \sum_{n=0}^{\infty} \phi_{D+}^{n}\binom{k-\alpha-n-j-1}{k} \Gamma_{n} \\
& +O\left(\phi_{D+}^{-(k-\alpha)} k^{-m-\alpha-2} \cdot \pi_{0} \tilde{D}^{*}(1)\left(I-\Phi_{0}\right)^{-1} \cdot \sum_{n=0}^{\infty} \phi_{D+}^{n} k^{-n} \Gamma_{n}\right) .
\end{aligned}
$$

Let

$$
\zeta_{k, j, \alpha}=\sum_{n=0}^{\infty} \phi_{D+}^{n}\binom{k-\alpha-n-j-1}{k} \Gamma_{n}, \quad \varphi_{k}=\sum_{n=0}^{\infty} \phi_{D+}^{n} k^{-n} \Gamma_{n} .
$$

Then

$$
\begin{align*}
\mathfrak{R}_{k}^{(1)}= & \phi_{D+}^{-(k-\alpha)} \sum_{j=0}^{m} \pi_{0} \widetilde{D}_{j}\left(I-\Phi_{0}\right)^{-1} \zeta_{k, j, \alpha} \\
& +O\left(\phi_{D+}^{-(k-\alpha)} k^{-m-\alpha-2} \mathrm{e}^{T} \varphi_{k}\right) . \tag{4.29}
\end{align*}
$$

Let

$$
\mathfrak{R}^{(2)}(z)=\pi_{0} V(z)\left[I-R^{*}(z)\right]^{-1}=\sum_{k=1}^{\infty} z^{k} \mathfrak{R}_{k}^{(2)} .
$$

A similar analysis to Eq. (4.29) gives that for any given $1 \leqslant m \leqslant k$ and as $k \rightarrow \infty$,

$$
\begin{align*}
\mathfrak{R}_{k}^{(2)}= & \phi_{D+}^{-(k-\alpha)} \sum_{j=0}^{m} \pi_{0} \widetilde{D}_{j}\left[I-G^{*}(1+\delta)\right]^{-1}\left(I-\Phi_{0}\right)^{-1} \zeta_{k, j, \alpha} \\
& +O\left(\phi_{D+}^{-(k-\alpha)} k^{-m-\alpha-2} \mathrm{e}^{T} \varphi_{k}\right) . \tag{4.30}
\end{align*}
$$

It follows from Eq. (4.27) that for $k \geqslant 1$,

$$
\begin{equation*}
\mathfrak{R}_{k}^{(1)} \leqslant \pi_{k} \leqslant \mathfrak{R}_{k}^{(2)}, \tag{4.31}
\end{equation*}
$$

It follows from Eq. (4.29), Eq. (4.30) and Eq. (4.31) that there exists a bounded matrix sequence $\left\{H_{k}(m, \alpha)\right\}$ with

$$
\left(I-\Phi_{0}\right)^{-1} \leqslant H_{k}(m, \alpha) \leqslant\left[I-G^{*}(1+\delta)\right]^{-1}\left(I-\Phi_{0}\right)^{-1}
$$

such that for any given $1 \leqslant m \leqslant k$ and as $k \rightarrow \infty$,

$$
\begin{align*}
\pi_{k}= & \phi_{D+}^{-(k-\alpha)} \sum_{j=0}^{m} \pi_{0} \widetilde{D}_{j} H_{k}(m, \alpha) \zeta_{k, j, \alpha} \\
& +O\left(\phi_{D+}^{-(k-\alpha)} k^{-m-\alpha-2} e^{\mathrm{T}} \varphi_{k}\right) . \tag{4.32}
\end{align*}
$$

Case II $1<\phi_{D+}=\eta<\phi_{A+}$, and the matrix $A$ is irreducible. In this case, we have

$$
\left[I-R^{*}(z)\right]^{-1}=\frac{1}{\phi_{D+}-z} S(z)
$$

where $S(z)$ is analytic at $z=\phi_{D+}$, and $S\left(\phi_{D+}\right) \neq 0$. A similar analysis to Eq. (4.32) can be used to obtain that for any given $1 \leqslant m \leqslant k$ and as $k \rightarrow \infty$,

$$
\begin{aligned}
\pi_{k}= & \phi_{D+}^{-(k-\alpha+1)} \sum_{j=0}^{m} \pi_{0} \widetilde{D}_{j} H_{k}(m, \alpha-1) \zeta_{k, j, \alpha-1} \\
& +O\left(\phi_{D+}^{-(k-\alpha+1)} k^{-m-\alpha-1} e^{\mathrm{T}} \varphi_{k}\right) .
\end{aligned}
$$

We summarize the above results into the following theorem.
Theorem 4.6 Suppose that $z=\phi_{D+}$ is an algebraic singular point of $D^{*}(z)$ given by Eq. (4.23).
(1) If $1<\phi_{D+}<\eta<\phi_{A+}$, then for any given $1 \leqslant m \leqslant k$ and as $k \rightarrow \infty$,

$$
\begin{aligned}
\pi_{k}= & \phi_{D+}^{-(k-\alpha)} \sum_{j=0}^{m} \pi_{0} \widetilde{D}_{j} H_{k}(m, \alpha) \zeta_{k, j, \alpha} \\
& +O\left(\phi_{D+}^{-(k-\alpha)} k^{-m-\alpha-2} e^{\mathrm{T}} \varphi_{k}\right) .
\end{aligned}
$$

(2) If $1<\phi_{D+}=\eta<\phi_{A+}$, and $A$ is irreducible, then for any given $1 \leqslant m \leqslant k$ and as $k \rightarrow \infty$,

$$
\begin{aligned}
\pi_{k}= & \phi_{D+}^{-(k-\alpha+1)} \sum_{j=0}^{m} \pi_{0} \widetilde{D}_{j} H_{k}(m, \alpha-1) \zeta_{k, j, \alpha-1} \\
& +O\left(\phi_{D+}^{-(k-\alpha+1)} k^{-m-\alpha-1} e^{\mathrm{T}} \varphi_{k}\right) .
\end{aligned}
$$

### 4.5 Long-Tailed Asymptotics of the Sequence $\left\{\boldsymbol{R}_{\boldsymbol{k}}\right\}$

In this section, we provide long-tailed asymptotics for the matrix sequence $\left\{R_{k}\right\}$ if the matrix sequence $\left\{A_{k}\right\}$ is long-tailed. The results in this section are key to deriving subexponential and regularly varying asymptotics of the stationary probability vector $\left\{\pi_{k}\right\}$ in subsequent sections.

For a matrix sequence $\left\{B_{k}\right\}$, if there exists a scalar sequence $\left\{\beta_{k}\right\}$ and a finite, non-zero nonnegative matrix $W$ such that $\lim _{k \rightarrow \infty} \frac{\bar{B}_{\leqslant k}}{\bar{\beta}_{\leqslant k}}=W$, then $\left\{\beta_{k}\right\}$ and $W$ are called a uniformly dominant squence and the associate ratio matrix, respectively.

The following two lemmas are useful in determining a uniformly dominant sequence of the matrix sequence $\left\{R_{k}\right\}$ and the associated ratio matrix if the matrix sequence $\left\{A_{k}\right\}$ is long-tailed.

Lemma 4.9 If the Markov chain of GI/G/1 type is positive recurrent and $\sum_{k=-\infty}^{\infty}|k| A_{k}$ is finite, then $\sum_{k=1}^{\infty} k G_{k}$ is finite.

Proof It follows from Eq. (3.20) that

$$
\sum_{k=1}^{\infty} k A_{-k}-\sum_{k=1}^{\infty} k A_{k}=(I-R)\left(I-\Phi_{0}\right) \sum_{k=1}^{\infty} k G_{k}-\sum_{k=1}^{\infty} k R_{k}\left(I-\Phi_{0}\right)(I-G) .
$$

Since the Markov chain is positive recurrent, it follows from (1) in Corollary 3.7 that $I-R$ is invertible and $(I-G) e=0$. It is clear that $\left(I-\Phi_{0}\right)^{-1}(I-R)^{-1} \nsupseteq 0$ is finite. Since $\sum_{k=-\infty}^{\infty}|k| A_{k}$ is finite,

$$
\sum_{k=1}^{\infty} k G_{k} e=\left(I-\Phi_{0}\right)^{-1}(I-R)^{-1}\left(\sum_{k=1}^{\infty} k A_{-k}-\sum_{k=1}^{\infty} k A_{k}\right) e
$$

is finite. Therefore, $\sum_{k=1}^{\infty} k G_{k}$ is finite. This completes the proof.
When the Markov chain of $G I / G / 1$ type is positive recurrent, the matrix $I-R$ is invertible according to Corollary 3.7. It follows from Eq. (3.20) that $I-A=$ $(I-R)\left(I-\Phi_{0}\right)(I-G)$. When $A$ is irreducible and stochastic, the maximal eigenvalue of $A$ is simple and equal to one. Hence, rank $(I-A)=m-1$. Since the matrix $I-\Phi_{0}$ is invertible, we obtain that $\operatorname{rank}(I-G)=m-1$, hence the maximal eigenvalue of $G$ is simple and equal to one. Letting $g_{1}=1$ and $g_{i}$, for $1 \leqslant i \leqslant m$, be the $m$ eigenvalues of the nonnegative matrix $G$, we have the following lemma.

Lemma 4.10 If the Markov chain of GI/G/1 type is positive recurrent and
the matrix $A$ is irreducible and stochastic, then the adjoint matrix of $I-G$ can be expressed as

$$
\begin{equation*}
\operatorname{adj}(I-G)=\kappa_{G} e \frac{\theta(I-R)\left(I-\Phi_{0}\right)}{\theta(I-R)\left(I-\Phi_{0}\right) e} \tag{4.33}
\end{equation*}
$$

where $\kappa_{G}=\prod_{k=2}^{m}\left(1-g_{i}\right) \neq 0$.
Proof Note that when the maximal eigenvalue of the matrix $G$ is simple and is equal to one, we obtain for $\alpha \in(0,1)$,

$$
\begin{aligned}
\operatorname{adj}(I-\alpha G) & =\operatorname{det}(I-\alpha G) \cdot(I-\alpha G)^{-1} \\
& =\prod_{i=2}^{m}\left(1-\alpha g_{i}\right) \cdot(1-\alpha)(I-\alpha G)^{-1}
\end{aligned}
$$

Let $T(\alpha)$ be an invertible matrix such that

$$
T(\alpha)^{-1}(I-\alpha G) T(\alpha)=\left(\begin{array}{ll}
1-\alpha & \\
& J(\alpha)
\end{array}\right)
$$

which is the Jordan canonical form of the matrix $I-\alpha G$. Then

$$
(1-\alpha)(I-\alpha G)^{-1}=T(\alpha)\left(\begin{array}{cc}
1 & \\
& (1-\alpha) J(\alpha)^{-1}
\end{array}\right) T(\alpha)^{-1} .
$$

Since in the matrix

$$
T(1)^{-1}(I-G) T(1)=\left(\begin{array}{ll}
0 & \\
& J(1)
\end{array}\right)
$$

$J(1)$ is invertible due to rank $(I-G)=m-1$, this implies $\lim _{\alpha / 1}(1-\alpha) J(\alpha)^{-1}=0$. Note that adj $(I-\alpha G)$ is continuous for $\alpha \in(0,1]$, we get

$$
\begin{aligned}
\operatorname{adj}(I-G) & =\lim _{\alpha \nearrow 1} \operatorname{adj}(I-\alpha G) \\
& =\lim _{\alpha \nearrow 1} \prod_{i=2}^{m}\left(1-\alpha g_{i}\right) \cdot(1-\alpha)(I-\alpha G)^{-1} \\
& =\kappa_{G} T(1)\left(\begin{array}{rr}
1 & \\
0
\end{array}\right) T(1)^{-1} \\
& =\kappa_{G} e \frac{\theta(I-R)\left(I-\Phi_{0}\right)}{\theta(I-R)\left(I-\Phi_{0}\right) e} .
\end{aligned}
$$

since the vectors $e$ and $\frac{\theta(I-R)\left(I-\Phi_{0}\right)}{\theta(I-R)\left(I-\Phi_{0}\right) e}$ are the right and left Perron-Frobenius
eigenvectors of $G$, respectively. Since $\operatorname{rank}(I-G)=m-1$, it is clear that $\operatorname{adj}(I-G) \neq 0$, which implies $\kappa_{G} \neq 0$. This completes the proof.

To study long-tailed asymptotics of the matrix sequence $\left\{R_{k}\right\}$, we need to extend the results in Lemma 4 and Proposition 1 of Jelenković and Lazar [17] to a matrix setting, which are described in the following two lemmas. All the measures involved in the following can be signed measures.

Let $\mathfrak{B}(\mathbb{R})$ be the $\sigma$-algebra of Borel sets on $\mathbb{R}=(-\infty,+\infty)$. The convolution of two measures $\mu_{1}$ and $\mu_{2}$ is defined as

$$
\begin{aligned}
\left(\mu_{1} * \mu_{2}\right)(B) & =\int_{(-\infty,+\infty)} \mu_{1}(B-x) \mu_{2}(\mathrm{~d} x) \\
B & \in \mathfrak{B}(\mathbb{R}), B-x=\{y: y+x \in B\} .
\end{aligned}
$$

For $B \in \mathfrak{B}(\mathbb{R})$, let $U(B)$ and $V(B)$ be two matrices of size $m \times m$ whose entries are finite measures, given as

$$
U(B)=\left(u_{i j}(B)\right)_{1 \leqslant i, j \leqslant m} \text { and } V(B)=\left(v_{i j}(B)\right)_{1 \leqslant i, j \leqslant m}
$$

The convolution of the two matrices $U$ and $V$ of finite measures is defined as

$$
(U * V)(B)=\left(\sum_{k=1}^{m}\left(u_{i k} * v_{k j}\right)(B)\right)_{1 \leqslant i, j \leqslant m}
$$

and the convolution of a matrix $U$ of finite measures and a finite scalar measure $v$ is defined as

$$
(U * v)(B)=\left(\left(u_{i j} * v\right)(B)\right)_{1 \leqslant i, j \leqslant m}
$$

Remark 4.3 It should be noted that when $B$ is a singleton, the convolution for measures coincides with the ordinary convolution for sequences.

Lemma 4.11 Let $U$ and $U_{-}$be two matrices of finite measures of size $m$ on $\left(\mathbb{R}, \mathfrak{B}(\mathbb{R})\right.$ ). If (1) $\lim _{x \rightarrow+\infty} \frac{U([x,+\infty))}{\bar{F}_{(x)}}=C$, where $F(x)$ is a long-tailed distribution function and the matrix $C$ is finite, and (2) $U_{-}$has a support on $(-\infty, 0]$, then the matrix $\Gamma=U_{-} * U$ satisfies

$$
\lim _{x \rightarrow+\infty} \frac{\Gamma([x,+\infty))}{\bar{F}(x)}=U_{-}((-\infty, 0]) C
$$

and the matrix $\tilde{\Gamma}=U * U_{-}$satisfies

$$
\lim _{x \rightarrow+\infty} \frac{\tilde{\Gamma}([x,+\infty))}{\bar{F}(x)}=C U_{-}((-\infty, 0])
$$

Proof By using Lemma 4 in Jelenković and Lazar [17], we obtain

$$
\begin{aligned}
\lim _{x \rightarrow+\infty} \frac{\Gamma([x,+\infty))}{\bar{F}(x)} & =\lim _{x \rightarrow+\infty} \frac{1}{\bar{F}(x)}\left(\sum_{k=1}^{m}\left(u_{-i k} * u_{k j}\right)([x,+\infty))\right)_{1 \leqslant i, j \leqslant m} \\
& =\left(\sum_{k=1}^{m} u_{-i k}((-\infty, 0]) c_{k j}\right)_{1 \leqslant i, j \leqslant m} \\
& =U_{-}((-\infty, 0]) C .
\end{aligned}
$$

This completes the proof.
Lemma 4.12 Let $U$ and $U_{+}$be two matrices of finite measures of size $m$ on $(\mathbb{R}, \mathfrak{B}(\mathbb{R}))$. Assume that
(1) $\mu_{-}$is a finite scalar measure with a support on $(-\infty, 0]$ such that $\mu_{-}((-\infty, 0])=0$ and $0<\left|\int_{(-\infty, 0]} x \mu_{-}(\mathrm{d} x)\right|<+\infty$;
(2) $U_{+}$has a support on $[0,+\infty)$ with at least one non-zero element, and all the non-zero elements $U_{+}$of are strictly positive on $[a,+\infty)$ for $a>0$; and
(3) $\lim _{x \rightarrow+\infty} \frac{U([x,+\infty))}{\bar{F}_{(x)}}=C$, where $F(x)$ is a long-tailed distribution function and the matrix $C$ is finite. If $U=\mu_{-} * U_{+}$, then

$$
\lim _{x \rightarrow+\infty} \frac{U_{+}([x,+\infty))}{\int_{[x,+\infty]} \bar{F}_{(y)} \mathrm{d} y}=\frac{1}{\int_{(-\infty, 0]} x \mu_{-}(\mathrm{d} x)} C .
$$

Proof The proof is obvious according to (2) of Proposition 1 in Jelenković and Lazar [17].

The following lemma provides a structural property for the matrix sequence $\left\{R_{k}\right\}$ if the matrix sequence $\left\{A_{k}\right\}$ is long-tailed.

Lemma 4.13 Suppose that the Markov chain of GI/G/1 type is positive recurrent. If $\left\{A_{k}\right\}$ is long-tailed with a uniformly dominant sequence $\left\{p_{k}\right\}$ and the associated ratio matrix $W$, then

$$
\lim _{k \rightarrow+\infty} \frac{\overline{R_{\leqslant k}}}{\overline{p_{\leqslant k}}} \geqslant W\left(I-\Phi_{0}\right)^{-1} .
$$

Proof Note that the Markov chain of $G I / G / 1$ type is positive recurrent, it follows from Eq. (3.12) and Eq. (3.9) that for all $k \geqslant 1$,

$$
\begin{aligned}
R_{k} & =A_{k}\left(I-\Phi_{0}\right)^{-1}+\sum_{l=1}^{\infty} R_{k+l} \Phi_{-l}\left(I-\Phi_{0}\right)^{-1} \\
& \geqslant A_{k}\left(I-\Phi_{0}\right)^{-1},
\end{aligned}
$$

since $\left(I-\Phi_{0}\right)^{-1} \geqslant 0, \quad R_{k} \geqslant 0$ and $\Phi_{-k} \geqslant 0$ for $k \geqslant 1$. Hence, for all $k \geqslant 1$,

$$
\overline{R_{\leqslant k}}=\sum_{l=k+1}^{\infty} R_{l} \geqslant \sum_{l=k+1}^{\infty} A_{k}\left(I-\Phi_{0}\right)^{-1}=\overline{A_{\leqslant k}}\left(I-\Phi_{0}\right)^{-1} .
$$

Since $\left\{A_{k}\right\}$ is long-tailed and $\lim _{k \rightarrow \infty}=\frac{\bar{A}_{\leqslant k}}{\bar{p}_{\leqslant k}}=W$, it is clear that

$$
\lim _{k \rightarrow+\infty} \frac{\overline{R_{\leqslant k}}}{\overline{p_{\leqslant k}}} \geqslant \lim _{k \rightarrow+\infty} \frac{\overline{A_{\leq k}}}{\frac{p_{\leqslant k}}{p_{\leqslant k}}}\left(I-\Phi_{0}\right)^{-1}=W\left(I-\Phi_{0}\right)^{-1} .
$$

Using Lemmas 4.11 and 4.12, we are able to prove the following theorem, which characterizes long-tailed asymptotics of the matrix sequence $\left\{R_{k}\right\}$.

Theorem 4.7 Suppose that the Markov chain of GI/G/1 type is positive recurrent, $\phi_{A-}<1$ and $\sum_{k=-\infty}^{\infty}|k| A_{k}$ is finite. If $\left\{A_{k}\right\}$ is long-tailed with a uniformly dominant probability sequence $\left\{p_{k}\right\}$ and the associated ratio matrix $W$, then

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \frac{\overline{R_{\leqslant k}}}{\overline{\overline{p_{\leqslant k}}}}=\frac{W e \theta(I-R)}{\theta(I-R)\left(I-\Phi_{0}\right) \sum_{j=1}^{\infty} j G_{j} e}, \tag{4.34}
\end{equation*}
$$

where $\overline{\overline{p_{\leqslant k}}}=\sum_{n=k+1}^{\infty} \overline{p_{\leqslant n}}$.
Proof It follows from Eq. (3.19) that

$$
\begin{equation*}
\left[R^{*}(z)-I\right] \operatorname{det}\left(I-G^{*}(z)\right)=\left[A^{*}(z)-I\right] \operatorname{adj}\left(I-G^{*}(z)\right)\left(I-\Phi_{0}\right)^{-1}, \tag{4.35}
\end{equation*}
$$

when the matrix $I-G^{*}(z)$ is invertible. To evaluate the asymptotics of the coefficient matrix sequence in the generating function $R^{*}(z)-I$, we first analyze the asymptotics of the coefficient matrix sequence in the generating function $\left[A^{*}(z)-I\right]$.adj $\left(I-G^{*}(z)\right)$ according to Lemma 4.11. Since $A^{*}(z)-I$ and $\operatorname{adj}\left(I-G^{*}(z)\right)$ are analytic for $\phi_{A_{-}}<|z|<\phi_{A+}=1$, where $\phi_{A+}=1$ results from the fact that $\left\{A_{k}\right\}$ is long-tailed, we can write

$$
A^{*}(z)-I=\sum_{k=-\infty}^{\infty} z^{k} \widehat{A}_{k},
$$

where

$$
\hat{A}_{k}= \begin{cases}A_{k}, & \text { if } k \neq 0 \\ A_{0}-I, & \text { if } k=0\end{cases}
$$

Since $G^{*}(z)=\sum_{k=1}^{\infty} z^{-k} G_{k}$, according to the definition of the adjoint matrix we can write

$$
\begin{equation*}
\operatorname{adj}\left(I-G^{*}(z)\right)=\sum_{k=-\infty}^{0} z^{k} S_{k} \tag{4.36}
\end{equation*}
$$

and define $S_{k}=0$ for all $k \geqslant 1$. Let

$$
\sum_{k=-\infty}^{\infty} z^{k} Q_{k}=\left[A^{*}(z)-I\right] \cdot \operatorname{adj}\left(I-G^{*}(z)\right)
$$

Then

$$
\sum_{k=-\infty}^{\infty} z^{k} Q_{k}=\sum_{k=-\infty}^{\infty} z^{k} \hat{A}_{k} \cdot \sum_{k=-\infty}^{\infty} z^{k} S_{k}
$$

with $\sum_{k=1}^{\infty} z^{k} S_{k}=0$ implies

$$
\begin{equation*}
Q_{k}=\sum_{i+j=k} \hat{A}_{t} S_{j}=\hat{A}_{k} \circledast S_{k} \tag{4.37}
\end{equation*}
$$

with $S_{j}=0$ for $j \geqslant 1$. Therefore, we obtain that for $k \geqslant 1$

$$
\overline{Q_{\leqslant k}}=\overline{A_{\leqslant k} * S_{\leqslant k}}
$$

If for a matrix sequence $\left\{C_{k}\right\}$, we define the matrix of measures by $\mu_{C}(B)=$ $\sum_{k \in B} C_{k}$, then it follows from Remark 4.3, Eq. (4.37) and Lemma 4.11 that

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \frac{\overline{Q_{\leqslant k}}}{\overline{p_{\leqslant k}}}=W \cdot \sum_{k=-\infty}^{0} S_{k}=W \cdot \operatorname{adj}(I-G) . \tag{4.38}
\end{equation*}
$$

We now evaluate asymptotics of the coefficient matrix sequence in the generating function $R^{*}(z)-I$ according to Eq. (3.19), Eq. (4.38) and Lemma 4.12. Let

$$
\operatorname{det}\left(I-G^{*}(z)\right)=\sum_{k=-\infty}^{0} z^{k} g_{k} .
$$

Define $\mu_{-}(B)=\sum_{k \in B} g_{k}$. Since the Markov chain of $G I / G / 1$ type is positive recurrent, then applying (1) of Corollary 3.7 we have

$$
\sum_{k=-\infty}^{0} g_{k}=\operatorname{det}\left(I-G^{*}(1)\right)=\operatorname{det}(I-G)=0
$$

It is clear that $\sum_{k=-\infty}^{\infty} k g_{k}=\frac{\mathrm{d}}{\mathrm{d} z}\left\{\operatorname{det}\left(I-G^{*}(z)\right)\right\}_{\mid z=1}$. To compute $\sum_{k=-\infty}^{0} k g_{k}$, taking the derivatives, elementwise, of both sides of the equation

$$
\operatorname{det}\left(I-G^{*}(z)\right) \cdot I=\operatorname{adj}\left(I-G^{*}(z)\right) \cdot\left[I-G^{*}(z)\right]
$$

leads to

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} z}\left\{\operatorname{det}\left(I-G^{*}(z)\right)\right\}_{\mid z=1} \cdot I= & \operatorname{adj}(I-G) \cdot \sum_{k=1}^{\infty} k G_{k} \\
& +\frac{\mathrm{d}}{\mathrm{~d} z}\left\{\operatorname{adj}\left(I-G^{*}(z)\right)\right\}_{\mid z=1} \cdot(I-G) . \tag{4.39}
\end{align*}
$$

Multiplying by $\theta$ and $e$ on the both sides of Eq. (4.39), and using the fact that $\theta e=1$ and $(I-G) e=0$, it follows from Lemma 4.10 that

$$
\begin{align*}
\sum_{k=-\infty}^{0} k g_{k} & =\frac{\mathrm{d}}{\mathrm{~d} z}\left\{\operatorname{det}\left(I-G^{*}(z)\right)\right\}_{\mid z=1} \\
& =\theta \cdot \operatorname{adj}(I-G) \sum_{k=1}^{\infty} k G_{k} \cdot e \\
& =\kappa_{G} \frac{\theta(I-R)\left(I-\Phi_{0}\right)}{\theta(I-R)\left(I-\Phi_{0}\right) e} \cdot \sum_{k=1}^{\infty} k G_{k} e \tag{4.40}
\end{align*}
$$

Note that $\sum_{k=-\infty}^{\infty}|k| A_{k}$ is finite, Lemma 4.9 illustrat es that $\sum_{k=1}^{\infty} k G_{k}$ is finite. Thus $\sum_{k=-\infty}^{\infty} k g_{k}$ is finite and non-zero according to Lemma 4.10 and $\sum_{k=1}^{\infty} k G_{k} e \geqslant G e=e$. Therefore, $0<\left|\sum_{k=-\infty}^{0} k g_{k}\right|<+\infty$. Since $\left\{A_{k}\right\}$ is long-tailed with a uniformly dominant probabicity sequence $\left\{p_{k}\right\}$ and the associated ratio matrix $W$, Lemma 4.13 implies

$$
\lim _{k \rightarrow+\infty} \frac{\overline{R_{\leq k}}}{\frac{p_{\geqslant k}}{} \geqslant W\left(I-\Phi_{0}\right)^{-1} . . . . . . .}
$$

Note the fact that $W \nsupseteq 0$ and $\left(I-\Phi_{0}\right)^{-1} \nsupseteq 0$, it is clear that $W\left(I-\Phi_{0}\right)^{-1} \nsupseteq 0$, since the matrix $I-\Phi_{0}$ is invertible. Hence, there exists at least a pair $\left(i_{0}, j_{0}\right)$ such that the $\left(i_{0}, j_{0}\right)$ th element of the matrix $W\left(I-\Phi_{0}\right)^{-1}$ is positive. Therefore, Lemma 4.13 implies $\overline{r_{\leqslant k}}\left(i_{0}, j_{0}\right)>0$ for all $k \geqslant N$, where $N$ is a large enough positive integer. Similarly, for each positive element of the matrix $W\left(I-\Phi_{0}\right)^{-1}$, denoted as the $\left(i^{*}, j^{*}\right)$ th element, we have $\overline{r_{\leqslant k}}\left(i^{*}, j^{*}\right)>0$ for all $k \geqslant N$. Define $U_{+}(B)=\sum_{k \in B} R_{k}$ and $U(B)=\sum_{k \in B} Q_{k}\left(I-\Phi_{0}\right)^{-1}$. It follows from Eq. (3.19), Eq. (4.38) and Lemma 4.12 that

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \frac{\overline{R_{\leqslant k}}}{\overline{\overline{p_{\leqslant k}}}}=\frac{W \cdot \operatorname{adj}(I-G)\left(I-\Phi_{0}\right)^{-1}}{\sum_{k=-\infty}^{0} k g_{k}} . \tag{4.41}
\end{equation*}
$$

Substituting Eq. (4.33) and Eq. (4.40) into Eq. (4.41) leads to the expression in Eq. (4.34). This completes the proof.

### 4.6 Subexponential Asymptotics of $\left\{\pi_{k}\right\}$

In this section, we assume that $\phi_{A+}=1$ and $\phi_{D+}>1$. Under the condition that $\left\{A_{k}\right\} \in S^{*}$ and $\left\{D_{k}\right\}$ is light-tailed, we characterize subexponential asymptotics of the stationary probability vector $\left\{\pi_{k}\right\}$. At the same time, we explicitly express a uniformly dominant sequence of $\left\{\pi_{k}\right\}$ and the associated ratio vector.

Since

$$
\overline{\pi_{\leqslant k}}=x_{0} \overline{R_{0, \leqslant k} * \sum_{n=0}^{\infty} R_{\leqslant k}^{n \circledast}}
$$

for $k \geqslant 1$ according to Lemma 4.2 , the tail of the stationary probability vector $\left\{\pi_{k}\right\}$ can be expressed as a tail of convolution of the two matrix sequences $\left\{R_{0, k}\right\}$ and $\left\{\sum_{n=0}^{\infty} R_{k}^{n \circledast}\right\}$. It is well-known that the convolution of two long-tailed matrix sequences may not be long-tailed. Therefore, it is possible that the vector sequence $\left\{\pi_{k}\right\}$ is not long-tailed, even though the matrix sequence $\left\{A_{k}\right\}$ is longtailed. Based on this, the matrix sequence $\left\{A_{k}\right\}$ is restricted to the subexponential class (including regularly varying class).

According to Lemma 4.2, it is crucial to characterize subexponential asymptotics of the matrix sequence $\left\{\sum_{n=0}^{\infty} R_{k}^{n \circledast}\right\}$. To do this, we need Lemma 4.3 in Asmussen, Henriksen and Klüppelberg [3], which is restated in the following lemma.

Lemma 4.14 Let $H(x)$ be a matrix of nonnegative function such that $H=H(+\infty)-H(0)$ is strictly substochastic (therefore, the spectral radius of $H$ is strictly less than one). If there exists a probability distribution $F(x) \in S$ and a finite matrix $L$ such that $\lim _{x \rightarrow+\infty} \frac{\bar{H}(x)}{\bar{F}(x)}=L$, then

$$
\lim _{k \rightarrow \infty} \frac{\sum_{n=0}^{\infty} \overline{H^{n \circledast}}(x)}{\bar{F}(x)}=(I-H)^{-1} L(I-H)^{-1}
$$

## Constructive Computation in Stochastic Models with Applications

The following lemma characterizes subexponential asymptotics for the matrix sequence $\left\{\sum_{n=0}^{\infty} R_{k}^{n \circledast}\right\}$.

Lemma 4.15 Suppose that the Markov chain of GI/G/1 type is positive recurrent, $\phi_{A-}<1$ and $\sum_{k=-\infty}^{\infty}|k| A_{k}$ is finite. If $\left\{A_{k}\right\} \in S^{*}$ with a uniformly dominant probability sequence $\left\{p_{k}\right\}$ and the associated ratio matrix $W$, then $\left\{\sum_{n=0}^{\infty} R_{k}^{n \circledast}\right\} \in S$ and

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\overline{\sum_{n=0}^{\infty} R_{\leqslant k}^{n \circledast}}}{\overline{\overline{p_{\leqslant k}}}}=\frac{(I-R)^{-1} W e \theta}{\theta(I-R)\left(I-\Phi_{0}\right) \sum_{j=1}^{\infty} j G_{j} e} . \tag{4.42}
\end{equation*}
$$

Proof Since $\left\{A_{k}\right\} \in S^{*} \subset \mathcal{L}$ and $p_{k}^{(I)}=\frac{1}{\mu_{p}} \overline{p_{\leqslant k}}$ for $k \geqslant 1$, where $\mu_{p}=$ $\sum_{k=1}^{\infty} k p_{k}=\sum_{k=1}^{\infty} \overline{p_{\leqslant k}}<+\infty$ according to the assumption that $\sum_{k=-\infty}^{\infty}|k| A_{k}$ is finite. It follows from Theorem 4.7 that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\overline{R_{\leqslant k}}}{\overline{p_{\leqslant k}^{(I)}}}=\lim _{k \rightarrow \infty} \frac{\overline{R_{\leqslant k}}}{\frac{1}{\mu_{p}}}=\mu_{p} L \tag{4.43}
\end{equation*}
$$

where

$$
L=\frac{W e \theta(I-R)}{\theta(I-R)\left(I-\Phi_{0}\right) \sum_{j=1}^{\infty} j G_{j} e} .
$$

Let $\widetilde{G}_{k}=\Delta^{-1} R_{k}^{\mathrm{T}} \Delta$ for $k \geqslant 1$, where $\Delta=\operatorname{diag}\left(\theta_{1}, \theta_{2}, \ldots, \theta_{m}\right)$. Since $\theta R \lesseqgtr \theta$, it is clear that $\widetilde{G}=\sum_{k=1}^{\infty} \widetilde{G}_{k}$ is strictly substochastic, since

$$
\widetilde{G} e=\sum_{k=1}^{\infty} \widetilde{G}_{k} e=\sum_{k=1}^{\infty} \Delta^{-1} R_{k}^{\mathrm{T}} \Delta e=\Delta^{-1}(\theta R)^{\mathrm{T}} \lesseqgtr \Delta^{-1} \theta^{\mathrm{T}}=e .
$$

It follows from Eq. (4.42) that $\lim _{k \rightarrow \infty} \frac{\widetilde{G}_{\leqslant k}}{\overline{p_{\leqslant k}^{(I)}}}=\mu_{p} \Delta^{-1} L^{\mathrm{T}} \Delta$ and from Proposition B. 1 that $\left\{p_{k}^{(I)}\right\}$ is a probability sequence in $\mathcal{S}$. Therefore, using Lemma 4.14 we yield

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\sum_{n=0}^{\infty} \overline{\widetilde{G}_{\leqslant k}^{n \circledast}}}{\overline{p_{\leqslant k}^{(I)}}}=(I-\widetilde{G})^{-1} \cdot \mu_{p} \Delta^{-1} L^{\mathrm{T}} \Delta \cdot(I-\widetilde{G})^{-1} . \tag{4.44}
\end{equation*}
$$

Since the Markov chain of $G I / G / 1$ type is positive recurrent, $I-R$ is invertible. It is easy to see that $(I-R)^{-1} L(I-R)^{-1} \neq 0$ due to $L \neq 0$. Therefore, it follows from Eq. (4.44) that

$$
\begin{align*}
\lim _{k \rightarrow \infty} \frac{\sum_{n=0}^{\infty} \overline{R_{\leqslant k}^{n \circledast}}}{\overline{p_{\leqslant k}^{(I)}}} & =\mu_{p}(I-R)^{-1} L(I-R)^{-1} \\
& =\frac{\mu_{p}(I-R)^{-1} W e \theta}{\theta(I-R)\left(I-\Phi_{0}\right) \sum_{j=1}^{\infty} j G_{j} e} \tag{4.45}
\end{align*}
$$

Notice that

$$
\overline{\sum_{n=0}^{\infty} R_{\leqslant k}^{n \circledast}}=\sum_{n=0}^{\infty} \overline{R_{\leqslant k}^{n \circledast}},
$$

it follows from Eq. (4.45) that

$$
\begin{aligned}
\lim _{k \rightarrow \infty} \frac{\overline{\sum_{n=0}^{\infty} R_{s k}^{n}}}{\overline{\overline{p_{\leqslant k}}}} & =\lim _{k \rightarrow \infty} \frac{\frac{1}{\mu_{p}} \overline{\sum_{n=0}^{\infty} R_{\leqslant k}^{n \circledast}}}{\overline{p_{\leqslant k}^{(I)}}} \\
& =\frac{(I-R)^{-1} W e \theta}{\theta(I-R)\left(I-\Phi_{0}\right) \sum_{j=1}^{\infty} j G_{j} e} .
\end{aligned}
$$

Therefore, $\left\{\sum_{n=0}^{\infty} R_{k}^{n \circledast}\right\} \in \mathcal{S}$ according to Proposition B.4. This completes the proof.
For simplicity of description, we need the asymptotic assumption: If $\phi_{D+}>1$, then the matrix sequence $\left\{R_{0, k}\right\}$ is light-tailed. We only consider the light-tailed case in which there exists a uniformly dominant sequence $\left\{d_{k}\right\}$ and the associated ratio matrix $D$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\overline{R_{0, \leqslant k}}}{\overline{d_{\leqslant k}}}=D \tag{4.46}
\end{equation*}
$$

The following theorem characterizes subexponential asymptotics of $\left\{\pi_{k}\right\}$ for the case: $\left\{A_{k}\right\} \in \mathcal{S}^{*}$ and $\left\{D_{k}\right\}$ is light-tailed.

Theorem 4.8 Suppose that the Markov chain of GI/G/l type is positive recurrent, and $\sum_{k=-\infty}^{\infty}|k| A_{k}$ is finite. If $\phi_{D+}>1$, the light-tailed $\left\{R_{0, k}\right\}$ has a uniformly dominant sequence $\left\{d_{k}\right\}$ with associated ratio matrix $D$, and if $\left\{A_{k}\right\} \in \mathcal{S}^{*}$ with a uniformly dominant sequence $\left\{p_{k}\right\}$ and associated ratio matrix $W$, then $\left\{\pi_{k}\right\} \in \mathcal{S}$ and

$$
\lim _{k \rightarrow \infty} \overline{\overline{\pi_{s k}}}=\frac{\pi_{0} D(I-R)^{-1} W e \theta}{\overline{p_{\leqslant k}}}=\frac{\theta(I-R)\left(I-\Phi_{0}\right) \sum_{j=1}^{\infty} j G_{j} e}{} .
$$

Proof If $\left\{A_{k}\right\} \in \mathcal{S}^{*}$ with a uniformly dominant sequence $\left\{p_{k}\right\}$ and associated ratio matrix $W$, then

$$
\lim _{k \rightarrow \infty}^{\overline{\sum_{n=0}^{\infty} R_{\leqslant k}^{n \bowtie}}} \overline{\overline{\overline{p_{\leqslant k}}}}=\frac{(I-R)^{-1} W e \theta}{\theta(I-R)\left(I-\Phi_{0}\right) \sum_{j=1}^{\infty} j G_{j} e}
$$

according to Lemma 4.15. If $\phi_{D+}>1$, then $\left\{R_{0, k}\right\}$ is light-tailed. When $\left\{R_{0, k}\right\}$ has a uniformly dominant sequence $\left\{d_{k}\right\}$ and associated ratio matrix $D$, it is clear that $\overline{d_{\leqslant k}}=o\left(\overline{p_{\leqslant k}^{(I)}}\right)$, since $p_{k}^{(I)} \in \mathcal{S}$ according to $\left\{A_{k}\right\} \in \mathcal{S}^{*}$. Therefore, it follows from Lemma 4.2 and Proposition B. 7 that

$$
\lim _{k \rightarrow \infty} \frac{\overline{\pi_{\leqslant k}}}{\overline{p_{\leqslant k}}}=\frac{\pi_{0} D(I-R)^{-1} W e \theta}{\theta(I-R)\left(I-\Phi_{0}\right) \sum_{j=1}^{\infty} j G_{j} e} .
$$

Therefore, $\left\{\pi_{k}\right\} \in \mathcal{S}$. This completes the proof.

### 4.6.1 Markov Chains of $M / G / 1$ Type

We consider a Markov chain of $M / G / 1$ type with $\left\{A_{k}\right\} \in \mathcal{S}^{*}$ and $\phi_{D+}>1$. It is clear that $G_{j}=0$ and $\Phi_{-j}=0$ for $j \geqslant 2$. In this case, we have

$$
\lim _{k \rightarrow \infty} \frac{\overline{\pi_{s k}}}{\overline{\overline{p_{\leqslant k}}}}=\theta \frac{\pi_{0} V\left(I-\Phi_{0}\right)^{-1}(I-R)^{-1} W e}{\theta(I-R)\left(I-\Phi_{0}\right) G_{1} e} .
$$

### 4.6.2 Regularly Varying Asymptotics of $\left\{\pi_{k}\right\}$

If the matrix sequence $\left\{A_{k}\right\}$ is regularly varying and the matrix sequence $\left\{D_{k}\right\}$ is light-tailed, then the stationary probability vector $\left\{\pi_{k}\right\}$ is regularly varying. At the same time, we provide explicit expressions for a uniformly dominant sequence of $\left\{\pi_{k}\right\}$ and the associated ratio vector.

Theorem 4.9 Suppose that the Markov chain of GI/G/1 type is positive recurrent, and $\sum_{k=1}^{\infty} k D_{k}$ and $\sum_{k=-\infty}^{\infty}|k| A_{k}$ are both finite. If $\phi_{D+}>1$ and $\left\{A_{k}\right\} \in \mathfrak{R}_{-\alpha}$ for $\alpha \geqslant 2$, then $\left\{\pi_{k}\right\} \in \mathfrak{R}_{-(\alpha-1)}$.

Proof If $\left\{A_{k}\right\} \in \mathfrak{R}_{-\alpha}$ with a uniformly dominant sequence $\left\{p_{k}\right\}$ and associated ratio matrix $W$, then $\left\{p_{k}\right\} \in \mathfrak{R}_{-\alpha}$. Thus, $\overline{p_{\leqslant k}}=k^{-\alpha} \overline{l_{\leqslant k}}$ for all $k \geqslant 1$, where $\left\{l_{k}\right\} \in \Re_{0}$. Since $\sum_{k=-\infty}^{\infty}|k| A_{k}$ is finite, it is clear that $\mu_{p}=\sum_{k=0}^{\infty} k p_{k}<+\infty$ and $\alpha \geqslant 2$ according to Proposition 1.3.6 in Bingham, Goldie and Teugels [7]. Let $p_{k}^{(I)}=\frac{1}{\mu_{p}} \sum_{k=0}^{k} \overline{p_{\leqslant k}}$. It follows from Proposition 1.5.10 in Bingham, Goldie and Teugels [7] that as $k \rightarrow \infty$,

$$
\begin{aligned}
\overline{p_{\leqslant k}^{(I)}}= & \frac{1}{\mu_{p}} \sum_{l=k+1}^{\infty} \overline{p_{\leqslant k}}=\frac{1}{\mu_{p}} \sum_{l=k+1}^{\infty} k^{-\alpha} \overline{l_{\leqslant k}} \\
& \sim \frac{1}{\mu_{p}(\alpha-1)}(k+1)^{-(\alpha-1)} \overline{l_{\leqslant k+1}} .
\end{aligned}
$$

Hence $\left\{p_{k}^{(I)}\right\} \in \mathfrak{R}_{-(\alpha-1)}$. It follows from Lemma 4.15 that

$$
\lim _{k \rightarrow \infty} \frac{\overline{\sum_{n=0}^{\infty} R_{\leqslant k}^{n \circledast}}}{\overline{p_{\leqslant k}^{(I)}}}=\frac{\mu_{p}(\alpha-1)(I-R)^{-1} W e \theta}{\theta(I-R)\left(I-\Phi_{0}\right) \sum_{j=1}^{\infty} j G_{j} e} .
$$

Therefore, $\left\{\sum_{n=0}^{\infty} R_{k}^{n \circledast}\right\} \in \mathfrak{R}_{-(\alpha-1)}$. According to (2) of Theorem 4.8, we obtain that $\overline{\pi_{\leqslant k}} \sim k^{-(\alpha-1)} \overline{l_{\leqslant k}^{(1)}} \pi_{0} \Psi_{2} \Psi_{1}$ as $k \rightarrow \infty$. This completes the proof.

### 4.7 Notes in the Literature

Asymptotic analysis of block-structured Markov chains is an interesting topic and has been studied for many years. For light-tailed asymptotic behavior of
stationary probability vectors, it might have been inspired by Takahashi [35] and Neuts and Takahashi [30]. Neuts [27] provided an excellent overview for asymptotic behavior of Markov chains of GI/M/1 type. To establish useful relations between the light-tailed asymptotics and the parameters of a concrete queueing model, Neuts [28] discussed the caudal characteristic curves for some queues by means of the matrix-geometric solution. Bean, Li and Taylor [6] analyzed the caudal characteristics for QBD processes and also for Markov chains of $G I / M / 1$ type. Fujimoto, Takahashi and Makimoto [13] obtained an interesting result on the asymptotics of QBD processes with both infinite levels and infinite phases. Subsequent papers have been published on this theme, e.g., see Miyazawa and Zhao [25], Kroese, Scheinhardt and Taylor [20], Haque, Zhao and Liu [15], Li, Miyazawa and Zhao [21]. In contrast to Markov chains of GI/M/1 type, it is more difficult to analyze asymptotic behavior of stationary probability vectors of Markov chains of $M / G / 1$ type. This difficulty is due to two basic facts: The matrix-iterative solution makes such an asymptotic analysis more difficult; and the stationary probability vectors of Markov chains of $M / G / 1$ type can be either light-tailed or heavy-tailed. The light-tailed asymptotics of stationary probability vectors of Markov chains of $M / G / 1$ type was studied by Falkenberg [11], Abate, Choudhury and Whitt [1], Choudhury and Whitt [9], Møller [26], Takine [23], Li and Zhao[23].

For subexponential asymptotics of stationary queue lengths, Resnick and Samorodnitsky [31] analyzed heavy-tailed asymptotic behavior for the stationary queue length of a $G / M / 1$ queue in terms of stochastic comparison when the arrival process is long range dependent. Based on a property on the generating functions of regularly varying sequences, Roughan, Veitch and Rumsewicz [32] derived power law asymptotics for the stationary queue length of an $M / G / 1$ queue with power law service times. According to the distributional version of Little's law, Asmussen, Klüppelberg and Sigman [4] studied subexponential asymptotics for the stationary queue length of a $G I / G / 1$ queue with subexponential service times. Using the Mellin transform, Jacquet [16] provided results on polynomial tails for the stationary queue length of a single-server queue when the arrival process contains a finite or infinite number of on-off input sources. Shuang, Liu and Li [33] studied the subexponential asymptotics of stationary queue length for a $M / G / 1$ retrial queue. Li, Liu and Shuang [22] analyzed the regularly varying tail of the stationary buffer content for an infinite-buffer fluid queue driven by an $M / G / 1$ queue. Borovkov and Korshunov [8], Jelenković and Lazar [17], Foss and Zachary [12] and Zachary [38] studied heavy-tailed asymptotics for random walks. Some researchers have studied heavy-tailed asymptotics of the stationary probability vectors. For a Markov chain of $G I / G / 1$ type with subexponential increments and with the repeating and boundary matrix sequences being tailequivalent, Asmussen and Møller [5] discussed subexponential asymptotics for the stationary level process. Takine [36] and Li and Zhao [24] discussed heavytailed asymptotics for the stationary probability vectors of Markov chains of

GI/G/1 type. Kim and Sohraby [18] studied tail behavior of the queue size and waiting time in a queue with discrete autoregressive arrivals, while Kim and Kim [19] analyzed regularly varying tails in a queue with discrete autoregressive arrivals of order $p$.

This chapter mainly refers to Li and Zhao [23,24] and Jelenković and Lazar [17].

## Problems

4.1 For the $M A P / G / 1$ queue, prove that
(1) the stationary queue length is light-tailed if and only if the service time distribution is light-tailed;
(2) the stationary queue length is subexponential if and only if the service time distribution is subexponential.
4.2 For the $B M A P / M / 1$ queue with the BMAP expression $\left\{D_{k}\right\}$, if the matrix sequence $\left\{D_{k}\right\}$ is regularly varying $\mathfrak{R}_{-\alpha}$ for $\alpha \geqslant 2$, then compute the tails of the stationary queue length and the stationary waiting time.
4.3 For the $M^{X} / M^{X} / 1$ queue, if the bulk arrival distribution and the bulk service distribution are regularly varying $\mathfrak{R}_{-\alpha}$ and $\mathfrak{R}_{-\beta}$ for $\alpha, \beta \geqslant 2$, then compute the tails of the stationary queue length and the stationary waiting time.
4.4 For the $M / G / 1$ retrial queue, if the service time distribution is regularly varying $\mathfrak{R}_{-\alpha}$ for $\alpha \geqslant 2$, then compute the tails of the stationary queue length and the stationary waiting time.
4.5 For the $M / G(M / G) / 1$ queue with a repairable server, if the service time distribution and the repair time distribution are regularly varying $\mathfrak{R}_{-\alpha}$ and $\mathfrak{R}_{-\beta}$ for $\alpha, \beta \geqslant 2$, respectively, then compute the tails of the stationary queue length and the stationary waiting time.
4.6 For the $M^{X} / G / 1$ queue with server multiple vacations, if the arrival bulk size distribution, the service time distribution and the vacation time distribution are all regularly varying, then compute the tails of the stationary queue length and the stationary waiting time.
4.7 For the $B M A P / G / 1$ queue with server single vacation, if the arrival bulk size distribution, the service time distribution and the vacation time distribution are all regularly varying, then compute the tails of the stationary queue length and the stationary waiting time.
4.8 Consider a double queue that arises when each arriving customer simultaneously place two demands handled by two servers independently. Customer arrivals form a Poisson process with rate $\lambda>0$. Server one has regularly varying service times with probability distribution $G(x) \in \mathfrak{R}_{-\alpha}$ for $\alpha>2$, while server two has exponential service times with rate $\mu>0$. Compute the tails for the
two-dimensional stationary joint queue length, the first stationary queue length and the second stationary queue length.
4.9 Consider a queueing system consisting of two parallel servers, each of which has a queue of itself. Customer arrivals form a Poisson process with rate $\lambda>0$. On arrival the customer joins the shorter queue. When both queues have equal length, he joins the first queue with probability $\theta$ and the second one with probability $1-\theta$. Server one has regularly varying service times with probability distribution $G(x) \in \mathfrak{R}_{-\alpha}$ for $\alpha>2$, while server two has exponential service times with rate $\mu>0$. Compute the tails for the two-dimensional stationary joint queue length, the first stationary queue length and the second stationary queue length.
4.10 A queueing system consists of a server and two queues formed by two types of customers, respectively. Arrivals of the two types of customers form two Poisson processes with rates $\lambda_{1}, \lambda_{2}>0$. The server serves a customer in the longer queue. When both queues have equal lengths, he serves the first queue with probability $\theta$ and the second one with probability $1-\theta$.
(1) If the service times for the first type of customers are regularly varying with probability distribution $G(x) \in \mathfrak{R}_{-\alpha}$ for $\alpha>2$, while the service times for the second type are exponential with rate $\mu>0$, compute the tails for the twodimensional stationary joint queue length, the first stationary queue length and the second stationary queue length.
(2) If the service times for the two types of customers are all regularly varying with probability distributions $F(x) \in \mathfrak{R}_{-\alpha}$ and $G(x) \in \mathfrak{R}_{-\beta}$ for $\alpha, \beta>2$, respectively, compute the tails for the two-dimensional stationary joint queue length, the first stationary queue length and the second stationary queue length.
4.11 A queueing system consists of a server and two queues formed by two types of customers respectively. Arrivals of the two types of customers form two Poisson processes with rates $\lambda_{1}, \lambda_{2}>0$. The server alternately serves customers between both queues, for example, queue one to queue two, queue two to queue one, and so on.
(1) If the service times for the first type of customers are regularly varying with probability distribution $G(x) \in \mathfrak{R}_{-\alpha}$ for $\alpha>2$, while the service times for the second type are exponential with rate $\mu>0$, compute the tails for the twodimensional stationary joint queue length, the first stationary queue length and the second stationary queue length.
(2) If the service times for the two types of customers are all regularly varying with probability distributions $F(x) \in \mathfrak{R}_{-\alpha}$ and $G(x) \in \mathfrak{R}_{-\beta}$ for $\alpha, \beta>2$, respectively, compute the tails for the two-dimensional stationary joint queue length, the first stationary queue length and the second stationary queue length.
4.12 We consider an irreducible QBD process with $N$ levels whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{ccccccc}
B_{1} & B_{0} & & & & & \\
B_{2} & A_{1} & A_{0} & & & & \\
& A_{2} & A_{1} & A_{0} & & & \\
& & \ddots & \ddots & \ddots & & \\
& & & A_{2} & A_{1} & A_{0} & \\
& & & & A_{2} & A_{1} & C_{0} \\
& & & & & C_{2} & C_{1}
\end{array}\right)
$$

Let $A=A_{0}+A_{1}+A_{2}$ be irreducible and stochastic, and $\theta$ the stationary probability vector of the Markov chain $A$ with finite states. It is clear that the QBD process is positive recurrent, and its stationary probability vector is expressed as $\pi=\left(\pi_{1}\right.$, $\pi_{2}, \ldots, \pi_{N}$ ). Please discuss the limit $\lim _{N \rightarrow \infty} \pi_{N}$ for each of the following three cases: (1) $\theta A_{0} e<\theta A_{2} e$, (2) $\theta A_{0} e>\theta A_{2} e$ and (3) $\theta A_{0} e=\theta A_{2} e$.
4.13 We consider a $B M A P / G / 1 / N$ queue. Let $\pi=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{N}\right)$ be the stationary distribution of the queue length. Please discuss the limit $\lim _{N \rightarrow \infty} \pi_{N}$ for each of the following three cases: (1) $\rho<1$, (2) $\rho>1$ and (3) $\rho=1$, where $\rho=\lambda / \mu$.

## References

1. Abate J., G. Choudhury and W. Whitt (1994). Asymptotics for steady-state tail probabilities in structured Markov queueing models. Stochastic Models 10: 99-143
2. Abate J. and W. Whitt (1997). Asymptotics for $M / G / 1$ low-priority waiting-time tail probabilities. Queueing Systems 25: 173-223
3. Asmussen S., L.F. Henriksen and C. Klüppelberg (1994). Large claims approximations for risk processes in a Markovian environment. Stochastic Processes and Their Applications 54: 29-43
4. Asmussen S., C. Klüppelberg and K. Sigman (1999). Sampling at subexponential times, with queueing applications. Stochastic Processes and Their Applications 79: 265-286
5. Asmussen S. and J.R. Møller (1999). Tail asymptotics for $M / G / 1$ type queueing processes with subexponential increments. Queueing Systems 33: 153-176
6. Bean N.G., J.M. Li and P.G. Taylor (2000). Caudal characteristics of QBDs with decomposable phase spaces. In Matrix-analytic methods, G. Latouche and P.G. Taylor (eds.), World Scientific, $37-55$
7. Bingham N.H., C.M. Goldie and J.L. Teugels (1987). Regular variation, Cambridge University Press
8. Borovkov, A.A. and D.A. Korshunov, (1996). Probabilities of large deviations for onedimensional Markov chains. I. Stationary distributions. Theory of Probability and its Applications 41: 1-24
9. Choudhury G. and W. Whitt (1994). Heavy-traffic asymptotic expansions for the asymptotic decay rates in the $B M A P / G / 1$ queue. Stochastic Models 10: 453-498
10. Embrechts P. and E. Omey (1984). A property of longtailed distributions. Journal of Applied Probability 21: $80-87$
11. Falkenberg E. (1994). On the asymptotic behavior of the stationary distribution of Markov chains of $M / G / 1$ type. Stochastic Models 10: $75-97$
12. Foss S. and S. Zachary (2002). Asymptotics for the maximum of a modulated random walk with heavy-tailed increments. In Analytic methods in applied probability, Amer. Math. Soc. Transl. Ser. 207, Amer. Math. Soc.: Providence RI, $37-52$
13. Fujimoto K., Y. Takahashi and N. Makimoto (1998). Asymptotic properties of stationary distributions in two-stage tandem queueing systems. Journal of the Operations Research Society of Japan 41: 118-141
14. Goldie C.M. and C. Klüppelberg (1998). Subexponential distributions. In A Practical Guide to Heavy Tails: Statistical Techniques for Analyzing Heavy Tailed Distributions, R. Adler, R. Feldman and M.S. Taqqu (eds.), Birkhäuser: Boston, 435-459
15. Haque L., Y.Q. Zhao and L. Liu (2005). Sufficient conditions for a geometric tail in a QBD process with many countable levels and phases. Stochastic Models 21: 77-99
16. Jacquet P. (2000). Traffic and queueing from an unbounded of independent memoryless on/ off sources. In Self-similar network traffic and performance evaluation, K. Park and W. Willinger (eds.), John Wiley \& Sons, 269 - 284
17. Jelenković P.R. and A.A. Lazar (1998). Subexponential asymptotics of a Markovmodulated random walk with queueing applications. Journal of Applied Probability 35: 325-347
18. Kim B. and K. Sohraby (2006). Tail behavior of the queue size and waiting time in a queue with discrete autoregressive arrivals. Advances in Applied Probability 38: 1116-1131
19. Kim J. and B. Kim (2007). Regularly varying tails in a queue with discrete autoregressive arrivals of order $p$. Queueing Systems 56: 93-102
20. Kroese D.P., W.R.W. Scheinhardt and P.G. Taylor (2004). Spectral properties of the tandem Jackson network, seen as a quasi-birth-and-death process. The Annals of Applied Probability 14: 2057 - 2089
21. Li H., M. Miyazawa and Y.Q. Zhao (2007). Geometric decay in a QBD process with countable background states with applications to a join-the-shortest-queue model. Stochastic Models 23: 413-438
22. Li Q.L., L. Liu and W. Shang (2008). Heavy-tailed asymptotics for a fluid model driven by an M/G/1 queue. Performance Evaluation 65: 227-240
23. Li Q.L. and Y.Q. Zhao (2005). Light-tailed asymptotics of stationary probability vectors of Markov chains of GI/G/1 type. Advances in Applied Probability 37: 1075-1093
24. Li Q.L. and Y.Q. Zhao (2005). Heavy-tailed asymptotics of stationary probability vectors of Markov chains of GI/G/1 type. Advances in Applied Probability 37: 482-509
25. Miyazawa M. and Y.Q. Zhao (2004). The stationary tail asymptotics in the GI/G/1 type queue with countably many background states. Advances in Applied Probability 36: 1231-1251
26. Møller J.R. (2001). Tail asymptotics for $M / G / 1$ type queueing processes with light-tailed increments. Operations Research Letters 28: 181-185
27. Neuts M.F. (1981). Matrix-Geometric Solutions in Stochastic Models-An Algorithmic Approach, The Johns Hopkins University Press: Baltimore
28. Neuts M.F. (1986). The caudal characteristic curve of queues. Advances in Applied Probability 18: 221-254
29. Neuts M.F. (1989). Structured Stochastic Matrices of M/G/1 Type and Their Applications, Marcel Dekker: New York.
30. Neuts M.F. and Y. Takahashi (1981). Asymptotic behavior of the stationary distributions in the GI/PH/c queue with heterogeneous servers. Z. Wahrscheinlichkeitsth 57: 441-452
31. Resnick S. (1997). Performance decay in a single server exponential queueing model with long range dependence. Operations Research 45: 235-243
32. Roughan M., D. Veitch and M.P. Rumsewicz (1997). Numerical inversion of probability generating functions of power-law queues. Technical Report 0040, SERC, Software Engineering Research Centre, Level 2, 723 Swanston St, Carlton Vic, 3053, Australia
33. Shang W., L. Liu and Q.L. Li (2006). Tail asymptotics for the queue length in an $M / G / 1$ retrial queue. Queueing Systems 52: 193-198
34. Sigman K. (1999). Appendix: A primer on heavy-tailed distributions. Queueing Systems 33: 261-275
35. Takahashi Y. (1981). Asymptotic exponentiality of the tail of the waiting-time distribution in a $P H / P H / c$ queue. Advances in Applied Probability 13: $619-630$
36. Takine T. (2004). Geometric and Subexponential Asymptotics of Markov Chains of $M / G / 1$ Type. Mathematics of Operations Research 29: 624-648
37. Wilf H.S. (1994). Generatingfunctionology (second edition), Academic Press, Inc.
38. Zachary S. (2004). A note on Veraverbeke's theorem. Queueing Systems 46: 9-14

## 5 Markov Chains on Continuous State Space

Quan-Lin Li<br>Department of Industrial Engineering<br>Tsinghua University<br>Beijing 100084, P.R. China<br>E-mail: liquanlin@tsinghua.edu.cn


#### Abstract

In this chapter, we discuss Markov chains on continuous state space. We first analyze a discrete-time Markov chain on continuous state space, and then discuss a discrete-time Markov chain on a bivariate state space. Applying the censoring technique, we provide expression for the $R G$-factorizations, which are used to derive the stationary probability of the Markov chain. Further, we consider a continuous-time Markov chain on continuous state space. Specifically, we deal with a continuous-time level-dependent QBD process with continuous phase variable, and provide orthonormal representations for the $R$-, $U$ - and $G$-measures, which lead to the matrix-structured computation of the stationary probability. As an application, we introduce continuousphase type ( CPH ) distribution and continuous-phase Markovian arrival process (CMAP), and then analyze a $C M A P / C P H / 1$ queue. Finally, we study a piecewise deterministic Markov process, which is applied to deal with more general queues such as the $G I / G / c$ queue.
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In this chapter, we discuss Markov chains on continuous state space, which are a useful mathematical tool in the study of stochastic models. We first analyze a discrete-time Markov chain on continuous state space, and then discuss a discretetime Markov chain on a bivariate state space $\Omega=N \times R$, where $N=\{0,1,2, \ldots\}$ and $R_{+}=[0,+\infty)$. Applying the censoring technique, we provide expression for the $R G$-factorizations, which are used to derive the stationary distribution. As an example, we study the $G I / G / 1$ queue in terms of the discrete-time Markov chain on continuous state space. Further, we consider a continuous-time Markov chain on continuous state space, and specifically deal with a continuous-time level-dependent

QBD process with continuous phase variable, and provide the $R G$-factorizations. In $L_{2}\left([0,+\infty)^{2}\right)$, which is a space of square integrable bivariate real functions, we provide orthonormal representations for the $R-, U$ - and $G$-measures, which lead to the matrix structure of the $R G$-factorizations. Based on this, we introduce continuous-phase type ( CPH ) distribution and continuous-phase Markovian arrival process (CMAP), and then analyze a $C M A P / C P H / 1$ queue. Finally, we study a piecewise deterministic Markov process to be able to deal with more general queueing systems such as the $G I / G / c$ queue.

This chapter is organized as follows. Section 5.1 simply defines a discrete-time Markov chain on continuous state space, and discusses its irreducibility and aperiodicity. Section 5.2 extends the censoring technique to be able to deal with the Markov chain on bivariate state space $\{0,1,2, \ldots\} \times[0,+\infty)$, derives the $R G$-factorizations and also expresses the stationary probability distribution by means of an algebraic algorithm with orthonormal representations. Section 5.3 applies the $R G$-factorizations to discuss the $G I / G / 1$ queue in terms of the Markov chain of $G I / M / 1$ type and the Markov chain of $M / G / 1$ type, respectively. Section 5.4 defines a continuous-time Markov chain on continuous state space, and expresses the stationary probability distribution. Section 5.5 deals with the continuous-time QBD process with continuous phase variable, provides the UL-type $R G$-factorization and expresses the stationary probability distribution as an operator-multiplicative solution. In Section 5.6, if the matrix of generalized density functions of the continuous-time QBD process with continuous phase variable is in $L_{2}\left([0,+\infty)^{2}\right)$, then the integral equations given in Section 5.5 can be converted into the associated matrix equations. Section 5.7 introduces CPH distribution and continuous-phase Markovian arrival process (CMAP), and then analyzes a $C M A P / C P H / 1$ queue. Section 5.8 studies a piecewise deterministic Markov process which leads to be able to deal with more general queueing systems such as the $G I / G / c$ queue. Finally, Section 5.9 provides some notes to the references on Markov chains on continuous state space.

### 5.1 Discrete-Time Markov Chains

In this section, we define a discrete-time Markov chain on continuous state space, and discuss its irreducibility and aperiodicity simply.

Let $\sigma(D)$ be a Borel $\sigma$-algebra on the interval $D$, for example, $D$ is either $[0,+\infty),[0, a)$ or $(b,+\infty)$.

We first introduce the identity kernel as follows. For a nonnegative kernel $F(x, A)$ for $x \geqslant 0$ and $A \in \sigma(\Omega)$, if the bivariate function matrix $I(x, y)$ satisfies that for all $x \geqslant 0$ and $A \in \sigma(\Omega)$,

$$
\int_{0}^{+\infty} I(x, y) F(y, A) \mathrm{d} y=F(x, A)
$$

and

$$
\int_{0}^{+\infty} F(x, y) I(y, A) \mathrm{d} y=F(x, A)
$$

then $I(x, A)$ is called the identity kernel of $F(x, A)$.
In this chapter, we always use the notation: $F^{0}(x, y)=I(x, y)$; and for $n \geqslant 1$,

$$
F^{n}(x, y)=\int_{0}^{+\infty} F^{n-1}(x, z) F(z, y) \mathrm{d} z
$$

It is easy to check that

$$
F^{n}(x, y)=\int_{0}^{+\infty} F(x, z) F^{n-1}(z, y) \mathrm{d} z, n \geqslant 1 .
$$

A Markov chain is a sequence of random variables $X_{0}, X_{1}, X_{2}, \ldots$, taking values in the state space $\Omega$. A basic property of Markov chains is that the past is conditionally independent of the future, given the present. In our previous chapters, we have discussed the Markov chains with $\Omega$ be discrete; while this chapter will study a Markov chain on state space $\Omega$ be either continuous or semi-continuous. In this case, the Markov chain is governed by a transition kernel $K(x, A)$ for $x \in \Omega$ and $A \subset \Omega$. Let $\sigma(\Omega)$ be a Borel $\sigma$-algebra on $\Omega$. Then the transition kernel $K: \Omega \times \sigma(\Omega) \rightarrow[0,1]$ defines a Markov chain $\left\{X_{k}\right\}$ through the relation

$$
P\left\{X_{k+1} \in A \mid X_{k}, X_{k-1}, \ldots, X_{0}\right\}=K\left(X_{k}, A\right)
$$

It is clear that $K(x, A)$ denotes the probability to move in one step from the state $x$ into the state set $A$. The transition kernel $K(x, A)$ has two main properties as follows:
(1) $K(x, \cdot)$ is a probability measure for each $x \in \Omega$, and
(2) $K(\cdot, A)$ is measurable for each $A \subset \Omega$.

The two properties are explained as follows. The first property shows that $K(x, \cdot)$ defines a probability density for which the Markov chain will move to the next step, given that the Markov chain is currently at $x$. The second property indicates that we can always evaluate the probability that the Markov chain will jump into some state set $A$ from all possible state $x$.

If there exists a function $K(x, y)$ such that for all $x \in \Omega$ and $A \subset \Omega$,

$$
K(x, A)=\int_{A} K(x, y) \mathrm{d} y
$$

then $K(x, y)$ is said to be a density of the transition kernel $K(x, A)$. We write

$$
K^{1}(x, y)=K(x, y)
$$

and for $n \geqslant 2$,

$$
\begin{aligned}
K^{n}(x, y) & =\int_{\Omega} K^{n-1}(x, z) K(z, y) \mathrm{d} z \\
& =\int_{\Omega} K(x, z) K^{n-1}(z, y) \mathrm{d} z
\end{aligned}
$$

If the kernel $K(x, A)$ is well behaved, then the Markov chain will have a stationary distribution $\pi(x)$ such that

$$
\begin{equation*}
\pi(y)=\int_{\Omega} \pi(x) K(x, y) \mathrm{d} x, \quad y \in \Omega \tag{5.1}
\end{equation*}
$$

or

$$
\begin{equation*}
\pi(A)=\int_{\Omega} \pi(x) K(x, A) \mathrm{d} x, \quad A \in \Omega . \tag{5.2}
\end{equation*}
$$

It is clear that $\pi(y)$ is a density of the stationary probability $\pi(A)$.
The main requirement for the Markov chain to reach its stationary distribution is that the Markov chain is irreducible and aperiodic. The irreducibility is defined as, for any $x, y \in \Omega$, there always exists a positive integer $n$ such that $K^{n}(x, y)>0$. In other words, the Markov chain can jump into any state from any other state in a finite number of steps. If $K(x, y)>0$ for any $x, y \in \Omega$, then the Markov chain is said to be strongly irreducible. The aperiodicity means that there exist no subsets of the state space $\Omega$ that can only be periodically visited by the Markov chain.

Now, we extend the Markov chain on continuous state space $[0,+\infty)$ to a more general Markov chain on semi-continuous state space $\Omega=\{0,1,2, \ldots\} \times[0,+\infty)$. For such a Markov chain, we define the transition kernel as follows:

$$
K(i, x ; j, A)=P\left\{X_{k+1} \in(j, A) \mid X_{k}=(i, x)\right\}
$$

At the same time, the $n$th step iteration of $K(i, x ; j, A)$ is given by

$$
K^{n}(i, x ; j, A)=\sum_{k=0}^{\infty} \int_{0}^{+\infty} K^{n-1}(i, x ; k, y) K(k, y ; j, A) \mathrm{d} y, \quad n \geqslant 1 .
$$

The following proposition describes some properties of the transition kernel $K(i, x ; j, A)$. The proof is clear and is omitted here.

Proposition 5.1 (1) $0 \leqslant K(i, x ; j, A) \leqslant 1$ for $i, j \geqslant 0, x \geqslant 0$ and $A \in \sigma(\Omega)$,
(2) $K(i, x ; j, \varnothing)=0$ for $i, j \geqslant 0, x \geqslant 0$ and the state set $\varnothing$ is null, and
(3) $\sum_{k=0}^{\infty} \int_{0}^{+\infty} K(i, x ; k, y) \mathrm{d} y=1$ for $i \geqslant 0$ and $x \geqslant 0$.

Let $P_{i, j}(x, A)=K(i, x ; j, A)$ and

$$
P(x, A)=\left(\begin{array}{cccc}
P_{0,0}(x, A) & P_{0,1}(x, A) & P_{0,2}(x, A) & \ldots  \tag{5.3}\\
P_{1,0}(x, A) & P_{1,1}(x, A) & P_{1,2}(x, A) & \ldots \\
P_{2,0}(x, A) & P_{2,1}(x, A) & P_{2,2}(x, A) & \ldots \\
\vdots & \vdots & \vdots &
\end{array}\right)
$$

Then the Markov chain on semi-continuous state space $\{0,1,2, \ldots\} \times[0,+\infty)$ is determined by the transition kernel given in Eq. (5.3).

It is clear that

$$
P^{n}(x, A)=\int_{0}^{+\infty} P^{n-1}(x, y) P(y, A) \mathrm{d} y, \quad n \geqslant 1,
$$

which can be expressed by means of the transition sub-kernel $K^{n}(i, x ; j, A)$ for $i, j \geqslant 0, x \geqslant 0$ and $A \in \sigma(\Omega)$.

In what follows we provide some important examples of the Markov chain on semi-continuous state space $\{0,1,2, \ldots\} \times[0,+\infty)$. It is worthwhile to note that these examples are all the corresponding generalized versions of the discrete-time Markov chains with discrete state space studied in the previous chapters.

### 5.1.1 Markov Chains of GI/G/1 Type

The transition kernel in Eq. (5.3) is simplified as

$$
P(x, A)=\left(\begin{array}{cccc}
D_{0}(x, A) & D_{1}(x, A) & D_{2}(x, A) & \ldots \\
D_{-1}(x, A) & \boldsymbol{A}_{0}(x, A) & \boldsymbol{A}_{1}(x, A) & \ldots \\
D_{-2}(x, A) & \boldsymbol{A}_{-1}(x, A) & \boldsymbol{A}_{0}(x, A) & \ldots \\
\vdots & \vdots & \vdots &
\end{array}\right)
$$

### 5.1.2 Markov Chains of GI/M/1 Type

The transition kernel in Eq. (5.3) is simplified as

$$
P(x, A)=\left(\begin{array}{ccccc}
D_{1}(x, A) & D_{0}(x, A) & & & \\
D_{2}(x, A) & C_{1}(x, A) & C_{0}(x, A) & & \\
D_{3}(x, A) & C_{2}(x, A) & C_{1}(x, A) & C_{0}(x, A) & \\
\vdots & \vdots & \vdots & \ddots & \ddots
\end{array}\right)
$$

### 5.1.3 Markov Chains of M/G/1 Type

The transition kernel in Eq. (5.3) is simplified as

$$
P(x, A)=\left(\begin{array}{ccccc}
D_{1}(x, A) & D_{2}(x, A) & D_{3}(x, A) & D_{4}(x, A) & \ldots \\
D_{0}(x, A) & C_{1}(x, A) & C_{2}(x, A) & C_{3}(x, A) & \ldots \\
& C_{0}(x, A) & C_{1}(x, A) & C_{2}(x, A) & \ldots \\
& & \ddots & \ddots & \ddots
\end{array}\right) .
$$

### 5.1.4 QBD Processes

The transition kernel in Eq. (5.3) is simplified as

$$
P(x, A)=\left(\begin{array}{ccccc}
\boldsymbol{A}_{1}^{(0)}(x, A) & \boldsymbol{A}_{0}^{(0)}(x, A) & & & \\
\boldsymbol{A}_{2}^{(1)}(x, A) & \boldsymbol{A}_{1}^{(1)}(x, A) & \boldsymbol{A}_{0}^{(1)}(x, A) & & \\
& \boldsymbol{A}_{2}^{(2)}(x, A) & \boldsymbol{A}_{1}^{(2)}(x, A) & \boldsymbol{A}_{0}^{(2)}(x, A) & \\
& & \ddots & \ddots & \ddots
\end{array}\right) .
$$

### 5.2 The $\boldsymbol{R} \boldsymbol{G}$-Factorizations

In this section, we extend the censoring technique to be able to deal with the discrete-time Markov chain on semi-continuous state space $\Omega=\{0,1,2, \ldots\} \times$ $[0,+\infty)$, Based on this, we derive the $R G$-factorizations and express the stationary probability distributions.

Let $E=\{0,1,2, \ldots, n\}$ and $E^{c}=\{n+1, n+2, n+3, \ldots\}$. According to the subsets $E$ and $E^{c}$, the transition kernel $P(x, A)$ is partitioned as

$$
P(x, A)=\begin{array}{cc}
E & E^{c}  \tag{5.4}\\
E\left(\begin{array}{cc}
(x, A) & U(x, A) \\
E^{c}
\end{array}\right) .
\end{array}
$$

It is clear that if $P(x, A)$ is irreducible and $V(x, A) \geqslant 0$, then each element of $\widehat{W}(x, A)=\sum_{n=0}^{\infty} W^{n}(x, A)$ is finite, where

$$
\begin{aligned}
& W^{0}(x, A)=I(x, A), \\
& W^{1}(x, A)=W(x, A)
\end{aligned}
$$

and for $n \geqslant 2$,

$$
W^{n}(x, A)=\int_{\Omega} W^{n-1}(x, z) W(z, A) \mathrm{d} z=\int_{\Omega} W(x, z) W^{n-1}(z, A) \mathrm{d} z
$$

The matrix $\widehat{W}(x, A)$ is referred to as the fundamental matrix of $W(x, A)$.
Suppose that $\left\{X_{k}, k \geqslant 0\right\}$ is an irreducible Markov chain on semi-continuous state space $\{0,1,2, \ldots\} \times[0,+\infty)$. If the successive visits of $X_{n}$ to the subset $E$ take place at the $n_{k}$ th step of state transition, we write $X_{k}^{E}=X_{n_{k}}$ for $k \geqslant 1$. Then the sequence $\left\{X_{k}^{E}, k \geqslant 1\right\}$ is called the censored chain with censoring set $E$. For convenience, we write $P^{[\langle n]}(x, A)$ for the censored transition kernel $P^{E}(x, A)$ if
the censored set $E=L_{\leqslant n}$, in particular, $P^{[<+\infty]}(x, A)=P(x, A)$ and $P^{[0]}(x, A)=$ $P^{[\leqslant 0]}(x, A)$. Similarly, $P^{[\geqslant n]}(x, A)$ is the censored transition kernel with the censored set $E=L_{\geqslant n}$, specifically, $P^{[\geqslant 0]}(x, A)=P(x, A)$.

The following lemma shows that the censored chain $\left\{X_{k}^{E}, k \geqslant 1\right\}$ is a Markov chain again. The proof is clear and is omitted here.

Lemma 5.1 (1) The censored chain $\left\{X_{k}^{E}, k \geqslant 1\right\}$ is a Markov chain whose transition kernel is given by

$$
\begin{equation*}
P^{E}(x, A)=T(x, A)+\int_{0}^{+\infty} \int_{0}^{+\infty} U(x, y) \widehat{W}(y, z) V(z, A) \mathrm{d} y \mathrm{~d} z . \tag{5.5}
\end{equation*}
$$

(2) The censored chain $\left\{X_{k}^{E^{c}}, k \geqslant 1\right\}$ is a Markov chain whose transition kernel is given by

$$
P^{E^{c}}(x, A)=W(x, A)+\int_{0}^{+\infty} \int_{0}^{+\infty} V(x, y) \hat{T}(y, z) U(z, A) \mathrm{d} y \mathrm{~d} z .
$$

Note that the two censored Markov chains $\left\{X_{k}^{E}, k \geqslant 1\right\}$ and $\left\{X_{k}^{E^{c}}, k \geqslant 1\right\}$ have different utilities, which can lead to two different types of $R G$-factorizations.

### 5.2.1 The UL-Type $R G$-Factorization

Let

$$
P^{[\leqslant n]}(x, A)=\left(\begin{array}{cccc}
\phi_{0,0}^{(n)}(x, A) & \phi_{0,1}^{(n)}(x, A) & \ldots & \phi_{0, n}^{(n)}(x, A) \\
\phi_{1,0}^{(n)}(x, A) & \phi_{1,1}^{(n)}(x, A) & \ldots & \phi_{1, n}^{(n)}(x, A) \\
\vdots & \vdots & & \vdots \\
\phi_{n, 0}^{(n)}(x, A) & \phi_{n, 1}^{(n)}(x, A) & \ldots & \phi_{n, n}^{(n)}(x, A)
\end{array}\right), \quad n \geqslant 0,
$$

be partitioned according to the levels.
The following lemma provides a useful relationship among the entries of the censored Markov chains, which are essentially the Wiener-Hopf equations for the Markov chain. The proof is clear and is omitted here.

Lemma 5.2 For $n \geqslant 0,0 \leqslant i, j \leqslant n$,

$$
\phi_{i, j}^{(n)}(x, A)=P_{i, j}(x, A)+\sum_{k=n+1}^{\infty} \int_{0}^{+\infty} \int_{0}^{+\infty} \phi_{i, k}^{(k)}(x, y) \widehat{\phi_{k, k}^{(k)}}(y, z) \phi_{k, j}^{(k)}(z, A) \mathrm{d} y \mathrm{~d} z .
$$

Based on Lemma 5.2, we provide expressions for the $R$-, $U$ - and $G$-measures. For $0 \leqslant i<j$,

$$
R_{i, j}(x, A)=\int_{0}^{+\infty} \phi_{i, j}^{(j)}(x, y) \widehat{\phi_{j, j}^{(j)}}(y, A) \mathrm{d} y .
$$

For $0 \leqslant j<i$,

$$
G_{i, j}(x, A)=\int_{0}^{+\infty} \widehat{\phi_{i, i}^{(i)}}(x, y) \phi_{i, j}^{(i)}(y, A) \mathrm{d} y .
$$

For $n \geqslant 0$,

$$
\Psi_{n}(x, A)=\phi_{n, n}^{(n)}(x, A) .
$$

The following theorem provides the UL-type $R G$-factorization for the transition kernel $P(x, A)$ given in Eq. (5.3).

Theorem 5.1 For the Markov chain with the transition kernel $P(x, A)$ given in Eq. (5.3),

$$
\begin{align*}
I(x, A)-P(x, A)= & \int_{0}^{+\infty} \int_{0}^{+\infty}\left[I(x, y)-R_{U}(x, y)\right] \\
& \cdot\left[I(y, z)-\Psi_{D}(y, z)\right]\left[I(z, A)-G_{L}(z, A)\right] \mathrm{d} y \mathrm{~d} z \tag{5.6}
\end{align*}
$$

where

$$
\begin{gathered}
R_{U}(x, A)=\left(\begin{array}{ccccc}
0 & R_{0,1}(x, A) & R_{0,2}(x, A) & R_{0,3}(x, A) & \ldots \\
& 0 & R_{1,2}(x, A) & R_{1,3}(x, A) & \ldots \\
& & 0 & R_{2,3}(x, A) & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right), \\
\Psi_{D}(x, A)=\operatorname{diag}\left(\Psi_{0}(x, A), \Psi_{1}(x, A), \Psi_{2}(x, A), \Psi_{3}(x, A), \ldots\right)
\end{gathered}
$$

and

$$
G_{L}(x, A)=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1,0}(x, A) & 0 & & & \\
G_{2,0}(x, A) & G_{2,1}(x, A) & 0 & & \\
G_{3,0}(x, A) & G_{3,1}(x, A) & G_{3,2}(x, A) & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

### 5.2.2 The LU-Type $\boldsymbol{R} \boldsymbol{G}$-Factorization

Let

$$
P^{[\gtrless n]}(x, y)=\left(\begin{array}{cccc}
\eta_{n, n}^{(n)}(x, y) & \eta_{n, n+1}^{(n)}(x, y) & \eta_{n, n+2}^{(n)}(x, y) & \ldots \\
\eta_{n+1, n}^{(n)}(x, y) & \eta_{n+1, n+1}^{(n)}(x, y) & \eta_{n+1, n+2}^{(n)}(x, y) & \ldots \\
\eta_{n+2, n}^{(n)}(x, y) & \eta_{n+2, n+1}^{(n)}(x, y) & \eta_{n+2, n+2}^{(n)}(x, y) & \ldots \\
\vdots & \vdots & \vdots &
\end{array}\right) .
$$

Then for $i, j \geqslant n+1$,

$$
\eta_{i, j}^{(n+1)}(x, y)=P_{i, j}(x, y)+\sum_{k=0}^{n} \int_{0}^{+\infty} \int_{0}^{+\infty} \eta_{i, k}^{(k)}(x, u) \widehat{\eta_{k, k}^{(k)}}(u, v) \eta_{k, j}^{(k)}(v, y) \mathrm{d} u \mathrm{~d} v .
$$

We define the $U$-measure as

$$
\Phi_{n}(x, y)=\eta_{n, n}^{(n)}(x, y), \quad n \geqslant 0
$$

the $R$-measure as

$$
\bar{R}_{i, j}(x, y)=\int_{0}^{+\infty} \eta_{i, j}^{(j)}(x, z) \widehat{\Phi_{j}}(z, y) \mathrm{d} z, \quad 0 \leqslant j<i
$$

and the $G$-measure as

$$
\bar{G}_{i, j}(x, y)=\int_{0}^{+\infty} \widehat{\Phi}_{i}(x, z) \eta_{i, j}^{(i)}(z, y) \mathrm{d} z, \quad 0 \leqslant i<j .
$$

The LU-type $R G$-factorization for the Markov chain $P(x, y)$ given in Eq.(5.3) is given by

$$
\begin{aligned}
I(x, y)-P(x, y)= & \int_{0}^{+\infty} \int_{0}^{+\infty}\left[I(x, u)-\bar{R}_{L}(x, u)\right]\left[I(u, v)-\Phi_{D}(u, v)\right] \\
& \cdot\left[I(v, y)-\bar{G}_{U}(v, y)\right] \mathrm{d} u \mathrm{~d} v
\end{aligned}
$$

where

$$
\begin{gathered}
\bar{R}_{L}(x, y)=\left(\begin{array}{ccccc}
0 & & & & \\
\bar{R}_{1,0}(x, y) & 0 & & & \\
\bar{R}_{2,0}(x, y) & \bar{R}_{2,1}(x, y) & 0 & & \\
\bar{R}_{3,0}(x, y) & \bar{R}_{3,1}(x, y) & \bar{R}_{3,2}(x, y) & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right), \\
\Phi_{D}(x, y)=\operatorname{diag}\left(\Phi_{0}(x, y), \Phi_{1}(x, y), \Phi_{2}(x, y), \Phi_{3}(x, y), \ldots\right)
\end{gathered}
$$

and

$$
\bar{G}_{U}(x, y)=\left(\begin{array}{ccccc}
0 & \bar{G}_{0,1}(x, y) & \bar{G}_{0,2}(x, y) & \bar{G}_{0,3}(x, y) & \ldots \\
& 0 & \bar{G}_{1,2}(x, y) & \bar{G}_{1,3}(x, y) & \ldots \\
& & 0 & \bar{G}_{2,3}(x, y) & \ldots \\
& & & & 0 \\
& & & & \\
& & & & \\
\hline
\end{array}\right) .
$$

### 5.2.3 The Stationary Probability Distribution

Based on the UL-type $R G$-factorization, the following theorem provides expression
for the stationary probability distribution of the discrete-time Markov chain on a semi-continuous state space.

Theorem 5.2 The stationary probability distribution of the Markov chain with the transition kernel $P(x, A)$ given in Eq. (5.3) is given by

$$
\left\{\begin{array}{l}
\pi_{0}(A)=\tau x_{0}(A)  \tag{5.7}\\
\pi_{k}(A)=\sum_{i=0}^{k-1} \int_{0}^{+\infty} \pi_{i}(x) R_{i, k}(x, A) \mathrm{d} x, \quad k \geqslant 1,
\end{array}\right.
$$

where $x_{0}(A)$ is the stationary probability distribution of the censored Markov chain with the transition kernel $\Psi_{0}(x, A)$ to level 0 , and the scalar $\tau$ is uniquely determined by $\sum_{k=0}^{\infty} \int_{0}^{+\infty} \pi_{k}(x) \mathrm{d} x=1$.

Proof If the Markov chain $P(x, A)$ given in Eq. (5.3) exists the stationary probability vector $\pi(A)=\left(\pi_{0}(A), \pi_{1}(A), \pi_{2}(A), \ldots\right)$, then $\int_{0}^{+\infty} \pi(x)[I(x, A)-$ $P(x, A)] \mathrm{d} x=0$ and $\int_{0}^{+\infty} \pi(x) \mathrm{d} x e=1$. Based on Theorem 5,1 , we have

$$
\begin{aligned}
0= & \int_{0}^{+\infty} \pi(x)[I(x, A)-P(x, A)] \mathrm{d} y \\
= & \int_{0}^{+\infty} \int_{0}^{+\infty} \int_{0}^{+\infty} \pi(x)\left[I(x, y)-R_{U}(x, y)\right]\left[I(y, z)-\Psi_{D}(y, z)\right] \\
& \cdot\left[I(z, A)-G_{L}(z, A)\right] \mathrm{d} x \mathrm{~d} y \mathrm{~d} z
\end{aligned}
$$

We write

$$
x(A)=\int_{0}^{+\infty} \pi(x)\left[I(x, A)-R_{U}(x, A)\right] \mathrm{d} x
$$

and

$$
x(A)=\left(x_{0}(A), x_{1}(A), x_{2}(A), \ldots\right)
$$

Then

$$
\int_{0}^{+\infty} \int_{0}^{+\infty} x(y)\left[I(y, z)-\Psi_{D}(y, z)\right]\left[I(z, A)-G_{L}(z, A)\right] \mathrm{d} y \mathrm{~d} z=0
$$

which leads to

$$
\left\{\begin{array}{l}
\int_{0}^{+\infty} x_{0}(y)\left[I(y, A)-\Psi_{0}(y, A)\right] \mathrm{d} y-\sum_{k=1}^{\infty} \int_{0}^{+\infty} \int_{0}^{+\infty} x_{k}(y)  \tag{5.8}\\
\cdot\left[I(y, z)-\Psi_{k}(y, z)\right] G_{k, 0}(z, A) \mathrm{d} y \mathrm{~d} z=0 \\
\int_{0}^{+\infty} x_{i}(y)\left[I(y, A)-\Psi_{i}(y, A)\right] \mathrm{d} y-\sum_{k=i+1}^{\infty} \int_{0}^{+\infty} \int_{0}^{+\infty} x_{k}(y) \\
\cdot\left[I(y, z)-\Psi_{k}(y, z)\right] G_{k, i}(z, A) \mathrm{d} y \mathrm{~d} z=0, \text { for } i \geqslant 1
\end{array}\right.
$$

Note that $\Psi_{0}(y, A)$ is the transition kernel of the censored chain to level 0 . If the Markov chain with the transition kernel $P(x, A)$ given in Eq. (5.3) is positive recurrent, then $\Psi_{0}(y, A)$ is also positive recurrent, thus it exists the stationary probability distribution $x_{0}(A)$. Hence there exists the stationary probability density function $x_{0}(y)$ such that $\int_{0}^{+\infty} x_{0}(y)\left[I(y, A)-\Psi_{0}(y, A)\right] \mathrm{d} y=0$ and $\int_{0}^{+\infty} x_{0}(y) \mathrm{d} y=1$. It is easy to check that $\left(\tau x_{0}(A), 0,0, \ldots\right)$ is a non-zero nonnegative solution to the systems of Eq. (5.8), where $\tau$ is uniquely determined by $\sum_{k=0}^{\infty} \int_{0}^{+\infty} \pi_{k}(x) \mathrm{d} x=1$. Solving the simplified system of linear equations $\int_{0}^{+\infty} \pi(x)\left[I(x, A)-R_{U}(x, A)\right] \mathrm{d} x=$ ( $\tau x_{0}(A), 0,0, \ldots$ ), we obtain the desired result.

In what follows we derive expression for the stationary probability distribution of some important examples.

### 5.2.4 Markov Chains of GI/G/1 Type

The $R$-measure is given by $R_{0, k}(x, A)$ and $R_{k}(x, A)$ for $k \geqslant 1, x \geqslant 0$ and $A \in \sigma(\Omega)$. In this case, it follows from Theorem 5.2 that

$$
\left\{\begin{array}{l}
\pi_{0}(A)=\tau x_{0}(A), \\
\pi_{k}(A)=\int_{0}^{+\infty} \pi_{0}(x) R_{0, k}(x, A) \mathrm{d} x+\sum_{i=1}^{k-1} \int_{0}^{+\infty} \pi_{i}(x) R_{k-i}(x, A) \mathrm{d} x, \quad k \geqslant 1,
\end{array}\right.
$$

where $x_{0}(A)$ is the stationary probability distribution of the censored Markov chain with the transition kernel $\Psi_{0}(x, A)$ to level 0 , and the scalar $\tau$ is uniquely determined by $\sum_{k=0}^{\infty} \int_{0}^{+\infty} \pi_{k}(x) \mathrm{d} x=1$.

### 5.2.5 Markov Chains of GI/M/1 Type

The $R$-measure is given by $R(x, A)$ and $R_{0,1}(x, A)$, where $R(x, A)$ is the minimal nonnegative solution to the kernel equation

$$
\begin{equation*}
R(x, A)=\sum_{k=0}^{\infty} \int_{0}^{+\infty} R^{k}(x, y) C_{k}(y, A) \mathrm{d} y \tag{5.9}
\end{equation*}
$$

Applying the kernel $R(x, A)$, we can obtain another kernel $R_{0,1}(x, A)$ as follows:

$$
\begin{equation*}
R_{0,1}(x, A)=\int_{0}^{+\infty} D_{0}(x, y) \hat{U}(y, A) \mathrm{d} y, \tag{5.10}
\end{equation*}
$$

where

$$
U(x, A)=\sum_{k=1}^{\infty} \int_{0}^{+\infty} R^{k-1}(x, y) C_{k}(y, A) \mathrm{d} y .
$$

In this case, it follows from Theorem 5.2 and the $R$-measure given in Eq. (5.9) and Eq. (5.10) that

$$
\left\{\begin{array}{l}
\pi_{0}(A)=\tau x_{0}(A),  \tag{5.11}\\
\pi_{1}(A)=\int_{0}^{+\infty} \pi_{0}(x) R_{0,1}(x, A) \mathrm{d} x \\
\pi_{k}(A)=\int_{0}^{+\infty} \pi_{1}(x) R^{k-1}(x, A) \mathrm{d} x, \quad k \geqslant 2 .
\end{array}\right.
$$

Note that Eq. (5.11) is the same as Theorem 2 of Tweedie [27].

### 5.2.6 Markov Chains of $M / G / 1$ Type

The $R$-measure is given by $R_{0, k}(x, A)$ and $R_{k}(x, A)$ for $k \geqslant 1, x \geqslant 0$ and $A \in \sigma(\Omega)$. Thus, the expression for the stationary probability distribution is the same as that for $G I / G / 1$ type. However, for a Markov chain of $M / G / 1$ type, the $R$-measure $R_{0, k}(x, A)$ and $R_{k}(x, A)$ for $k \geqslant 1, x \geqslant 0$ and $A \in \sigma(\Omega)$ can be determined by the kernel $G(x, A)$, which is the minimal nonnegative solution to the kernel equation

$$
\begin{equation*}
G(x, A)=\sum_{k=0}^{\infty} \int_{0}^{+\infty} C_{k}(x, y) G^{k}(y, A) \mathrm{d} y . \tag{5.12}
\end{equation*}
$$

In this case, we have

$$
\begin{equation*}
R_{0, k}(x, A)=\sum_{i=1}^{\infty} \int_{0}^{+\infty} \int_{0}^{+\infty} D_{k+i}(x, y) G^{i-1}(y, z) \widehat{U}(z, A) \mathrm{d} y \mathrm{~d} z \tag{5.13}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{k}(x, A)=\sum_{i=1}^{\infty} \int_{0}^{+\infty} \int_{0}^{+\infty} C_{k+i}(x, y) G^{i-1}(y, z) \widehat{U}(z, A) \mathrm{d} y \mathrm{~d} z, \tag{5.14}
\end{equation*}
$$

where

$$
U(x, A)=\sum_{k=1}^{\infty} \int_{0}^{+\infty} C_{k}(x, y) G^{k-1}(y, A) \mathrm{d} y .
$$

### 5.2.7 QBD Processes

The $R$ - and $G$-measures are $\left\{R_{k}(x, y), k \geqslant 0\right\}$ and $\left\{G_{l}(x, y), l \geqslant 1\right\}$, respectively. The $R$-measure $\left\{R_{k}(x, y), k \geqslant 0\right\}$ is the minimal nonnegative solution to the system of nonlinear kernel equations

$$
\begin{align*}
R_{k}(x, y)= & A_{0}^{(k)}(x, y)+\int_{0}^{+\infty} R_{k}(x, z) A_{1}^{(k+1)}(z, y) \mathrm{d} z \\
& +\int_{0}^{+\infty} \int_{0}^{+\infty} R_{k}(x, u) R_{k+1}(u, v) A_{2}^{(k+2)}(v, y) \mathrm{d} u \mathrm{~d} v . \tag{5.15}
\end{align*}
$$

The $G$-measure $\left\{G_{k}, k \geqslant 1\right\}$ is the minimal nonnegative solution to the system of nonlinear kernel equations

$$
\begin{align*}
G_{k}(x, y)= & A_{2}^{(k)}(x, y)+\int_{0}^{+\infty} A_{1}^{(k)}(x, z) G_{k}(z, y) \mathrm{d} z \\
& +\int_{0}^{+\infty} \int_{0}^{+\infty} A_{0}^{(k)}(x, u) G_{k+1}(u, v) G_{k}(v, y) \mathrm{d} u \mathrm{~d} v . \tag{5.16}
\end{align*}
$$

The $U$-measure $\left\{U_{k}(x, y), k \geqslant 0\right\}$ is given by

$$
\begin{align*}
U_{k}(x, y) & =A_{1}^{(k)}(x, y)+\int_{0}^{+\infty} R_{k}(x, z) A_{2}^{(k+1)}(z, y) \mathrm{d} z \\
& =A_{1}^{(k)}(x, y)+\int_{0}^{+\infty} A_{0}^{(k+1)}(x, z) G_{k+1}(z, y) \mathrm{d} z \tag{5.17}
\end{align*}
$$

### 5.2.8 An Algorithmic Framework

We provide an algorithmic framework for computing the stationary probability distribution. To do this, we need to introduce an orthogonal decomposition of functions in $L_{2}\left([0,+\infty)^{2}\right)$.

We denote by $\left\{\psi_{k}(x), k \geqslant 0\right\}$ an orthogonal basis in $L_{2}([0,+\infty))$. Then $\int_{0}^{+\infty} \psi_{k}(x) \psi_{l}(x) \mathrm{d} x=\delta_{k l}$, where $\delta_{k l}$ is 1 or 0 according as $k=l$ or $k \neq l$, respectively. Such an orthogonal basis in $L_{2}([0,+\infty))$ always exits. In the function space $L_{2}([0,+\infty))$, Li, Wang and Zhou [19] gave two different orthogonal bases, while Nielsen and Ramaswami [24] provided a finite-interval orthogonal basis. For the three orthogonal bases, we simply describe them as follows:

### 5.2.8.1 A Laguerre-Polynomial Orthogonal Base

Let

$$
\binom{n}{k}=\frac{n!}{k!(n-k)!},
$$

$$
\begin{equation*}
a_{k}^{(n)}=(-1)^{k}\binom{n}{k} \frac{1}{k!}, \quad n \geqslant 0,0 \leqslant k \leqslant n, \tag{5.18}
\end{equation*}
$$

and

$$
\begin{equation*}
l_{n}(x)=\sum_{k=0}^{n} a_{k}^{(n)} x^{k}, \quad n \geqslant 0 . \tag{5.19}
\end{equation*}
$$

Then the function sequence $\left\{\exp \left\{-\frac{1}{2} x\right\} l_{n}(x), n \geqslant 0\right\}$ is an orthogonal basis in $L_{2}([0,+\infty))$.

### 5.2.8.2 A Hermite-Polynomial Orthogonal Base

Let $t_{n}=\binom{n}{2}$ and

$$
H_{n}(x)=\sum_{k=0}^{t_{n}} \frac{(-1)^{k} n!}{k!(n-2 k)!}(2 x)^{n-2 k}
$$

Then the function sequence $\left\{\left(1 / \sqrt[4]{\pi} \sqrt{2^{n-1} n!}\right) \exp \left\{-x^{2} / 2\right\} H_{n}(x), n \geqslant 0\right\}$ forms an orthogonal basis in $L_{2}([0,+\infty))$.

### 5.2.8.3 A Finite-Interval Orthogonal Base

Nielsen and Ramaswami [24] provided an orthogonal basis $\left\{\psi_{n}(x), n \geqslant 0\right\}$ in $L_{2}([0,1])$, where

$$
\psi_{n}(x)=\frac{\sqrt{2 n+1}}{n!} \frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}[x(1-x)]^{n} .
$$

For simplicity of description, we consider the Markov chain of $G I / M / 1$ type whose transition kernel is given by

$$
P(x, A)=\left(\begin{array}{ccccc}
D_{1}(x, A) & D_{0}(x, A) & & & \\
D_{2}(x, A) & C_{1}(x, A) & C_{0}(x, A) & & \\
D_{3}(x, A) & C_{2}(x, A) & C_{1}(x, A) & C_{0}(x, A) & \\
\vdots & \vdots & \vdots & \ddots & \ddots
\end{array}\right)
$$

We assume that the two kernel sequences $\left\{D_{k}(x, y), k \geqslant 0\right\}$ and $\left\{C_{k}(x, y), k \geqslant 0\right\}$ are all in $L_{2}([0,+\infty))$. We write

$$
\begin{equation*}
C_{k}(x, y)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} c_{m, n}^{(k)} \psi_{m}(x) \psi_{n}(y)=\Psi(x) \mathbf{C}_{k} \Psi(y)^{\mathrm{T}} \tag{5.20}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{k}(x, y)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} d_{m, n}^{(k)} \psi_{m}(x) \psi_{n}(y)=\Psi(x) \mathbf{D}_{k} \Psi(y)^{\mathrm{T}}, \tag{5.21}
\end{equation*}
$$

where

$$
\begin{aligned}
\Psi(x) & =\left(\psi_{0}(x), \psi_{1}(x), \psi_{2}(x), \ldots\right), \\
\mathbf{C}_{k} & =\left(\begin{array}{cccc}
c_{0,0}^{(k)} & c_{0,1}^{(k)} & c_{0,2}^{(k)} & \ldots \\
c_{1,0}^{(k)} & c_{1,1}^{(k)} & c_{1,2}^{(k)} & \ldots \\
c_{2,0}^{(k)} & c_{2,1}^{(k)} & c_{2,2}^{(k)} & \ldots \\
\vdots & \vdots & \vdots &
\end{array}\right)
\end{aligned}
$$

and

$$
\mathbf{D}_{k}=\left(\begin{array}{cccc}
d_{0,0}^{(k)} & d_{0,1}^{(k)} & d_{0,2}^{(k)} & \cdots \\
d_{1,0}^{(k)} & d_{1,1}^{(k)} & d_{1,2}^{(k)} & \cdots \\
d_{2,0}^{(k)} & d_{2,1}^{(k)} & d_{2,2}^{(k)} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right) .
$$

It is easy to check that

$$
\begin{equation*}
R(x, y)=\Psi(x) R \Psi(y)^{\mathrm{T}}, \tag{5.22}
\end{equation*}
$$

where the matrix $R$ is the suitable solution to the nonlinear matrix equation

$$
\begin{equation*}
R=\sum_{k=0}^{\infty} R^{k} \mathbf{C}_{k} . \tag{5.23}
\end{equation*}
$$

The stationary probability distribution $\pi(x)=\left(\pi_{0}(x), \pi_{1}(x), \pi_{2}(x), \ldots\right)$ is given by

$$
\begin{equation*}
\pi_{k}(x)=\pi_{k} \Psi(x)^{\mathrm{T}}, \quad k \geqslant 0 \tag{5.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\pi_{k}=\tau x_{0} R^{k}, \quad k \geqslant 0 \tag{5.25}
\end{equation*}
$$

and the vector $x_{0}$ is a nonnegative non-zeroz solution to the system of equations $x_{0} \sum_{k=1}^{\infty} R^{k} \mathbf{D}_{k}=0$ and $x_{0} e=1$, and the scalar $\tau$ is uniquely determined by $\sum_{k=0}^{\infty} \int_{0}^{+\infty} \pi_{k}(x) \mathrm{d} x=1$.

### 5.3 The GI/G/1 Queue

In this section, we apply the $R G$-factorizations to discuss the $G I / G / 1$ queue, which is constructed as either a Markov chain of GI/M/1 type or a Markov chain of $M / G / 1$ type under the semi-continuous state space.

We consider a $G I / G / 1$ queue, where the service time and interarrival time distributions are denoted by the functions $G(t)$ and $F(t)$ with $\mu^{-1}=\int_{0}^{+\infty} t \mathrm{~d} G(t)$ and $\lambda^{-1}=\int_{0}^{+\infty} t \mathrm{~d} F(t)$, respectively.

### 5.3.1 Constructing a Markov Chain of GI/M/1 Type

We consider the Markov chain $\left\{X_{n}\right\}$, where $X_{n}=\left(N_{n}, S_{n}\right)$ for $n \geqslant 1, N_{n}$ and $S_{n}$ are the number of customers immediately before the $n$th interarrival time and the residual service time immediately after the $n$th interarrival time, respectively.

Let $\sigma_{1}, \sigma_{2}, \sigma_{3}, \ldots$ denote a renewal process with $\sigma_{n}-\sigma_{n-1}$ having the service time distribution $G(t)$; and let $R_{t}$ denote the residual lifetime at time $t$ in this process, that is, $R_{t}=\sigma_{N(t)+1}-t$, where $N(t)$ is the renewal number in $[0, t)$. If $R_{0}=x$, then $\sigma_{1}=x$. We write

$$
P_{n}^{t}(x, y)=P\left\{\sigma_{n} \leqslant t<\sigma_{n+1}, R_{t} \leqslant y \mid R_{0}=x\right\} .
$$

Clearly, $P_{n}^{t}(x, y)$ is the probability that $n$ renewals occur in $[0, t)$ and the residual lifetime at time $t$ is in $[0, y)$, given $R_{0}=x$.

Let $Y_{n}=\sigma_{n}-\sigma_{n-1}$ with $\sigma_{0}=0$ for $n \geqslant 1$. Then $\left\{Y_{n}\right\}$ can be regarded as a Markov chain with continuous state space $[0,+\infty)$ whose transition kernel is given by

$$
K(x, A)=P\left\{Y_{n+1} \in A \mid Y_{n}=x\right\}
$$

which is independent of the number $n \geqslant 1$. We write

$$
D_{1}(x, y)=P\left\{Y_{n+1} \leqslant y \mid Y_{n}=x\right\}
$$

and

$$
D_{2}(x, y)=P\left\{Y_{n+1}>y \mid Y_{n}=x\right\} .
$$

The following lemma provides an iterative relationship for the kernel sequence $\left\{P_{n}^{t}(x, y)\right\}$.

Lemma 5.3 For the kernel sequence $\left\{P_{n}^{t}(x, y), n \geqslant 0\right\}$,

$$
\begin{equation*}
P_{0}^{t}(x, y)=I(x, y) \tag{5.26}
\end{equation*}
$$

and for $n \geqslant 1$,

$$
\begin{equation*}
P_{n}^{t}(x, y)=\int_{0}^{+\infty} P_{n-1}^{t}(x, z) D_{1}(z, y) \mathrm{d} z+\int_{0}^{+\infty} P_{n}^{t}(x, z) D_{2}(z, y) \mathrm{d} z . \tag{5.27}
\end{equation*}
$$

Proof Equation (5.26) is clear. Hence we only need to prove Eq. (5.27). This is completed by the following computations

$$
\begin{aligned}
P_{n}^{t}(x, y)= & P\left\{\sigma_{n} \leqslant t<\sigma_{n+1}, R_{t} \leqslant y \mid R_{0}=x\right\} \\
= & \int_{0}^{+\infty} P\left\{\sigma_{n} \leqslant t<\sigma_{n+1}, R_{t} \leqslant y \mid Y_{2}=z, R_{0}=x\right\} \mathrm{d}\left\{Y_{2} \leqslant z \mid R_{0}=x\right\} \\
& +\int_{0}^{+\infty} P\left\{\sigma_{n} \leqslant t<\sigma_{n+1}, R_{t} \leqslant y \mid Y_{2}=z, R_{0}=x\right\} \mathrm{d}\left\{Y_{2}>z \mid R_{0}=x\right\} \\
= & \int_{0}^{+\infty} P\left\{\sigma_{n} \leqslant t<\sigma_{n+1}, R_{t} \leqslant y \mid Y_{2}=z, R_{0}=x\right\} \mathrm{d}\left\{Y_{2} \leqslant z \mid Y_{1}=x\right\} \\
& +\int_{0}^{+\infty} P\left\{\sigma_{n} \leqslant t<\sigma_{n+1}, R_{t} \leqslant y \mid Y_{2}=z, R_{0}=x\right\} \mathrm{d}\left\{Y_{2}>z \mid Y_{1}=x\right\} \\
= & \int_{0}^{+\infty} P_{n-1}^{t}(x, z) D_{1}(z, y) \mathrm{d} z+\int_{0}^{+\infty} P_{n}^{t}(x, z) D_{2}(z, y) \mathrm{d} z .
\end{aligned}
$$

This completes the proof.
When using the kernel sequence $\left\{P_{n}^{t}(x, y), n \geqslant 0\right\}$, the $G I / G / 1$ queue can be described as a Markov chain of $G I / M / 1$ type on continuous state space $[0,+\infty)$. In this case, we have

$$
C_{n}(x, y)=\int_{0}^{+\infty} P_{n}^{t}(x, y) \mathrm{d} F(t), \quad n \geqslant 0,
$$

and

$$
D_{n}(x, y)=G(y) \sum_{k=n+1}^{\infty} C_{k}(x,+\infty), \quad n \geqslant 0 .
$$

Therefore, the Markov chain of $G I / M / 1$ type is determined by the two kernel sequences $\left\{C_{n}(x, y)\right\}$ and $\left\{D_{n}(x, y)\right\}$.

Let

$$
C(x, y)=\sum_{n=0}^{\infty} C_{n}(x, y) .
$$

Then

$$
\begin{aligned}
C(x, y) & =\sum_{n=0}^{\infty} \int_{0}^{+\infty} P_{n}^{t}(x, y) \mathrm{d} F(t) \\
& =\int_{0}^{+\infty} P\left\{R_{t} \leqslant y \mid R_{0}=x\right\} \mathrm{d} F(t) .
\end{aligned}
$$

The bivariate function $C(x, y)$ is the transition probability kernel of the residual lifetime process sampled at points of an independent renewal process generated by $F(t)$. If $\mu^{-1}=\int_{0}^{+\infty} t \mathrm{~d} G(t)<+\infty$, then the residual lifetime process has the
invariant measure $\theta(x)=\mu \int_{0}^{x}[1-G(t)] \mathrm{d} t$. This is summarized in the following lemma.

Lemma $5.4 \theta(x)$ is the invariant measure of the Markov chain with transition probability kernel $C(x, y)$.

Proof We only need to check the equality $\int_{0}^{+\infty} \theta(x) C(x, y) \mathrm{d} x=\theta(y)$.
Note that

$$
\begin{aligned}
& P\left\{R_{0} \leqslant x\right\}=\theta(x) \\
& \int_{0}^{+\infty} \theta(x) C(x, y) \mathrm{d} x= \int_{0}^{+\infty} P\left\{R_{0} \leqslant x\right\} \int_{0}^{+\infty} P\left\{R_{t} \leqslant y \mid R_{0}=x\right\} \mathrm{d} F(t) \mathrm{d} x \\
&= \int_{0}^{+\infty} P\left\{R_{t} \leqslant y\right\} \mathrm{d} F(t) \\
&= P\left\{R_{0} \leqslant y\right\} \\
&= \theta(y) .
\end{aligned}
$$

This completes the proof.
Let

$$
\begin{aligned}
\beta^{t}(x) & =\sum_{n=0}^{\infty} n P_{n}^{t}(x,+\infty) \\
& =\sum_{n=0}^{\infty} n P\left\{\sigma_{n} \leqslant t<\sigma_{n+1} \mid R_{0}=x\right\} \\
& =E\left[N(t) \mid R_{0}=x\right] .
\end{aligned}
$$

Then

$$
\begin{aligned}
\rho^{-1} & =\int_{0}^{+\infty} \int_{0}^{+\infty} \beta^{t}(x) \mathrm{d} \theta(x) \mathrm{d} F(t) \\
& =\int_{0}^{+\infty} \int_{0}^{+\infty} E\left[N(t) \mid R_{0}=x\right] \mathrm{d} P\left\{R_{0} \leqslant x\right\} \mathrm{d} F(t) \\
& =\int_{0}^{+\infty} E[N(t)] \mathrm{d} F(t)=\mu \int_{0}^{+\infty} t \mathrm{~d} F(t) \\
& =\frac{\mu}{\lambda},
\end{aligned}
$$

where $E[N(t)]=\mu t$ and $\lambda^{-1}=\int_{0}^{+\infty} t \mathrm{~d} F(t)$. Hence $\rho=\lambda / \mu$. Obviously, if $\rho<1$, then the $G I / G / 1$ queue is stable.

Let $R(x, y)$ be the minimal nonnegative solution to the nonlinear kernel equation

$$
R(x, y)=\sum_{n=0}^{\infty} \int_{0}^{+\infty} R^{n}(x, z) C_{n}(z, y) \mathrm{d} z
$$

## Constructive Computation in Stochastic Models with Applications

We write

$$
\Psi_{0}(x, y)=\sum_{n=1}^{\infty} \int_{0}^{+\infty} R^{n-1}(x, z) D_{n}(z, y) \mathrm{d} z
$$

It is easy to check that $\Psi_{0}(x, y)$ is the transition probability kernel of the censored chain to level 0 .

Lemma 5.5 Let $x_{0}(x)$ be the invariant measure of the censored Markov chain with transition probability kernel $\Psi_{0}(x, y)$ to level 0 . Then $x_{0}(x)=G(x)$ for $x \geqslant 0$.

Proof We only need to check the equality $\int_{0}^{+\infty} x_{0}(x) \Psi_{0}(x, y) \mathrm{d} x=x_{0}(y)$.

$$
\begin{aligned}
\int_{0}^{+\infty} x_{0}(x) \Psi_{0}(x, y) \mathrm{d} x & =\int_{0}^{+\infty} x_{0}(x) \sum_{n=1}^{\infty} \int_{0}^{+\infty} R^{n-1}(x, z) D_{n}(z, y) \mathrm{d} z \mathrm{~d} x \\
& =\int_{0}^{+\infty} x_{0}(x) \sum_{n=1}^{\infty} \int_{0}^{+\infty} R^{n-1}(x, z) \sum_{k=n+1}^{\infty} C_{k}(x,+\infty) \mathrm{d} z G(y) \mathrm{d} x .
\end{aligned}
$$

Let

$$
c=\int_{0}^{+\infty} x_{0}(x) \sum_{n=1}^{\infty} \int_{0}^{+\infty} R^{n-1}(x, z) \sum_{k=n+1}^{\infty} C_{k}(x,+\infty) \mathrm{d} z \mathrm{~d} x .
$$

Then

$$
\int_{0}^{+\infty} x_{0}(x) \Psi_{0}(x, y) \mathrm{d} x=c G(y) .
$$

Thus we can take $x_{0}(y)=c G(y)$. Note that $x_{0}(y)$ is the invariant measure of the censored Markov chain with transition probability kernel $\Psi_{0}(x, y)$, we obtain $\int_{0}^{+\infty} x_{0}(y) \mathrm{d} y=1$. Since $\int_{0}^{+\infty} x_{0}(y) \mathrm{d} y=c$, hence we have $c=1$, which leads to $x_{0}(y)=G(y)$ for $y \geqslant 0$. This completes the proof.

The following theorem provides the distribution of the stationary queue length for the $G I / G / 1$ queue. The proof is clear and is omitted here.

Theorem 5.3 If $\rho<1$, then the distribution of the stationary queue length is given by

$$
\pi_{0}(x)=\kappa G(x)
$$

and

$$
\pi_{n}(x)=\kappa \int_{0}^{+\infty} G(z) R^{n}(z, x) \mathrm{d} z, \quad n \geqslant 1,
$$

where

$$
\kappa=\frac{1}{1+\sum_{n=1}^{\infty} \int_{0}^{+\infty} \int_{0}^{+\infty} G(z) R^{n}(z, x) \mathrm{d} z \mathrm{~d} x} .
$$

### 5.3.2 Constructing a Markov Chain of $M / G / 1$ Type

We take the Markov chain $\left\{X_{n}\right\}$, where $X_{n}=\left(N_{n}, T_{n}\right)$ for $n \geqslant 1, N_{n}$ and $T_{n}$ are the number of customers immediately after the $n$th interarrival time and the residual interarrival time immediately before the $n$th service time, respectively.

Let $\tau_{1}, \tau_{2}, \tau_{3}, \ldots$ denote a renewal process with $\tau_{n}-\tau_{n-1}$ having the interarrival time distribution $F(t)$; and let $R_{t}$ denote the residual lifetime at time $t$ in this process, that is, $R_{t}=\tau_{N(t)+1}-t$, where $N(t)$ is the renewal number in [0, $\left.t\right)$. If $R_{0}=x$, then $\tau_{1}=x$. We write

$$
P_{n}^{t}(x, y)=P\left\{\tau_{n} \leqslant t<\tau_{n+1}, R_{t} \leqslant y \mid R_{0}=x\right\} .
$$

Clearly, $P_{n}^{t}(x, y)$ is the probability that $n$ renewals occur in $[0, t)$ and the residual lifetime at time $t$ is in $[0, y)$, given $R_{0}=x$.

For the Markov chain of $M / G / 1$ type, we write

$$
\begin{gathered}
D_{0}(x, y)=\int_{0}^{+\infty} P_{0}^{t}(x, y) \mathrm{d} G(t), \\
D_{n}(x, y)=\int_{0}^{+\infty} P_{n-1}^{t}(x, y) \mathrm{d} G(t), \quad n \geqslant 1,
\end{gathered}
$$

and

$$
C_{n}(x, y)=\int_{0}^{+\infty} P_{n}^{t}(x, y) \mathrm{d} G(t), \quad n \geqslant 0 .
$$

Let

$$
C(x, y)=\sum_{n=0}^{\infty} C_{n}(x, y) .
$$

Then

$$
\begin{aligned}
C(x, y) & =\sum_{n=0}^{\infty} \int_{0}^{+\infty} P_{n}^{t}(x, y) \mathrm{d} G(t) \\
& =\int_{0}^{+\infty} P\left\{R_{t} \leqslant y \mid R_{0}=x\right\} \mathrm{d} G(t) .
\end{aligned}
$$

Hence $C(x, y)$ is the transition probability kernel of the residual lifetime process sampled at points of an independent renewal process generated by $G(t)$. If
$\lambda^{-1}=\int_{0}^{+\infty} t \mathrm{~d} F(t)<+\infty$, then the residual lifetime process has the invariant measure $\theta(x)=\lambda \int_{0}^{x}[1-F(t)] \mathrm{d} t$.

Let

$$
\beta^{t}(x)=\sum_{n=0}^{\infty} n P_{n}^{t}(x,+\infty)=E\left[N(t) \mid R_{0}=x\right] .
$$

Then

$$
\begin{aligned}
\rho & =\int_{0}^{+\infty} \int_{0}^{+\infty} \beta^{t}(x) \mathrm{d} \theta(x) \mathrm{d} G(t) \\
& =\int_{0}^{+\infty} E[N(t)] \mathrm{d} G(t)=\lambda \int_{0}^{+\infty} t \mathrm{~d} G(t) \\
& =\frac{\lambda}{\mu},
\end{aligned}
$$

where $\mu^{-1}=\int_{0}^{+\infty} t \mathrm{~d} G(t)$. Hence $\rho=\lambda / \mu$. Obviously, if $\rho<1$, then the $G I / G / 1$ queue is stable.

Let $G(x, y)$ be the minimal nonnegative solution to the nonlinear kernel equation

$$
G(x, y)=\sum_{n=0}^{\infty} \int_{0}^{+\infty} C_{n}(z, y) G^{n}(x, z) \mathrm{d} z
$$

Let

$$
R_{0, k}(x, y)=\sum_{i=1}^{\infty} \int_{0}^{+\infty} \int_{0}^{+\infty} D_{k+i}(x, u) G^{i-1}(u, v) \widehat{U}(v, y) \mathrm{d} u \mathrm{~d} v
$$

and

$$
R_{k}(x, y)=\sum_{i=1}^{\infty} \int_{0}^{+\infty} \int_{0}^{+\infty} C_{k+i}(x, u) G^{i-1}(u, v) \widehat{U}(v, y) \mathrm{d} u \mathrm{~d} v
$$

where

$$
U(x, y)=\sum_{k=1}^{\infty} \int_{0}^{+\infty} C_{k}(x, z) G^{k-1}(z, y) \mathrm{d} z
$$

We write

$$
\Psi_{0}(x, y)=\sum_{n=1}^{\infty} \int_{0}^{+\infty} D_{n}(x, z) G^{n}(z, y) \mathrm{d} z
$$

It is easy to check that $\Psi_{0}(x, y)$ is the transition probability kernel of the censored Markov chain to level 0 . Let $x_{0}(x)$ be the invariant measure of the censored

Markov chain with transition probability kernel $\Psi_{0}(x, y)$.
If $\rho<1$, then the distribution of the stationary queue length is given by

$$
\left\{\begin{array}{l}
\pi_{0}(x)=\kappa x_{0}(x), \\
\pi_{k}(x)=\int_{0}^{+\infty} \pi_{0}(z) R_{0, k}(z, x) \mathrm{d} z+\sum_{i=1}^{k-1} \int_{0}^{+\infty} \pi_{i}(z) R_{k-i}(z, x) \mathrm{d} z, \quad k \geqslant 1
\end{array}\right.
$$

where the scalar $\kappa$ is uniquely determined by $\sum_{k=0}^{\infty} \int_{0}^{+\infty} \pi_{k}(x) \mathrm{d} x=1$.

### 5.4 Continuous-Time Markov Chains

In this section, we define and study continuous-time Markov chains on continuous state space. We provide expression for the stationary probability distribution of the Markov chain, which is Harris recurrent and ergodic.

For convenience of description, we always use calligraphic letters (for example, $\mathcal{A}, \mathcal{B})$ to denote elements in $\sigma(D)$.

To define a continuous-time Markov chain on continuous state space $[0,+\infty)$, let real number $\lambda(x, \mathcal{B})$ denote the kernel of the Markov chain from an initial state $x$ to a state set $\mathcal{B} \in \sigma([0,+\infty))$. Intuitively, we interpret $\lambda(x, \mathcal{B})$ in two possible cases:
(1) If $x \notin \mathcal{B}$, then $\lambda(x, \mathcal{B})$ is the transition rate of the Markov chain from $x$ to $B$.
(2) If $x \in \mathcal{B}$, then $\lambda(x, \mathcal{B})=-\lambda\left(x, \mathcal{B}^{c}\right)$, where $\mathcal{B}^{c}=[0,+\infty)-\mathcal{B}$.

The two cases can be well understood by means of the results for a continuoustime Markov chain on a discrete state space.

We now provide conditions on the function $\lambda(x, \mathcal{B})$ such that $\lambda(x, \mathcal{B})$ for $x \geqslant 0, \mathcal{B} \in \sigma([0,+\infty))$ forms the kernel of a continuous-time Markov chain on continuous state space. These conditions resemble that for the infinitesimal generator of a continuous-time Markov chain on a discrete state space.

Definition 5.1 For the continuous-time Markov chain on continuous state space $[0,+\infty), \lambda(x, \mathcal{B})$ on $[0,+\infty) \times \sigma([0,+\infty))$ is called the kernel of the Markov chain if
(1) for each fixed $x \geqslant 0, \lambda(x, \cdot)$ is a signed measure on $\sigma([0,+\infty))$; and for each fixed $\mathcal{B} \in \sigma([0,+\infty)), \lambda(\cdot, \mathcal{B})$ is a real-value measurable function on $x \in[0,+\infty)$;
(2) $\lambda(x, \mathcal{B}) \leqslant 0$ for $x \in \mathcal{B}$; while $0 \leqslant \lambda(x, \mathcal{B})<+\infty$ for $x \notin \mathcal{B}$; and
(3) when $\mathcal{B}=\bigcup_{i=1}^{\infty} \mathcal{A}_{i}$ and $\mathcal{A}_{i} \cap \mathcal{A}_{j}=\varnothing$ for all $i \neq j$, where $\mathcal{A}_{i} \in \sigma([0,+\infty))$ for $i \geqslant 1$ and $\varnothing$ is an empty set, we have

$$
\lambda(x, \mathcal{B})=\sum_{i=1}^{\infty} \lambda\left(x, \mathcal{A}_{i}\right) .
$$

Based on Definition 5.1, we easily obtain the following useful properties. The proof is obvious and is omitted here.

Proposition 5.2 (1) $\lambda(x,[0, x)) \geqslant 0$ and $\lambda(x,(x,+\infty)) \geqslant 0$.
(2) For the set sequence $\left\{\mathcal{B}_{n}\right\}$ on $\sigma\left([0,+\infty)\right.$ ) with $\mathcal{B}_{n} \subset \mathcal{B}_{n+1}$ for $n \geqslant 1,0 \leqslant$ $\lambda\left(x, \mathcal{B}_{1}\right) \leqslant \lambda\left(x, \mathcal{B}_{2}\right) \leqslant \ldots \leqslant \lambda(x,[0, x))+\lambda(x,(x,+\infty))$ if $x \notin \mathcal{B}_{\infty}$ where $\mathcal{B}_{\infty}=\lim _{n \rightarrow \infty} \mathcal{B}_{n} ;$ while $\lambda(x,\{x\}) \leqslant \lambda\left(x, \mathcal{B}_{1}\right) \leqslant \lambda\left(x, \mathcal{B}_{2}\right) \leqslant \ldots \leqslant \lambda(x,[0,+\infty)) \leqslant 0$ if $x \in \mathcal{B}_{1}$.

For the continuous-time Markov chain on continuous state space $[0,+\infty)$, the irreducibility and the associated conditions may be similarly provided as that in Tweedie [27] (p. 370). Intuitively, if the Markov chain with the kernel $\lambda(x, \mathcal{B})$ is irreducible, then there exist at least two sets $\mathcal{B}_{1} \in \sigma([0, x))$ and $\mathcal{B}_{2} \in$ $\sigma((x,+\infty))$ such that $\lambda\left(x, \mathcal{B}_{1}\right)>0$ and $\lambda\left(x, \mathcal{B}_{2}\right)>0$.

The negative number $\lambda(x,\{x\})$ is crucial for the classification of the continuoustime Markov chains on continuous state space. For example,
(1) if $\lambda(x,\{x\})=-[\lambda(x,[0, x))+\lambda(x,(x,+\infty))]$ for all $x \geqslant 0$, then the Markov chain is said to be conservative;
(2) if $\lambda(x,\{x\})>-\infty$ for all $x \geqslant 0$ (resp. $\lambda(x,\{x\})=-\infty$ for some $x \geqslant 0$ ), then the Markov chain is said to be stable (resp. instantaneous).

Henceforth we always assume that the Markov chain is conservative, irreducible, stable and regular, see, e.g. Anderson [1].

If $\mathcal{B}_{F} \in \sigma([0, x)), \quad \mathcal{B}_{B} \in \sigma((x,+\infty))$ and $x \in \mathcal{B}$, then $\mathcal{B}=\mathcal{B}_{F} \cup\{x\} \cup \mathcal{B}_{B} \in$ $\sigma([0,+\infty))$. We assume that there exists an almost everywhere nonnegative function $\lambda(x, y)$ for $x, y \geqslant 0$ such that

$$
\lambda\left(x, \mathcal{B}_{F}\right)=\int_{\mathcal{B}_{F}} \lambda(x, y) \mathrm{d} y
$$

and

$$
\lambda\left(x, \mathcal{B}_{B}\right)=\int_{\mathcal{B}_{B}} \lambda(x, y) \mathrm{d} y
$$

Then, we write $\lambda(x, \mathcal{B})$ as

$$
\begin{equation*}
\lambda(x, \mathcal{B})=\int_{\mathcal{B}_{F}} \lambda(x, y) \mathrm{d} y+\lambda(x,\{x\})+\int_{\mathcal{B}_{B}} \lambda(x, y) \mathrm{d} y \tag{5.28}
\end{equation*}
$$

We call $\lambda(x, y)$ the generalized density function of the kernel $\lambda(x, \mathcal{B})$ on $[0,+\infty) \times \sigma([0,+\infty))$.

To understand the generalized density function $\lambda(x, y)$, we now provide a useful expression for $\lambda(x, y)$. Let

$$
\Lambda(x)=-[\lambda(x,[0, x))+\lambda(x,(x,+\infty))] .
$$

Then

$$
\lambda(x,\{x\})=\lambda(x, x)=\Lambda(x)
$$

and

$$
\lambda(x, y)=\lambda(x, y)\left(1-\delta_{x y}\right)+\Lambda(x) \delta_{x y},
$$

where $\delta_{x y}$ is equal to one or zero according to $x=y$ or $x \neq y$, respectively.
Remark 5.1 (1) For a continuous-time Markov chain on a discrete state space $\Omega=\{0,1,2, \ldots\}$ whose infinitesimal generator is given by $Q=\left(q_{i, j}\right)_{i, j=0,1,2, \ldots}$, the integral expression Eq. (5.28) has the sum form: $\int_{\mathcal{B}} q_{i, y} \mathrm{~d} y=\sum_{j \in \mathcal{B}} q_{i, j}$.
(2) We now provide a concrete example to construct the generalized density function $\lambda(x, y)$, which illustrates that the continuous-time Markov chain on continuous state space is a convenient mathematical tool for studying many real systems. Let

$$
\lambda(x, y)=\left\{\begin{array}{cl}
\frac{1}{(y-x+1)^{3}}, & y \geqslant x \\
\frac{y^{4}}{(x+1)^{3}}, & y<x
\end{array}\right.
$$

Then

$$
\Lambda(x)=-\int_{0}^{x} \frac{y^{4}}{(x+1)^{3}} \mathrm{~d} y-\int_{x}^{+\infty} \frac{1}{(y-x+1)^{3}} \mathrm{~d} y=-\frac{1}{2}-\frac{x^{5}}{5(x+1)^{3}} .
$$

Thus, for $x, y \geqslant 0$ we have

$$
\lambda(x, y)=\lambda(x, y)\left(1-\delta_{x y}\right)+\Lambda(x) \delta_{x y} .
$$

For the continuous-time Markov chain $\{X(t), t \geqslant 0\}$ on continuous state space $[0,+\infty)$ whose kernel is given by $\lambda(x, \mathcal{B})$ on $[0,+\infty) \times \sigma([0,+\infty))$, we define its transition probability as

$$
P(t ; x, \mathcal{B})=P\{X(t) \in \mathcal{B} \mid X(0)=x\}, \quad t>0 .
$$

We assume that the initial transition probability $P(0 ; x, \mathcal{B})=1_{\mathcal{B}}(x)$, where $1_{\mathcal{B}}(x)$ stands for the indicator function, which is equal to one or zero according to $x \in \mathcal{B}$ or $x \notin \mathcal{B}$, respectively. The transition probability $P(t ; x, \mathcal{B})$ can be regarded as a solution to the Kolmogorov differential equation. The Kolmogorov's backward and forward equations are respectively given by

$$
\begin{equation*}
\frac{\partial}{\partial t} P(t ; x, \mathcal{B})=\int_{0}^{+\infty} \lambda(x, y) P(t ; \mathrm{d} y, \mathcal{B}) \tag{5.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial t} P(t ; x, \mathcal{B})=\int_{0}^{+\infty} P(t ; x, \mathrm{~d} y) \lambda(y, \mathcal{B}) \tag{5.30}
\end{equation*}
$$

We assume that the continuous-time Markov chain with the kernel $\lambda(x, \mathcal{B})$ on $[0,+\infty) \times \sigma([0,+\infty))$ is Harris recurrent and ergodic (e.g., see Athreya and Ney [3]). Let $\Pi(\mathcal{B})$ for $\mathcal{B} \in \sigma([0,+\infty))$ be the stationary probability distribution of the Markov chain. We also assume that there exists a generalized density function $\pi(x) \geqslant 0$ for $x \geqslant 0$ such that $\Pi(\mathcal{B})=\int_{\mathcal{B}} \pi(x) \mathrm{d} x$. It is worthwhile to note that such a nonnegative function $\pi(x) \in L_{2}([0,+\infty))$ can be explicitly expressed below if the kernel $\lambda(x, y) \in L_{2}\left([0,+\infty)^{2}\right)$.

Note that $\int_{0}^{+\infty} \pi(x) \lambda(x, \mathcal{B}) \mathrm{d} x=0$ for each $\mathcal{B} \in \sigma([0,+\infty))$, it is clear that $\pi(x)$ for $x \geqslant 0$ is a non-zero solution to the integral equation

$$
\begin{equation*}
\int_{0}^{+\infty} \pi(x) \lambda(x, y) \mathrm{d} x=0, \quad \text { for each } y \geqslant 0 \tag{5.31}
\end{equation*}
$$

with the normalization condition $\int_{0}^{+\infty} \pi(x) \mathrm{d} x=1$.
Using the orthogonal basis $\left\{\psi_{k}(x), k \geqslant 0\right\}$, for $\lambda(x, y) \in L_{2}\left([0,+\infty)^{2}\right)$ we write

$$
\begin{equation*}
\lambda(x, y)=\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} a_{k, l} \psi_{k}(x) \psi_{l}(y) \tag{5.32}
\end{equation*}
$$

where these coefficients $a_{k, l}$ for $k, l \geqslant 0$ are uniquely determined by the bivariate function $\lambda(x, y)$ and the orthogonal basis $\left\{\psi_{k}(x), k \geqslant 0\right\}$. Therefore, for each $\mathcal{B} \in \sigma([0,+\infty))$,

$$
\lambda(x, \mathcal{B})=\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} a_{k, l} \psi_{k}(x) \int_{\mathcal{B}} \psi_{l}(y) \mathrm{d} y .
$$

On the other hand, for $\pi(x) \in L_{2}([0,+\infty))$ we have

$$
\begin{equation*}
\pi(x)=\sum_{i=0}^{\infty} b_{i} \psi_{i}(x) \tag{5.33}
\end{equation*}
$$

where these coefficients $b_{i}$ for $i \geqslant 0$ are uniquely determined by the bivariate function $\pi(x)$ and the orthogonal basis $\left\{\psi_{k}(x), k \geqslant 0\right\}$. It is clear that

$$
\begin{equation*}
\Pi(\mathcal{B})=\int_{\mathcal{B}} \pi(x) \mathrm{d} x=\sum_{i=0}^{\infty} b_{i} \int_{\mathcal{B}} \psi_{i}(x) \mathrm{d} x . \tag{5.34}
\end{equation*}
$$

Based on the expression Eq. (5.34), the stationary probability distribution $\Pi(\mathcal{B})$ can be given once all the unknown coefficients $b_{i}$ for $i \geqslant 0$ are determined.

It follows from Eq. (5.31), Eq. (5.32) and Eq. (5.33) that for each $y \geqslant 0$,

$$
\int_{0}^{+\infty} \sum_{i=0}^{\infty} b_{i} \psi_{i}(x) \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} a_{k, l} \psi_{k}(x) \psi_{l}(y) \mathrm{d} x=0,
$$

which leads to the unknown row vector $\left(b_{0}, b_{1}, b_{2}, \ldots\right)$ is a non-zero solution to the system of linear equations

$$
\left(b_{0}, b_{1}, b_{2}, \ldots\right)\left(\begin{array}{cccc}
a_{0,0} & a_{0,1} & a_{0,2} & \cdots  \tag{5.35}\\
a_{1,0} & a_{1,1} & a_{1,2} & \cdots \\
a_{2,0} & a_{2,1} & a_{2,2} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right)=0
$$

with the normalization condition $\sum_{i=0}^{\infty} b_{i} \int_{0}^{+\infty} \psi_{i}(x) \mathrm{d} x=1$.

### 5.5 The QBD Processes

In this section, we deal with continuous-time QBD processes with continuous phase variable, and derive the UL-type $R G$-factorization. Based on this, the stationary probability distribution of the QBD process is shown to be an operatormultiplicative solution by means of the UL-type $R G$-factorization.

We describe a more general continuous-time Markov chain with a discrete level and continuous phase. The kernel matrix of the Markov chain is denoted as the function matrix $B(x, \mathcal{B})$ for $x \geqslant 0, \mathcal{B} \in \sigma([0,+\infty))$ with the $(i, j)$ th entry $b_{i, j}(x, \mathcal{B})$ for $i, j \geqslant 0$. Then it is easy to see from Definition 5.1 that
(1) $b_{i, i}(x, \mathcal{B})$ is the kernel of a Markov chain for each $i \geqslant 0$,
(2) $b_{i, j}(x, \mathcal{B}) \geqslant 0$ for each $i \neq j$,
(3) $\sum_{j \geqslant 0} b_{i, j}(x, \mathcal{B}) \leqslant 0$ for each $i \geqslant 0$, and
(4) $B(x, \mathcal{B})=\int_{\mathcal{B}} B(x, y) \mathrm{d} y$.

The continuous-time Markov chains with a discrete level and continuous phase have many important examples, including GI/G/1 type, GI/M/1 type, $M / G / 1$ type and QBD processes. For simplification of discussion, here we mainly deal with the QBD processes.

Let $\left\{\left(L_{t}, P_{t}\right), t \geqslant 0\right\}$ be a continuous-time QBD process on a semi-continuous state space $\{0,1,2, \ldots\} \times[0,+\infty)$. The first coordinate $L_{t} \in\{0,1,2, \ldots\}$ is called level variable and the second coordinate $P_{t} \in[0,+\infty)$, phase variable. To write the
kernel of the QBD process, we need to introduce an element $A_{j}^{(k)}(x, \mathcal{B})$ for $x \geqslant 0, \mathcal{B} \in \sigma([0,+\infty))$, and for either $k=0, i=1,2$ or $k \geqslant 1, j=0,1,2$. It is obvious that $A_{j}^{(k)}(x, \mathcal{B})$ is the transition rate from an initial state $(k, x)$ to the state set $(k+1-j, \mathcal{B})$ for either $k=0, j=0,1$ or $k \geqslant 1, j=0,1,2$. Henceforth we assume that the continuous-time QBD process with continuous phase variable is conservative, stable and regular. According to Definition 5.1, we further show additional conditions on these elements as follows:
(1) $-\infty<A_{1}^{(k)}(x,\{x\})<0$ for $k \geqslant 0$ and

$$
A_{j}^{(k)}(x, \mathcal{B}) \begin{cases}\leqslant 0, & \text { if } j=1 \text { and } x \in \mathcal{B} \\ \geqslant 0, & \text { otherwise }\end{cases}
$$

(2) For each pair $(k, j)$ for either $k=0, j=1,0$ or $k \geqslant 1, j=0,1,2$, there exists a generalized density function $A_{j}^{(k)}(x, y)$ such that

$$
A_{j}^{(k)}(x, \mathcal{B})=\int_{\mathcal{B}} A_{j}^{(k)}(x, y) \mathrm{d} y
$$

(3)

$$
\int_{0}^{+\infty}\left[A_{1}^{(0)}(x, y)+A_{0}^{(0)}(x, y)\right] \mathrm{d} y=0
$$

and

$$
\int_{0}^{+\infty}\left[A_{2}^{(l)}(x, y)+A_{1}^{(l)}(x, y)+A_{0}^{(l)}(x, y)\right] \mathrm{d} y=0, \quad l \geqslant 1 .
$$

(4) There exist two non-empty sets $\mathcal{B}_{2}, \mathcal{B}_{0} \in \sigma([0,+\infty))$ such that $A_{2}^{(l)}\left(x, \mathcal{B}_{2}\right)>0$ for all $l \geqslant 1$ and $A_{0}^{(k)}\left(x, \mathcal{B}_{0}\right)>0$ for all $k \geqslant 0$.

Based on these elements, we write the kernel matrix of the QBD process as $Q(x, \mathcal{B})=\int_{\mathcal{B}} Q(x, y) \mathrm{d} y$ with elementwise integrals for $\mathcal{B} \in \sigma([0,+\infty))$, where the matrix $Q(x, y)$ of generalized density functions for $x, y \geqslant 0$ is given by

$$
Q(x, y)=\left(\begin{array}{ccccc}
A_{1}^{(0)}(x, y) & A_{0}^{(0)}(x, y) & & &  \tag{5.36}\\
A_{2}^{(1)}(x, y) & A_{1}^{(1)}(x, y) & A_{0}^{(1)}(x, y) & & \\
& A_{2}^{(2)}(x, y) & A_{1}^{(2)}(x, y) & A_{0}^{(2)}(x, y) & \\
& & \ddots & \ddots & \ddots
\end{array}\right)
$$

Now, we always use the matrix of generalized density functions to study the continuous-time QBD processes with continuous phase variable. To use the censoring technique, we need to define the matrix-integral inverse.

Definition 5.2 (1) Let $B(x, \mathcal{B})$ for $x \geqslant 0, \mathcal{B} \in \sigma([0,+\infty))$ be the kernel matrix of a continuous-time Markov chain with a discrete level and continuous phase and $B(x, y)$ for $x, y \geqslant 0$, the associated matrix of generalized density functions.
(2) For the bivariate function matrix $A(x, y)$ for $x, y \geqslant 0$, if there exists a bivariate function matrix $A(x, y)$ such that for each $x, y \geqslant 0$,

$$
\int_{0}^{+\infty} A(x, z) B(z, y) \mathrm{d} z=I(x, y)
$$

and

$$
\int_{0}^{+\infty} B(x, z) A(z, y) \mathrm{d} z=I(x, y),
$$

then $A(x, y)$ is called the matrix-integral inverse of $B(x, y)$, we set $A(x, y)=$ $B^{\langle-\rangle}(x, y)$.
(3) Let $\Omega$ be the set of all negative matrix-integral inverses of $B(x, y)$. If $B_{\max }^{\langle-\rangle}(x, y) \in \Omega$ and $B^{(-\rangle}(x, y) \leqslant B_{\max }^{(-)}(x, y) \leqslant 0$ for all $B^{\langle-\rangle}(x, y) \in \Omega$, then $B_{\max }^{(-)}(x, y)$ is called the maximal negative matrix-integral inverse of $B(x, y)$.

### 5.5.1 The UL-Type $\boldsymbol{R} \boldsymbol{G}$-Factorization

To derive the UL-type $R G$-factorization, from Eq. (5.36) we write

$$
{ }_{k} Q(x, y)=\left(\begin{array}{ccccc}
A_{1}^{(k)}(x, y) & A_{0}^{(k)}(x, y) & & & \\
A_{2}^{(k+1)}(x, y) & A_{1}^{(k+1)}(x, y) & A_{0}^{(k+1)}(x, y) & & \\
& A_{2}^{(k+2)}(x, y) & A_{1}^{(k+2)}(x, y) & A_{0}^{(k+2)}(x, y) & \\
& & \ddots & \ddots & \ddots
\end{array}\right) .
$$

If the continuous-time QBD process with continuous phase variable given in Eq. (5.36) is irreducible, then there must exist the maximal nonpositive matrixintegral inverse of ${ }_{k} Q(x, y)$ for $k \geqslant 1$. Let $N_{k}(x, y)$ be the $(1,1)$ st entry of ${ }_{-} Q_{\text {max }}^{(-)}(x, y)$ for $k \geqslant 1$. We define the $R$ - and $G$-measures as follows:

$$
\begin{equation*}
R_{k}(x, y)=\int_{0}^{+\infty} A_{0}^{(k)}(x, z) N_{k+1}(z, y) \mathrm{d} z, \quad k \geqslant 0 \tag{5.37}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{k}(x, y)=\int_{0}^{+\infty} N_{k}(x, z) A_{2}^{(k)}(z, y) \mathrm{d} z, \quad k \geqslant 1 . \tag{5.38}
\end{equation*}
$$

We write the $U$-measure as

$$
\begin{equation*}
U_{l}(x, y)=A_{1}^{(l)}(x, y)+\int_{0}^{+\infty} R_{l}(x, z) A_{2}^{(l+1)}(z, y) \mathrm{d} z \tag{5.39}
\end{equation*}
$$

or

$$
\begin{equation*}
U_{l}(x, y)=A_{1}^{(l)}(x, y)+\int_{0}^{+\infty} A_{0}^{(l)}(x, z) G_{l+1}(z, y) \mathrm{d} z, \quad l \geqslant 0 \tag{5.40}
\end{equation*}
$$

It is obvious that for $k \geqslant 1$,

$$
\begin{equation*}
N_{k}(x, y)=-U_{k_{\max }}^{\langle-\rangle}(x, y), \tag{5.41}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\int_{0}^{+\infty} U_{k}(x, z) N_{k}(z, y) \mathrm{d} z=\int_{0}^{+\infty} N_{k}(x, z) U_{k}(z, y) \mathrm{d} z=-I(x, y) . \tag{5.42}
\end{equation*}
$$

Remark 5.2 $U_{0}(x, \mathcal{B})$ is the kernel of the censored Markov chain of the QBD process to level 0 . Based on a censoring property, we need to identify the following two cases:
(1) If the QBD process is positive recurrent (resp. null recurrent), then the censored Markov chain to level 0 with the kernel $U_{0}(x, y)$ is also positive recurrent (resp. null recurrent $)$, and $U_{0}(x,[0,+\infty))=\int_{0}^{+\infty} U_{0}(x, y) \mathrm{d} y=0$ for all $x \geqslant 0$.
(2) If the QBD process is transient, then the censored Markov chain to level 0 with the kernel $U_{0}(x, y)$ is also transient, and $U_{0}(x,[0,+\infty))=\int_{0}^{+\infty} U_{0}(x, y) \mathrm{d} y<0$ for some $x \geqslant 0$.

The following theorem provides the minimal nonnegative solutions to the kernel equations for the $R-, U$ - and $G$-measures.

Theorem 5.4 (1) The kernel sequence $\left\{R_{k}(x, y), k \geqslant 0\right\}$ is the minimal nonnegative solution to the system of integral equations

$$
\begin{align*}
A_{0}^{(k)}(x, y) & +\int_{0}^{+\infty} R_{k}(x, z) A_{1}^{(k+1)}(z, y) \mathrm{d} z \\
& +\int_{0}^{+\infty} \int_{0}^{+\infty} R_{k}(x, z) R_{k+1}(z, u) A_{2}^{(k+2)}(u, y) \mathrm{d} u \mathrm{~d} z=0 . \tag{5.43}
\end{align*}
$$

(2) The kernel sequence $\left\{G_{k}(x, y), k \geqslant 1\right\}$ is the minimal nonnegative solution to the system of integral equations

$$
\begin{align*}
A_{2}^{(k)}(x, y) & +\int_{0}^{+\infty} A_{1}^{(k)}(x, z) G_{k}(z, y) \mathrm{d} z \\
& +\int_{0}^{+\infty} \int_{0}^{+\infty} A_{0}^{(k)}(x, z) G_{k+1}(z, u) G_{k}(u, y) \mathrm{d} u \mathrm{~d} z=0 . \tag{5.44}
\end{align*}
$$

Proof We only prove Eq. (5.43), while the proof of Eq. (5.44) is similar. It follows from Eq. (5.37) that

$$
\begin{equation*}
\int_{0}^{+\infty} R_{k}(x, z) U_{k+1}(z, y) \mathrm{d} z=\int_{0}^{+\infty} \int_{0}^{+\infty} A_{0}^{(k)}(x, u) N_{k+1}(u, z) U_{k+1}(z, y) \mathrm{d} u \mathrm{~d} z . \tag{5.45}
\end{equation*}
$$

Substituting Eq. (5.41) into the right-hand side of Eq. (5.42) leads to

$$
\begin{equation*}
\int_{0}^{+\infty} \int_{0}^{+\infty} A_{0}^{(k)}(x, u) N_{k+1}(u, z) U_{k+1}(z, y) \mathrm{d} u \mathrm{~d} z=-A_{0}^{(k)}(x, y) . \tag{5.46}
\end{equation*}
$$

Substituting Eq. (5.39) into the left-hand side of Eq. (5.45) leads to

$$
\begin{align*}
\int_{0}^{+\infty} R_{k}(x, z) U_{k+1}(z, y) \mathrm{d} z= & \int_{0}^{+\infty} R_{k}(x, z) A_{1}^{(k+1)}(z, y) \mathrm{d} z \\
& +\int_{0}^{+\infty} \int_{0}^{+\infty} R_{k}(x, z) R_{k+1}(z, u) A_{2}^{(k+2)}(u, y) \mathrm{d} u \mathrm{~d} z \tag{5.47}
\end{align*}
$$

Thus, Eq. (5.45) and Eq. (5.47), together with Eq. (5.46), illustrate that the kernel sequence $\left\{R_{k}(x, y), k \geqslant 0\right\}$ is a nonnegative solution to the system of integral functions Eq. (5.43). Furthermore, using a similar discussion to Chapter 1 in Neuts [23] yields that $\left\{R_{k}(x, y), k \geqslant 1\right\}$ is the minimal nonnegative solution of Eq. (5.43). This completes the proof.

For the function $R(x, y)$ for $x, y \geqslant 0$, the positive number $r$ is called the spectral radius of $R(x, y)$ if there exist two non-zero nonnegative functions $u(x, y)$ and $v(x, y)$ such that

$$
r u(x, y)=\int_{0}^{+\infty} u(x, z) R(z, y) \mathrm{d} z
$$

and

$$
r v(x, y)=\int_{0}^{+\infty} R(x, z) v(z, y) \mathrm{d} z .
$$

It is interesting to study the spectral radius of $R(x, y)$, the key issues of which include (1) spectral radius existence, (2) spectral radius uniqueness and (3) spectral radius structure. If the QBD process is Harris recurrent and ergodic, and $R(x, y)$ has the spectral radius $r$, then $0<r<1$, and $r$ is an eigenvalue of the function $R(x, y)$, if any.

For the continuous-time QBD processes with continuous phase variable, the UL-type $R G$-factorization is given by

$$
\begin{equation*}
Q(x, y)=\int_{0}^{+\infty} \int_{0}^{+\infty}\left[I(x, z)-R_{U}(x, z)\right] U_{D}(z, u)\left[I(u, y)-G_{L}(u, y)\right] \mathrm{d} u \mathrm{~d} z \tag{5.48}
\end{equation*}
$$

where

$$
\begin{aligned}
& R_{U}(x, y)=\left(\begin{array}{ccccc}
0 & R_{0}(x, y) & & & \\
& 0 & R_{1}(x, y) & & \\
& & 0 & R_{2}(x, y) & \\
& & & 0 & \ddots \\
& & & & \ddots
\end{array}\right), \\
& U_{D}(x, y)=\operatorname{diag}\left(U_{0}(x, y), U_{1}(x, y), U_{2}(x, y), \ldots\right)
\end{aligned}
$$

and
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$$
G_{L}(x, y)=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1}(x, y) & 0 & & & \\
& G_{2}(x, y) & 0 & & \\
& & G_{3}(x, y) & 0 & \\
& & & \ddots & \ddots
\end{array}\right) .
$$

Proof Computing the matrix product $\left[I(x, z)-R_{U}(x, z)\right] U_{D}(z, u)[I(u, y)-$ $\left.G_{L}(u, y)\right]$ yields that the $(k, k)$ th entry, the $(k-1, k)$ th entry and the $(k, k+1)$ th entry of this product are

$$
\begin{gathered}
I(x, z) U_{k}(z, u) I(u, y)+R_{k}(x, z) U_{k+1}(z, u) G_{k+1}(u, y), \\
-I(x, z) U_{k}(z, u) G_{k}(u, y)
\end{gathered}
$$

and

$$
-R_{k-1}(x, z) U_{k}(z, u) I(u, y)
$$

respectively.
For the $(k, k)$ th entry of this product, since

$$
\int_{0}^{+\infty} \int_{0}^{+\infty} I(x, z) U_{k}(z, u) I(u, y) \mathrm{d} u \mathrm{~d} z=U_{k}(x, y)
$$

and

$$
\int_{0}^{+\infty} \int_{0}^{+\infty} R_{k}(x, z) U_{k+1}(z, u) G_{k+1}(u, y) \mathrm{d} u \mathrm{~d} z=-\int_{0}^{+\infty} A_{0}^{(k)}(x, z) G_{k+1}(z, y) \mathrm{d} z,
$$

it follows from Eq. (5.40) that

$$
\begin{aligned}
\int_{0}^{+\infty} \int_{0}^{+\infty}\left[I(x, z) U_{k}(z, u) I(u, y)+\right. & R_{k}(x, z) U_{k+1}(z, u) \\
\cdot & \left.G_{k+1}(u, y)\right] \mathrm{d} u \mathrm{~d} z=A_{1}^{(k)}(x, y) .
\end{aligned}
$$

Similarly, we can obtain

$$
-\int_{0}^{+\infty} \int_{0}^{+\infty} I(x, z) U_{k}(z, u) G_{k}(u, y) \mathrm{d} u \mathrm{~d} z=A_{2}^{(k)}(x, y)
$$

and

$$
-\int_{0}^{+\infty} \int_{0}^{+\infty} R_{k-1}(x, z) U_{k}(z, u) I(u, y) \mathrm{d} u \mathrm{~d} z=A_{0}^{(k)}(x, y)
$$

This completes the proof.
For the continuous-time QBD process with continuous phase variable, the following theorem uses the $R G$-factorization to show that the generalized density function of the stationary probability distribution is an operator-multiplicative solution.

Theorem 5.5 If the continuous-time $Q B D$ process with continuous phase variable is Harris recurrent and ergodic, then the generalized density function $\pi(y)=\left(\pi_{0}(y), \pi_{1}(y), \pi_{2}(y), \ldots\right)$ of its stationary probability distribution is operatormultiplicative, given by

$$
\begin{equation*}
\pi_{k}(y)=\int_{0}^{+\infty} \pi_{k-1}(z) R_{k-1}(z, y) \mathrm{d} z, \quad k \geqslant 1, \tag{5.49}
\end{equation*}
$$

where $\pi_{0}(y)=\kappa v_{0}(y), v_{0}(y)$ is the generalized density function of the stationary probability distribution of the censored chain to level 0 with the kernel $U_{0}(x, y)$ which is Harris recurrent and ergodic, and $\kappa$ is a positive constant such that $\sum_{l=0}^{\infty} \int_{0}^{+\infty} \pi_{l}(x) \mathrm{d} x=1$.

Proof Note that

$$
\begin{equation*}
\int_{0}^{+\infty} \pi(z) Q(z, y) \mathrm{d} z=0 \tag{5.50}
\end{equation*}
$$

substituting Eq. (5.48) into Eq. (5.50) leads to

$$
\begin{align*}
\int_{0}^{+\infty} \int_{0}^{+\infty} \int_{0}^{+\infty} \pi(z)[I(z, x)- & \left.R_{U}(z, x)\right] U_{D}(x, u) \\
\cdot & {\left[I(u, y)-G_{L}(u, y)\right] \mathrm{d} u \mathrm{~d} x \mathrm{~d} z=0 . } \tag{5.51}
\end{align*}
$$

We now solve the Eq. (5.51) by two steps. In the first step, we set

$$
\begin{equation*}
w(y)=\int_{0}^{+\infty} \pi(z)\left[I(z, y)-R_{U}(z, y)\right] \mathrm{d} z, \tag{5.52}
\end{equation*}
$$

which is partitioned as $\left(w_{0}(y), w_{1}(y), w_{2}(y), \ldots\right)$ according to the levels, then Eq. (5.52) becomes

$$
\begin{equation*}
w_{0}(y)=\int_{0}^{+\infty} \pi_{0}(z) I(z, y) \mathrm{d} z=\pi_{0}(y) \tag{5.53}
\end{equation*}
$$

and for $k \geqslant 1$,

$$
\begin{align*}
w_{k}(y) & =\int_{0}^{+\infty}\left[-\pi_{k-1}(z) R_{k-1}(z, y)+\pi_{k}(z) I(z, y)\right] \mathrm{d} z \\
& =\pi_{k}(y)-\int_{0}^{+\infty} \pi_{k-1}(z) R_{k-1}(z, y) \mathrm{d} z \tag{5.54}
\end{align*}
$$

In the second step, we determine the sequence $\left\{w_{k}(y)\right\}$ in terms of another equation

$$
\int_{0}^{+\infty} \int_{0}^{+\infty} w(x) U_{D}(x, u)\left[I(u, y)-G_{L}(u, y)\right] \mathrm{d} u \mathrm{~d} x=0
$$

which is equivalent to

$$
\begin{equation*}
\int_{0}^{+\infty} \int_{0}^{+\infty}\left[w_{l}(x) U_{l}(x, u) I(u, y)-w_{l+1}(x) U_{l+1}(x, u) G_{l+1}(u, y)\right] \mathrm{d} u \mathrm{~d} x=0 \tag{5.55}
\end{equation*}
$$

for all $l \geqslant 0$. Since the QBD process is Harris recurrent and ergodic, so is the censored chain to level 0 with the kernel $U_{0}(x, y)$. Let $v_{0}(y)$ be the generalized density function of the stationary probability distribution for the censored chain to level 0 with the kernel $U_{0}(x, y)$. Then it is clear that $\left(\kappa v_{0}(y), 0,0, \ldots\right)$ is a nonzero nonnegative solution to the Eq. (5.55), where $\kappa$ is a positive constant. Therefore,

$$
\left\{\begin{array}{l}
w_{0}(y)=\kappa v_{0}(y),  \tag{5.56}\\
w_{k}(y)=0, \quad \text { for } k \geqslant 1 .
\end{array}\right.
$$

Substituting Eq. (5.56) into Eq. (5.54) leads to

$$
\pi_{k}(y)=\int_{0}^{+\infty} \pi_{k-1}(z) R_{k-1}(z, y) \mathrm{d} z, \quad \text { for } k \geqslant 1
$$

Using the normalization condition yields that the positive constant $\kappa$ is determined by $\sum_{l=0}^{\infty} \int_{0}^{+\infty} \pi_{l}(x) \mathrm{d} x=1$. This completes the proof.

Remark 5.3 For the continuous-time level-independent QBD process with continuous phase variable whose matrix $Q(x, y)$ of generalized density functions is given in Eq. (5.68), by means of the uniformization technique we can transform this continuous-time QBD process to a discrete-time level-independent QBD process with continuous phase variable whose matrix of generalized density functions is given by

$$
P(x, y)=\Delta(x, y)+\Omega(x, y) Q(x, y),
$$

where

$$
\Delta(x, y)=\operatorname{diag}\left(\delta_{x y}, \delta_{x y}, \delta_{x y}, \ldots\right)
$$

and

$$
\Omega(x, y)=\operatorname{diag}\left(\Lambda^{-1}(x), \Theta^{-1}(x), \Theta^{-1}(x), \ldots\right)
$$

Based on this, we can compute the stationary probability distribution of the continuous-time QBD process with continuous phase variable in terms of that algorithm proposed for the corresponding discrete-time $Q B D$ process.

### 5.5.2 The LU-Type $\boldsymbol{R} \boldsymbol{G}$-Factorization

We now provide a computable framework for solving the following integral equation

$$
\begin{equation*}
\int_{0}^{+\infty} \varphi(x) Q(x, y) \mathrm{d} x=f(y), \tag{5.57}
\end{equation*}
$$

given that $f(y) \neq 0$ for some $y \geqslant 0$ and $Q(x, \mathcal{B})$ is the kernel matrix of the continuous-time QBD process with continuous phase variable. The solution is a key for deriving expressions for some transient performance measures in stochastic models, for example, the probability distribution at time $t$, the distribution of a first passage time and the distribution of a sojourn time.

It is easy to obtain that $\varphi(x)=\int_{0}^{+\infty} f(y) Q_{\max }^{\langle-\rangle}(y, x) \mathrm{d} y$. Thus, it is necessary to provide an expression for the maximal negative matrix-integral inverse of $Q(x, y)$. For simplicity, we introduce the notation

$$
f(x, y) \circledast g(x, y)=\int_{0}^{+\infty} f(x, z) g(z, y) \mathrm{d} z .
$$

We write

$$
Y_{k}^{(l)}(x, y)=G_{l}(x, y) \circledast G_{l-1}(x, y) \circledast \ldots \circledast G_{l-k+1}(x, y), \quad l \geqslant k \geqslant 1,
$$

and

$$
Z_{k}^{(l)}(x, y)=R_{l+1}(x, y) \circledast R_{l+2}(x, y) \circledast \ldots \circledast R_{l+k}(x, y), \quad k \geqslant 1, l \geqslant 0 .
$$

Theorem 5.6 If the continuous-time QBD process with continuous phase variable given in Eq. (5.36) is transient, then

$$
Q_{\max }^{\langle-\rangle}(x, y)=\left[I(x, y)-G_{L}(x, y)\right]^{(-)} \circledast\left[U_{D}(x, y)\right]_{\max }^{(-)} \circledast\left[I(x, y)-R_{U}(x, y)\right]^{(-\rangle},
$$

where

$$
\begin{gathered}
{\left[I(x, y)-G_{L}(x, y)\right]^{(-)}=\left(\begin{array}{cccc}
I(x, y) & & \\
Y_{1}^{(1)}(x, y) & I(x, y) & & \\
Y_{2}^{(2)}(x, y) & Y_{1}^{(2)}(x, y) & I(x, y) & \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right),} \\
{\left[U_{D}(z, u)\right]_{\max }^{(-)}=\operatorname{diag}\left(\left[U_{0}(x, y)\right]_{\max }^{(-)},\left[U_{1}(x, y)\right]_{\max }^{(-)}\left[U_{2}(x, y)\right]_{\max }^{(-)}, \ldots\right)}
\end{gathered}
$$

and

$$
\left[I(x, y)-R_{U}(x, y)\right]^{(-)}=\left(\begin{array}{cccc}
I(x, y) & Z_{1}^{(0)}(x, y) & Z_{2}^{(0)}(x, y) & \ldots \\
& I(x, y) & Z_{1}^{(1)}(x, y) & \ldots \\
& & I(x, y) & \ldots \\
& & & \ddots
\end{array}\right) .
$$

Proof We only need to check that

$$
Q_{\max }^{\langle-\rangle}(x, y) \circledast Q(x, y)=I(x, y)
$$

and

$$
Q(x, y) \circledast Q_{\max }^{(-\rangle}(x, y)=I(x, y) .
$$

Note that the matrices $I(x, y)-G_{L}(x, y)$ and $I(x, y)-R_{U}(x, y)$ of generalized density functions are lower-triangular and Eupper-triangular, respectively, thus their inverses are both unique. Some integral calculations lead to the stated result.

To solve the integral equation Eq. (5.57), it is necessary to derive another useful factorization: The $L U$-type $R G$-factorization for the continuous-time QBD process with continuous phase variable.

We write

$$
\bar{U}_{0}(x, y)=A_{1}^{(0)}(x, y)
$$

and

$$
\begin{equation*}
\bar{U}_{k}(x, y)=A_{1}^{(k)}(x, y)+A_{2}^{(k)}(x, y) \circledast\left[-\bar{U}_{k-1}(x, y)\right]^{(-)} \circledast A_{0}^{(k-1)}(x, y), \quad k \geqslant 1 \tag{5.58}
\end{equation*}
$$

It is easy to check that the generalized density function $\bar{U}_{k}(x, y)$ is invertible for $k \geqslant 0$.

Let the sequence $\left\{\bar{R}_{k}(x, y)\right\}$ of generalized density functions be the unique nonnegative solution to the system of integral equations

$$
\begin{align*}
\bar{R}_{k+1}(x, y) \circledast \bar{R}_{k}(x, y) \circledast & A_{0}^{(k-1)}(x, y)+\bar{R}_{k+1}(x, y) \circledast A_{1}^{(k)}(x, y) \\
& +A_{2}^{(k+1)}(x, y)=0, \quad k \geqslant 2, \tag{5.59}
\end{align*}
$$

with the boundary condition

$$
\begin{equation*}
\bar{R}_{1}(x, y)=A_{2}^{(1)}(x, y) \circledast\left[-\bar{U}_{0}(x, y)\right]^{(-\rangle} . \tag{5.60}
\end{equation*}
$$

Similarly, let the matrix sequence $\left\{\bar{G}_{k}(x, y)\right\}$ be the unique nonnegative solution to the system of integral equations

$$
\begin{align*}
A_{0}^{(k)}(x, y) & +A_{1}^{(k)}(x, y) \circledast \bar{G}_{k}(x, y) \\
& +A_{2}^{(k)}(x, y) \circledast \bar{G}_{k-1}(x, y) \circledast \bar{G}_{k}(x, y)=0, \quad k \geqslant 1, \tag{5.61}
\end{align*}
$$

with the boundary condition

$$
\begin{equation*}
\bar{G}_{0}(x, y)=\left[-\bar{U}_{0}(x, y)\right]^{(-)} \circledast A_{0}^{(0)}(x, y) . \tag{5.62}
\end{equation*}
$$

The following theorem provides the $L U$-type $R G$-factorization for the continuoustime QBD process with continuous phase variable. The proof is obvious and is omitted here.

Theorem 5.7 For the continuous-time QBD process with continuous phase variable given in Eq. (5.36), the LU-type $R G$-factorization is given by

$$
\begin{equation*}
Q(x, y)=\left[I(x, y)-\bar{R}_{L}(x, y)\right] \circledast \bar{U}_{D}(x, y) \circledast\left[I(x, y)-\bar{G}_{U}(x, y)\right], \tag{5.63}
\end{equation*}
$$

where

$$
\begin{array}{r}
\bar{U}_{D}(x, y)=\operatorname{diag}\left(\bar{U}_{0}(x, y), \bar{U}_{1}(x, y), \bar{U}_{2}(x, y), \bar{U}_{3}(x, y), \ldots\right), \\
\bar{R}_{L}(x, y)=\left(\begin{array}{ccccc}
0 & & & & \\
\bar{R}_{1}(x, y) & 0 & & & \\
& \bar{R}_{2}(x, y) & 0 & & \\
& & \bar{R}_{3}(x, y) & 0 & \\
& & & \ddots & \ddots
\end{array}\right)
\end{array}
$$

and

$$
\bar{G}_{U}=\left(\begin{array}{ccccc}
0 & \bar{G}_{0}(x, y) & & & \\
& 0 & \bar{G}_{1}(x, y) & & \\
& & 0 & \bar{G}_{2}(x, y) & \\
& & & 0 & \ddots \\
& & & & \ddots
\end{array}\right) .
$$

We write

$$
\begin{equation*}
\bar{X}_{k}^{(l)}(x, y)=\bar{R}_{l}(x, y) \circledast \bar{R}_{l-1}(x, y) \circledast \ldots \circledast \bar{R}_{l-k+1}(x, y), \quad l \geqslant k \geqslant 1, \tag{5.64}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{Y}_{k}^{(l)}(x, y)=\bar{G}_{l}(x, y) \circledast \bar{G}_{l+1}(x, y) \circledast \ldots \circledast \bar{G}_{l+k-1}(x, y), \quad k \geqslant 1, l \geqslant 0 . \tag{5.65}
\end{equation*}
$$

The following Theorem provides expressions for each entry in the maximal nonpositive inverse $Q_{\text {max }}^{\langle-\rangle}(x, y)$. We set $Q_{\max }^{-1}(x, y)=\left(q_{m, n}(x, y)\right)_{m, n \geqslant 0}$ partitioned according to the levels.

Theorem 5.8 For the continuous-time $Q B D$ process with continuous phase variable given in Eq. (5.36), we have

$$
q_{m, n}(x, y)= \begin{cases}\bar{U}_{m}^{\langle-}(x, y) \circledast \bar{X}_{m-n}^{(m)}(x, y)+\sum_{i=1}^{\infty} \bar{Y}_{i}^{(m)}(x, y) \circledast \bar{U}_{i+m}^{\langle \rangle}(x, y) \\ \circledast \bar{X}_{i+m-n}^{(i+m)}(x, y), & \text { if } 0 \leqslant n \leqslant m-1, \\ \bar{U}_{m}^{\langle-}(x, y)+\sum_{i=1}^{\infty} \bar{Y}_{i}^{(m)}(x, y) \circledast \bar{U}_{i+m}^{\langle>}(x, y) \circledast \bar{X}_{i}^{(i+m)}(x, y), \\ \bar{Y}_{n-m}^{(m)}(x, y) \circledast \bar{U}_{n}^{(-\rangle}(x, y)+\sum_{i=n-m+1}^{\infty} \bar{Y}_{i}^{(m)}(x, y) \circledast \bar{U}_{i+m}^{\langle-\rangle}(x, y) \\ \circledast \bar{X}_{i-(n-m)}^{(i+m)}(x, y), & \text { if } n \geqslant m+1 .\end{cases}
$$

### 5.6 Structured Matrix Expressions

In this section, if the matrix of generalized density functions of the continuous-time QBD process with continuous phase variable is in $L_{2}\left([0,+\infty)^{2}\right)$, then the integral equations given in the above section can be converted into the associated matrix equations. Therefore, some useful matrix-structured formulae, which resemble that in Section 1.3, are derived again. This leads to an algebraically algorithmic framework for calculating some performance measures of the continuous-time QBD processes with continuous phase variable.

Since $Q(x, y) \in L_{2}\left([0,+\infty)^{2}\right)$, we obtain that for either $k=0, i=0,1$ or $k \geqslant 1$, $i=0,1,2$,

$$
A_{i}^{(k)}(x, y)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} a_{i, m, n}^{(k)} \psi_{m}(x) \psi_{n}(y)=\Psi(x) \mathbf{A}_{i}^{(k)} \Psi(y)^{\mathrm{T}},
$$

where $\left\{\psi_{i}(x)\right\}$ is an orthogonal basis in $L_{2}([0,+\infty))$,

$$
\Psi(x)=\left(\psi_{0}(x), \psi_{1}(x), \psi_{2}(x), \ldots\right)
$$

and

$$
\mathbf{A}_{i}^{(k)}=\left(\begin{array}{cccc}
a_{i, 00}^{(k)} & a_{i, 01}^{(k)} & a_{i, 02}^{(k)} & \ldots \\
a_{i, 10}^{(k)} & a_{i, 11}^{(k)} & a_{i, 12}^{(k)} & \ldots \\
a_{i, 20}^{(k)} & a_{i, 21}^{(k)} & a_{i, 22}^{(k)} & \ldots \\
\vdots & \vdots & \vdots &
\end{array}\right)
$$

We write

$$
D(x)=\operatorname{diag}(\Psi(x), \Psi(x), \Psi(x), \ldots)
$$

and

$$
{ }_{k} Q=\left(\begin{array}{ccccc}
\mathbf{A}_{1}^{(k)} & \mathbf{A}_{0}^{(k)} & & & \\
\mathbf{A}_{2}^{(k+1)} & \mathbf{A}_{1}^{(k+1)} & \mathbf{A}_{0}^{(k+1)} & & \\
& \mathbf{A}_{2}^{(k+2)} & \mathbf{A}_{1}^{(k+2)} & \mathbf{A}_{0}^{(k+2)} & \\
& & \ddots & \ddots & \ddots
\end{array}\right) .
$$

Note that ${ }_{0} Q(x, y)=Q(x, y)$ and ${ }_{0} Q=Q$. It is easy to check that for $k \geqslant 0$,

$$
{ }_{k} Q(x, y)=D(x)\left({ }_{k} Q\right) D(y)^{\mathrm{T}} .
$$

Proposition 5.3 (1) The matrix-identity kernel is given by

$$
I(x, y)=D(x) D(y)^{\mathrm{T}} .
$$

(2) For $k \geqslant 1$, the maximal negative matrix-integral inverse of the matrix ${ }_{k} Q(x, y)$ is given by

$$
\begin{equation*}
{ }_{k} Q_{\max }^{\langle-\rangle}(x, y)=D(x)\left[{ }_{k} Q^{\langle-\rangle}\right] D(y)^{\mathrm{T}}, \tag{5.66}
\end{equation*}
$$

where ${ }_{k} Q^{\langle-\rangle}$is an inverse of the matrix ${ }_{k} Q$.
Proof We only prove (1), while (2) can be proved similarly.
We assume that the matrix-identity kernel $I(x, y)=D(x) C D(y)^{\mathrm{T}}$, where the matrix $C$ is unknown. Let $B(x, y)$ be an arbitrary matrix of generalized density functions in $L_{2}\left([0,+\infty)^{2}\right)$. Then

$$
B(x, y)=D(x) B D(y)^{\mathrm{T}} .
$$

Notice that

$$
\int_{0}^{+\infty} I(x, z) B(z, y) \mathrm{d} z=B(x, y)
$$

and

$$
\int_{0}^{+\infty} B(x, z) I(z, y) \mathrm{d} z=B(x, y),
$$

we obtain

$$
D(x)(I-C) B D(y)^{\mathrm{T}}=0
$$

and

$$
D(x) B(I-C) D(y)^{\mathrm{T}}=0 .
$$

Since $\left\{\psi_{i}(x)\right\}$ is an orthogonal basis in $L_{2}([0,+\infty))$ and the matrix $B$ is arbitrary, we obtain $C=I$. This completes the proof.

The following proposition provides an algebraically computational framework for calculating the kernel sequences $\left\{R_{k}(x, y), k \geqslant 0\right\},\left\{G_{k}(x, y), k \geqslant 1\right\}$ and $\left\{U_{l}(x, y), l \geqslant 0\right\}$. The proof is obvious and is omitted here.

Proposition 5.4 Let $N_{k}$ be the (1,1)st block of the matrix ${ }_{-} Q^{(-\rangle}$corresponding to the block-structure of the matrix ${ }_{k} Q$, given in Eq. (5.66).
(1) For $k \geqslant 0$

$$
R_{k}(x, y)=\Psi(x) R_{k} \Psi(y)^{\mathrm{T}}
$$

where $R_{k}=\mathbf{A}_{0}^{(k)} N_{k+1}$ satisfies the system of matrix equations

$$
\begin{equation*}
\mathbf{A}_{0}^{(k)}+R_{k} \mathbf{A}_{1}^{(k+1)}+R_{k} R_{k+1} \mathbf{A}_{2}^{(k+2)}=0 . \tag{5.67}
\end{equation*}
$$

(2) For $k \geqslant 1$

$$
G_{k}(x, y)=\Psi(x) G_{k} \Psi(y)^{\mathrm{T}},
$$
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where $G_{k}=N_{k} \mathbf{A}_{2}^{(k)}$ satisfies the system of matrix equations

$$
\mathbf{A}_{2}^{(k)}+\mathbf{A}_{1}^{(k)} G_{k}+\mathbf{A}_{0}^{(k)} G_{k+1} G_{k}=0 .
$$

(3) For $l \geqslant 0$,

$$
U_{l}(x, y)=\Psi(x) U_{l} \Psi(y)^{\mathrm{T}},
$$

where

$$
U_{l}=\mathbf{A}_{1}^{(l)}+R_{l} \mathbf{A}_{2}^{(l+1)}=\mathbf{A}_{1}^{(l)}+\mathbf{A}_{0}^{(l)} G_{l+1} .
$$

Furthermore,

$$
N_{k}=-U_{k}^{(-)}, \quad k \geqslant 1,
$$

while $U_{0}$ is singular if the $Q B D$ process is recurrent, otherwise it is invertible.
Remark 5.4 The sequence $\left\{R_{k}\right\}$ is a non-zero solution to the system of matrix Eq. (5.67). However, a non-zero solution to the system of matrix Eq. (5.67) may not be the sequence $\left\{R_{k}\right\}$, because the system of matrix Eq. (5.67) possibly has different non-zero solutions, e.g., see Gail, Hantler and Taylor [13]. From the viewpoint of solutions, it is necessary but more difficult to provide conditions for identifying whether a non-zero solution to the system of matrix Eq. (5.67) is the sequence $\left\{R_{k}\right\}$. At the same time, the sequence $\left\{G_{k}\right\}$ also has the same characteristics.

The following theorem provides a matrix-structured form for the $R G$-factorization, which will be useful in constructing algebraically algorithmic solutions for the continuous-time QBD processes with continuous phase variable.

Theorem 5.9

$$
Q=\left(I-R_{U}\right) U_{D}\left(I-G_{L}\right),
$$

where

$$
\begin{aligned}
& U_{D}=\operatorname{diag}\left(U_{0}, U_{1}, U_{2}, \ldots\right), \\
& R_{U}=\left(\begin{array}{ccccc}
0 & R_{0} & & & \\
& 0 & R_{1} & & \\
& & 0 & R_{2} & \\
& & & \ddots & \ddots
\end{array}\right)
\end{aligned}
$$

and

$$
G_{L}=\left(\begin{array}{cccc}
0 & & & \\
G_{1} & 0 & & \\
& G_{2} & 0 & \\
& & \ddots & \ddots
\end{array}\right) .
$$

Proof Note that

$$
\begin{aligned}
Q(x, y) & =D(x) Q D(y)^{\mathrm{T}}, \\
U_{D}(x, y) & =D(x) U_{D} D(y)^{\mathrm{T}}, \\
R_{U}(x, y) & =D(x) R_{U} D(y)^{\mathrm{T}}, \\
G_{L}(x, y) & =D(x) G_{L} D(y)^{\mathrm{T}},
\end{aligned}
$$

it follows from Eq. (5.48) that

$$
D(x)\left[Q-\left(I-R_{U}\right) U_{D}\left(I-G_{L}\right)\right] D(y)^{\mathrm{T}}=0 .
$$

Therefore, we obtain

$$
Q=\left(I-R_{U}\right) U_{D}\left(I-G_{L}\right) .
$$

This completes the proof.
The following theorem provides an algebraically computational framework for calculating the generalized density function $\pi(x)$ of stationary probability distribution.

Theorem 5.10 If the continuous-time $Q B D$ process with continuous phase variable is Harris recurrent and ergodic, then

$$
\pi_{l}(y)=S_{l} \Psi(y)^{\mathrm{T}}, \quad l \geqslant 0,
$$

where the row vector $S_{l}$ is iteratively determined by

$$
S_{l}=S_{l-1} R_{l-1}, \quad l \geqslant 1,
$$

and $S_{0}$ is a non-zero solution to the equation $S_{0} U_{0}=0$ satisfying $S_{0} \Psi(y)^{\mathrm{T}}>0$ for some $y \geqslant 0$.

Proof It follows from Eq. (5.49) that

$$
\left(S_{l}-S_{l-1} R_{l-1}\right) \Psi(y)^{\mathrm{T}}=0 .
$$

Since $\left\{\psi_{i}(x)\right\}$ is an orthogonal basis in $L_{2}([0,+\infty))$, we obtain $S_{l}=S_{l-1} R_{l-1}$. On the other hand, $\int_{0}^{+\infty} \pi_{0}(x) U_{0}(x, y) \mathrm{d} x=0$ and $\sum_{k=0}^{\infty} \int_{0}^{+\infty} \pi_{k}(x) \mathrm{d} x=1$ imply $S_{0} U_{0}=0$ and $S_{0} \neq 0$. Note that $\pi_{0}(y)>0$ for some $y \geqslant 0$, hence $S_{0} \Psi(y)^{\mathrm{T}}>0$ for some $y \geqslant 0$. This completes the proof.

We now discuss an important special case: A continuous-time level-independent QBD process with continuous phase variable whose matrix of generalized density functions is given by

$$
Q(x, y)=\left(\begin{array}{ccccc}
B_{1}(x, y) & B_{0}(x, y) & & &  \tag{5.68}\\
B_{2}(x, y) & A_{1}(x, y) & A_{0}(x, y) & & \\
& A_{2}(x, y) & A_{1}(x, y) & A_{0}(x, y) & \\
& & \ddots & \ddots & \ddots
\end{array}\right)
$$

In this case, we have

$$
R_{k}(x, y)=R(x, y), \quad k \geqslant 1,
$$

and the generalized density function of the stationary probability is given by

$$
\left\{\begin{aligned}
\pi_{0}(x)= & \kappa v_{0}(x) \\
\pi_{1}(x)= & \int_{0}^{+\infty} \pi_{0}(z) R_{0}(z, x) \mathrm{d} z \\
\pi_{k}(x)= & \int_{0}^{+\infty} \int_{0}^{+\infty} \cdots \int_{0}^{+\infty} \pi_{1}\left(z_{1}\right) R\left(z_{1}, z_{2}\right) \\
& \cdot R\left(z_{2}, z_{3}\right) \ldots R\left(z_{k-1}, x\right) \mathrm{d} z_{1} \mathrm{~d} z_{2} \ldots \mathrm{~d} z_{k-1}, \quad k \geqslant 2
\end{aligned}\right.
$$

At the same time, we have

$$
\left\{\begin{array}{l}
S_{1}=S_{0} R_{0}, \\
S_{k}=S_{1} R^{k-1}, \quad \text { for } k \geqslant 2
\end{array}\right.
$$

Now, we provide an algorithm framework for computing the stationary distribution of the continuous-time level-independent QBD process with continuous phase variable whose matrix of generalized density functions is given in Eq. (5.68). We assume that the QBD process is Harris recurrent and ergodic, and each entry of its matrix of generalized density functions is in $L\left([0,+\infty)^{2}\right)$.

To compute the stationary distribution of the QBD process, we describe an orthogonal algorithm as follows:

Step 1 Orthogonal basis and orthogonal expansion
Let the function sequence $\left\{\psi_{n}(x), n \geqslant 0\right\}$ be an orthogonal basis in $L_{2}([0,+\infty))$. Then for an arbitrary function $f(x, y) \in L_{2}\left([0,+\infty)^{2}\right)$, we have

$$
f(x, y)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} f_{m, n} \psi_{m}(x) \psi_{n}(y),
$$

where

$$
f_{m, n}=\int_{0}^{+\infty} \int_{0}^{+\infty} f(x, y) \psi_{m}(x) \psi_{n}(y) \mathrm{d} x \mathrm{~d} y, \quad m, n \geqslant 0
$$

Step 2 Orthogonal expansions for kernel elements
Using the orthogonal basis $\left\{\psi_{n}(x), n \geqslant 0\right\}$ given in Step 1 , we provide the orthogonal expansion for each entry of the matrix $Q(x, y)$ given in Eq. (5.68).

First, we give the orthogonal expansions for the off-diagonal entries $A_{0}(x, y)$, $A_{2}(x, y), B_{0}(x, y), B_{2}(x, y)$ as follows:

$$
A_{i}(x, y)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} a_{m, n}^{(i)} \psi_{m}(x) \psi_{n}(y), \quad i=0,2
$$

and

$$
B_{i}(x, y)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} b_{m, n}^{(i)} \psi_{m}(x) \psi_{n}(y), \quad i=0,2
$$

We take the matrix $A_{i}$ with the $(m, n)$ th entry $a_{m, n}^{(i)}$ and the matrix $B_{i}$ with the ( $m, n$ )th entry $b_{m, n}^{(i)}$ for $i=0,2$.

Then, we give the orthogonal expansions for the diagonal entries $A_{1}(x, y)$ and $B_{1}(x, y)$, respectively. To that end, we write

$$
\Lambda(x)=-\left[B_{0}(x,[0,+\infty))+B_{1}(x,[0, x) \cup(x,+\infty))\right]
$$

and

$$
\Theta(x)=-\left[A_{0}(x,[0,+\infty))+A_{1}(x,[0, x) \cup(x,+\infty))+A_{2}(x,[0,+\infty))\right]
$$

Note that

$$
\Theta(x)=-\left[A_{0}(x,[0,+\infty))+A_{1}(x,[0, x) \bigcup(x,+\infty))+B_{2}(x,[0,+\infty))\right]
$$

due to $B_{2}(x,[0,+\infty))=A_{2}(x,[0,+\infty))$. It is easy to see that for any $x, y \geqslant 0$,

$$
A_{1}(x, y)=A_{1}(x, y)\left[1-\delta_{x y}\right]+\Theta(x) \delta_{x y}
$$

and

$$
B_{1}(x, y)=B_{1}(x, y)\left[1-\delta_{x y}\right]+\Lambda(x) \delta_{x y} .
$$

Let

$$
A_{1}(x, y)\left[1-\delta_{x y}\right]=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} a_{m, n}^{(1,1)} \psi_{m}(x) \psi_{n}(y)
$$

and

$$
\Theta(x) \delta_{x y}=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} a_{m, n}^{(1,2)} \psi_{m}(x) \psi_{n}(y) .
$$

Then

$$
A_{1}(x, y)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} a_{m, n}^{(1)} \psi_{m}(x) \psi_{n}(y)
$$

where

$$
a_{m, n}^{(1)}=a_{m, n}^{(1,1)}+a_{m, n}^{(1,2)}, \quad m, n \geqslant 0 .
$$

Therefore, we take the matrix $A_{1}$ with the $(m, n)$ th entry $a_{m, n}^{(1)}$.
Similarly, let

$$
B_{1}(x, y)\left[1-\delta_{x y}\right]=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} b_{m, n}^{(1,1)} \psi_{m}(x) \psi_{n}(y)
$$

and

$$
\Lambda(x) \delta_{x y}=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} b_{m, n}^{(1,2)} \psi_{m}(x) \psi_{n}(y) .
$$

Then

$$
B_{1}(x, y)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} b_{m, n}^{(1)} \psi_{m}(x) \psi_{n}(y),
$$

where

$$
b_{m, n}^{(1)}=b_{m, n}^{(1,1)}+b_{m, n}^{(1,2)}, \quad m, n \geqslant 0 .
$$

We take the matrix $B_{1}$ with the $(m, n)$ th entry $b_{m, n}^{(1)}$.
Step 3 Computation of the stationary probability distribution
Let $R$ be a non-zero solution to the matrix equation $A_{0}+R A_{1}+R^{2} A_{2}=0$ with the setting that $R=\lim _{N \rightarrow \infty} R(N)$, where $R(0)=0$ and $R(N)=-A_{0} A_{1}^{-1}-R(N-1)^{2} A_{2} A_{1}^{-1}$ for $N \geqslant 1$. If $S_{0}$ is the non-zero solution to the matrix equation $S_{0} U_{0}=0$, where $U_{0}=B_{1}+B_{0}\left[-\left(A_{1}+R A_{2}\right)\right]^{-1} B_{2}$, then the stationary probability distribution is given by

$$
\pi_{l}(y)=S_{0} R_{0} R^{l} \Psi(y)^{\mathrm{T}}, \quad l \geqslant 0, y \geqslant 0
$$

where $\Psi(y)=\left(\psi_{0}(y), \psi_{1}(y), \psi_{3}(y), \ldots\right)$.
Step 4 A truncated approximation
When the sizes of the matrices $A_{1}$ and / or $B_{1}$ are infinite, it is necessary to truncate the matrices in order to compute the matrix $R$ and / or the vector $S_{0}$ approximately. After choosing a larger positive integer $N$, for $i=0,1,2$ we take

$$
A_{i}=\left(\begin{array}{cccc}
a_{0,0}^{(i)} & a_{0,1}^{(i)} & \ldots & a_{0, N}^{(i)} \\
a_{1,0}^{(i)} & a_{1,1}^{(i)} & \ldots & a_{1, N}^{(i)} \\
\vdots & \vdots & & \vdots \\
a_{N, 0}^{(i)} & a_{N, 1}^{(i)} & \ldots & a_{N, N}^{(i)}
\end{array}\right)
$$

and

$$
B_{i}=\left(\begin{array}{cccc}
b_{0,0}^{(i)} & b_{0,1}^{(i)} & \ldots & b_{0, N}^{(i)} \\
b_{10}^{(i)} & b_{1,1}^{(i)} & \ldots & b_{1, N}^{(i)} \\
\vdots & \vdots & & \vdots \\
b_{N, 0}^{(i)} & b_{N, 1}^{(i)} & \ldots & b_{N, N}^{(i)}
\end{array}\right)
$$

For these new matrices $A_{i}$ and $B_{i}$ for $i=0,1,2$, after going to step 3 again, we can give an approximate probability distribution below

$$
\tilde{\pi}_{l}(y)=S_{0} R_{0} R^{l} \Psi(y)^{\mathrm{T}}, \quad l \geqslant 0, y \geqslant 0,
$$

where $\Psi(y)=\left(\psi_{0}(y), \psi_{1}(y), \ldots, \psi_{N}(y)\right), S_{0}$ is a row vector of dimension $N+1$, $R_{0}$ and $R$ are two matrices of order $N+1$.

Now, we provide a structure for the numbers $a_{m, n}^{(1,2)}$ and $b_{m, n}^{(1,2)}$ for $m, n \geqslant 0$. To that end, we need to note a crucial result for the $\delta$-function $\delta_{x y}$ for $x, y \geqslant 0$ as follows:

$$
\int_{0}^{+\infty} \Theta(x) \delta_{x y} \mathrm{~d} y=\Theta(x)
$$

Let

$$
\Theta(x)=\sum_{m=0}^{\infty} a_{m} \psi_{m}(x) .
$$

Then

$$
\begin{aligned}
a_{m, n}^{(1,2)} & =\int_{0}^{+\infty} \int_{0}^{+\infty} \Theta(x) \delta_{x y} \psi_{m}(x) \psi_{n}(y) \mathrm{d} x \mathrm{~d} y \\
& =\int_{0}^{+\infty} \Theta(x) \psi_{m}(x) \psi_{n}(x) \mathrm{d} x \\
& = \begin{cases}a_{m}, & \text { if } m=n, \\
0, & \text { if } m \neq n .\end{cases}
\end{aligned}
$$

Similarly, we have

$$
b_{m, n}^{(1,2)}= \begin{cases}b_{m}, & \text { if } m=n, \\ 0, & \text { if } m \neq n\end{cases}
$$

where

$$
\Lambda(x)=\sum_{m=0}^{\infty} b_{m} \psi_{m}(x) .
$$

## Constructive Computation in Stochastic Models with Applications

The following theorem constructs a basic relationship among these numbers $a_{m, n}^{(i)}$ and $b_{m, n}^{(i)}$ for $i=0,1,2$ and $m, n \geqslant 0$. This relationship is similar to the ordinary result that each row sum is zero in the infinitesimal generator of a continuous-time QBD process with countable phases.

Theorem 5.11 Let $c_{n}=\int_{0}^{+\infty} \psi_{n}(y) \mathrm{d} y$. For each given $m \geqslant 0$, we have

$$
\begin{equation*}
a_{m}=-\left[\sum_{n=0}^{\infty} c_{n}\left[a_{m, n}^{(1,1)}+\sum_{i=0,2} a_{m, n}^{(i)}\right]\right] . \tag{1}
\end{equation*}
$$

(2)

$$
b_{m}=-\left[\sum_{n=0}^{\infty} c_{n}\left[b_{m, n}^{(1,1)}+b_{m, n}^{(0)}\right]\right] .
$$

Proof We only prove (1), while the proof of (2) is similar.
Note the QBD process is Harris recurrent and ergodic, we yield

$$
\int_{0}^{+\infty}\left[A_{0}(x, y)+A_{1}(x, y)+A_{2}(x, y)\right] \mathrm{d} y=0 .
$$

Using the orthogonal expansions given in Step 2, we obtain

$$
\begin{aligned}
& \int_{0}^{+\infty} A_{0}(x, y) \mathrm{d} y=\sum_{m=0}^{\infty} \psi_{m}(x) \sum_{n=0}^{\infty} c_{n} a_{m, n}^{(0)}, \\
& \int_{0}^{+\infty} A_{2}(x, y) \mathrm{d} y=\sum_{m=0}^{\infty} \psi_{m}(x) \sum_{n=0}^{\infty} c_{n} a_{m, n}^{(2)},
\end{aligned}
$$

and the relation $A_{1}(x, y)=A_{1}(x, y)\left[1-\delta_{x y}\right]+\Theta(x) \delta_{x y}$ leads to

$$
\int_{0}^{+\infty} A_{1}(x, y)\left[1-\delta_{x y}\right] \mathrm{d} y=\sum_{m=0}^{\infty} \psi_{m}(x) \sum_{n=0}^{\infty} c_{n} a_{m, n}^{(1,1)}
$$

and

$$
\int_{0}^{+\infty} \Theta(x) \delta_{x y} \mathrm{~d} y=\sum_{m=0}^{\infty} \psi_{m}(x) a_{m}
$$

Thus, we obtain

$$
\sum_{m=0}^{\infty} \psi_{m}(x)\left\{a_{m}+\left[\sum_{n=0}^{\infty} c_{n}\left[a_{m, n}^{(1,1)}+\sum_{i=0,2} a_{m, n}^{(i)}\right]\right]\right\}=0
$$

Since $\left\{\psi_{m}(x), m \geqslant 0\right\}$ is an orthogonal basis in $L_{2}([0 .+\infty))$, we obtain that for
each given $m \geqslant 0$,

$$
a_{m}=-\left[\sum_{n=0}^{\infty} c_{n}\left[a_{m, n}^{(1,1)}+\sum_{i=0,2} a_{m, n}^{(i)}\right]\right] .
$$

This completes the proof.
We now extend the mean drift condition of the continuous-time level-independent QBD process with countable phases to the corresponding QBD process $Q(x, y)$ for $x, y \geqslant 0$ with continuous phase. To do this, for $x, y \geqslant 0$ we write

$$
A(x, y)=A_{0}(x, y)+A_{1}(x, y)+A_{2}(x, y)
$$

and

$$
\begin{aligned}
U_{0}(x, y) & =B_{1}(x, y)+\int_{0}^{+\infty} R_{0}(x, z) B_{2}(z, y) \mathrm{d} z \\
& =B_{1}(x, y)+\int_{0}^{+\infty} B_{0}(x, z) G_{1}(z, y) \mathrm{d} z .
\end{aligned}
$$

We assume that the two Markov chains $A(x, y)$ and $U_{0}(x, y)$ on continuous state space are all Harris recurrent and ergodic. Let $\omega(x)$ be the stationary probability distribution of the Markov chain $A(x, y)$. Then $\int_{0}^{+\infty} \omega(x) A(x, y) \mathrm{d} x=0$ for each $y \geqslant 0$ and $\int_{0}^{+\infty} \omega(x) \mathrm{d} x=1$.

Using a similar analysis on the mean drift condition of the continuous-time level-independent QBD process with countable phases, it is easy to see that the QBD process $Q(x, y)$ is Harris recurrent and ergodic if for all $y \geqslant 0$,

$$
\int_{0}^{+\infty} \omega(x) A_{0}(x, y) \mathrm{d} x<\int_{0}^{+\infty} \omega(x) A_{2}(x, y) \mathrm{d} x .
$$

When using an orthogonal base to provide orthogonal expansions for some entries of the matrix of the generalized density functions given in Eq. (5.68), it is easy to see that the signs of the orthogonal coefficients always alternate. For this, the subtractive cancellation may be catastrophic in order to compute the matrix $R$ in Step 3 according to the basic iterative procedure: $R=\lim _{N \rightarrow \infty} R(N)$, where $R(0)=0$ and $R(N)=-A_{0} A_{1}^{-1}-R(N-1)^{2} A_{2} A_{1}^{-1}$ for $N \geqslant 1$. In general, the sign alternation and the subtractive cancellation may result in the fact that the basic iterative computation is not numerically stable unless the size of the orthogonal expansion is small or otherwise is well structured.

We now provide an example to indicate how the orthogonal algorithm works, which demonstrates that the algorithm is full of promise for numerical computation of the QBD process with continuous phase. We take the entries of the matrix $Q(x, y)$ given in Eq. (5.68) as follows:
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$$
\begin{aligned}
& B_{1}(x, y) \equiv-1, B_{0}(x, y) \equiv 1, \quad \text { for all } x, y \geqslant 0, \\
& A_{0}(x, y)=x y \exp \left\{-\frac{1}{2}(x+y)\right\}, \\
& A_{1}(x, y)=\frac{1}{3} x(y+2) \exp \left\{-\frac{1}{2}(x+y)\right\}\left[1-\delta_{x y}\right] \\
&+\left[-9 \frac{2}{3}+6(1-x)\right] \exp \left\{-\frac{1}{2} x\right\} \delta_{x y}
\end{aligned}
$$

and

$$
A_{2}(x, y)=B_{2}(x, y)=\frac{1}{4}(x+1)(y+1) \exp \left\{-\frac{1}{2}(x+y)\right\} .
$$

It is easy to check that

$$
\begin{aligned}
& A_{0}(x, y)=\exp \left\{-\frac{1}{2} x\right\}(1,1-x)\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right)\binom{1}{1-y} \exp \left\{-\frac{1}{2} y\right\}, \\
& A_{2}(x, y)=\exp \left\{-\frac{1}{2} x\right\}(1,1-x)\left(\begin{array}{cc}
1 & -\frac{1}{2} \\
-\frac{1}{2} & \frac{1}{4}
\end{array}\right)\binom{1}{1-y} \exp \left\{-\frac{1}{2} y\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
A_{1}(x, y)= & \exp \left\{-\frac{1}{2} x\right\}(1,1-x)\left(\begin{array}{cc}
1 & -\frac{1}{3} \\
-1 & \frac{1}{3}
\end{array}\right)\binom{1}{1-y} \exp \left\{-\frac{1}{2} y\right\} \\
& +\exp \left\{-\frac{1}{2} x\right\}(1,1-x)\left(\begin{array}{cc}
-9 \frac{2}{3} & 0 \\
0 & 6
\end{array}\right)\binom{1}{1-y} \exp \left\{-\frac{1}{2} y\right\} \\
= & \exp \left\{-\frac{1}{2} x\right\}(1,1-x)\left(\begin{array}{rr}
-8 \frac{2}{3} & -\frac{1}{3} \\
-1 & 6 \frac{1}{3}
\end{array}\right)\binom{1}{1-y} \exp \left\{-\frac{1}{2} y\right\} .
\end{aligned}
$$

Note that $\left\{\exp \left\{-\frac{1}{2} x\right\},(1-x) \exp \left\{-\frac{1}{2} x\right\}\right\}$ are orthogonal bases in $L_{2}([0,+\infty))$, According to (1) in Remark 10, we obtain

$$
A_{0}=\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right), \quad A_{1}=\left(\begin{array}{rr}
-8 \frac{2}{3} & -\frac{1}{3} \\
-1 & 6 \frac{1}{3}
\end{array}\right), \quad A_{2}=\left(\begin{array}{cc}
-8 \frac{2}{3} & -\frac{1}{3} \\
-1 & 6 \frac{1}{3}
\end{array}\right) .
$$

Let $R$ be a non-zero solution to the matrix equation $A_{0}+R A_{1}+R^{2} A_{2}=0$, and this solution is iteratively obtained by using step 3 of the orthogonal algorithm. Then

$$
\pi_{l}(y)=\kappa\left(r_{1}, r_{2}\right) R^{l}\binom{1}{1-y} \exp \left\{-\frac{1}{2} y\right\},
$$

where $\left(r_{1}, r_{2}\right)=R_{0}$ and $\kappa$ is constant such that $\sum_{l=0}^{\infty} \int_{0}^{+\infty} \pi_{l}(y) \mathrm{d} y=1$.

### 5.7 A CMAP/CPH/1 Queue

In this section, we discuss a $C M A P / C P H / 1$ queue in terms of the continuous-time QBD process with continuous phase variable.

### 5.7.1 The CPH Distribution

Let $\lambda(x, \mathcal{B})$ on $[0,+\infty) \times \sigma([0,+\infty))$ and $\lambda(x, y)$ for $x, y \geqslant 0$ be the kernel and the generalized density function of the continuous-time Markov chain on continuous state space $[0,+\infty)$, respectively. We assume that

$$
\lambda(x,[0,+\infty))=\int_{0}^{x} \lambda(x, y) \mathrm{d} y+\lambda(x, x)+\int_{x}^{+\infty} \lambda(x, y) \mathrm{d} y \leqslant 0
$$

and there exists an interval $[a, b) \subset[0,+\infty)$ such that

$$
\begin{equation*}
\lambda(x,[0,+\infty))<0 \text { for all } x \in[a, b) . \tag{5.69}
\end{equation*}
$$

Let $\lambda^{(0)}(x)=-\lambda(x,[0,+\infty))$. Then it is easy to see that the absorbing rate of the Markov chain $\lambda(x, \mathcal{B})$ from state $x$ into the absorbing state is $\lambda^{(0)}(x)$ for $x \geqslant 0$. Using a similar discussion on the PH distribution with an irreducible expression ( $\alpha, T$ ) of size $m$ (e.g., see Neuts [23] for more details), we write the kernel expression of the CPH distribution as $(\alpha(x), \lambda(x, y))$, where $\alpha(x) \geqslant 0$ for $x \geqslant 0$ and $\int_{0}^{+\infty} \alpha(x) \mathrm{d} x=1$. A simple computation leads to explicit expression of the CPH distribution below:

$$
\begin{equation*}
F(t)=1-\int_{0}^{+\infty} \alpha(x) \exp \{\lambda(x, x) t\}\left[\int_{0}^{+\infty} \exp \{\lambda(x, y) t\} \mathrm{d} y\right] \mathrm{d} x . \tag{5.70}
\end{equation*}
$$

Note that

$$
0 \leqslant \exp \{\lambda(x, x) t\}\left[\int_{0}^{+\infty} \exp \{\lambda(x, y) t\} \mathrm{d} y\right] \leqslant 1 \quad \text { for all } x \in[0,+\infty)
$$

Remark 5.5 To understand Eq. (5.70), we analyze the expression for the ordinary PH distribution with irreducible representation $\{\beta, S\}$ of size $m$, where $\beta=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{m}\right)$ and $S=\left(s_{i, j}\right)_{1 \leqslant i, j \leqslant m}$. It is easy to check that

$$
\begin{aligned}
F(t) & =1-\beta \exp \{S t\} e \\
& =1-\sum_{i=1}^{m} \beta_{i} \exp \left\{s_{i, i} t\right\} \sum_{j \neq i}^{m}(\exp \{(S-\Lambda)\})_{i, j}
\end{aligned}
$$

where $\Lambda=\operatorname{diag}\left(s_{1,1}, s_{2,2}, \ldots, s_{m, m}\right)$.
It is well known from Neuts [23] that the PH distribution with an irreducible expression $(\alpha, T)$ of size $m$ for $m<\infty$ must be light-tailed. However, the CPH distribution with the kernel expression $(\alpha(x), \lambda(x, y))$ is either light-tailed or heavy-tailed. To construct the heavy-tailed case, we let

$$
\alpha(x)= \begin{cases}1, & \text { for } x \in[0,1], \\ 0, & \text { otherwise }\end{cases}
$$

$\lambda(x, y)=0$ for all $x \neq y$ and $\lambda(x, x)<0$ for all $x \in[0,+\infty)$. Then

$$
F(t)=1-\int_{0}^{1} \exp \{\lambda(x, x) t\} \mathrm{d} x .
$$

We take that $\lambda(x, x)=-\ln (a(x))$, where $a(x) \in(1,+\infty)$. It is clear that

$$
F(t)=1-\int_{0}^{1} \frac{\mathrm{~d} x}{[a(x)]^{t}} .
$$

When $a(x)=x^{-1}$, we have $F(t)=1-1 /(1+t)$; when $a(x)=x^{-t}$, we have $F(t)=$ $1-1 /\left(1+t^{2}\right)$. Obviously, $F(t)$ is heavy-tailed in each of the two cases.

### 5.7.2 The CMAP

Let $C(x, \mathcal{B})$ and $C(x, \mathcal{B})+D(x, \mathcal{B})$ on $[0,+\infty) \times \sigma([0,+\infty))$ be the kernels of the two continuous-time Markov chains on continuous state space $[0,+\infty)$, and $C(x, y)$ and $C(x, y)+D(x, y)$ the generalized density functions of the two Markov chains.

We further assume that
(1)

$$
C(x,[0,+\infty)) \leqslant 0
$$

and there exists an interval $[a, b)$ such that for each $x \in[a, b)$

$$
C(x,[0,+\infty))<0 .
$$

(2) The continuous-time Markov chain $C(x, \mathcal{B})+D(x, \mathcal{B})$ on $[0,+\infty) \times$ $\sigma([0,+\infty))$ is Harris recurrent and ergodic. Specifically, for $x \in[0,+\infty)$,

$$
C(x,[0,+\infty))+D(x,[0,+\infty))=0 .
$$

We write

$$
Q(x, \mathcal{B})=\left(\begin{array}{ccccc}
C(x, \mathcal{B}) & D(x, \mathcal{B}) & & & \\
& C(x, \mathcal{B}) & D(x, \mathcal{B}) & & \\
& & C(x, \mathcal{B}) & D(x, \mathcal{B}) & \\
& & & \ddots & \ddots
\end{array}\right)
$$

for $x \in[0,+\infty)$ and $\mathcal{B} \in \sigma([0,+\infty))$. The Markov process with kernel $Q(x, \mathcal{B})$ for $x \in[0,+\infty)$ and $\mathcal{B} \in \sigma([0,+\infty))$ is called a Markovian arrival process on continuous state space, denoted by CMAP.

Let $N(t)$ and $J(t)$ be the arrival number and the continuous phase of the CMAP at time $t$. We write

$$
P_{x, \mathcal{B}}(k, t)=P\{N(t)=k, J(t) \in \mathcal{B} \mid N(0)=0, J(t)=x\} .
$$

Then the probability sequence $\left\{P_{x, \mathcal{B}}(k, t), k \geqslant 0\right\}$ for $t \geqslant 0, x \in[0,+\infty)$ and $\mathcal{B} \in$ $\sigma([0,+\infty))$ satisfies the forward Chapman-Kolmogorov differential equations

$$
\frac{\partial}{\partial t} P_{x, \mathcal{B}}(0, t)=\int_{0}^{+\infty} P_{x, y}(0, t) C(y, \mathcal{B}) \mathrm{d} y
$$

and for $k \geqslant 1$

$$
\frac{\partial}{\partial t} P_{x, \mathcal{B}}(k, t)=\int_{0}^{+\infty} P_{x, y}(k, t) C(y, \mathcal{B}) \mathrm{d} y+\int_{0}^{+\infty} P_{x, y}(k-1, t) D(y, \mathcal{B}) \mathrm{d} y ;
$$

or the backward Chapman-Kolmogorov differential equations

$$
\frac{\partial}{\partial t} P_{x, \mathcal{B}}(0, t)=\int_{0}^{+\infty} C(x, y) P_{y, \mathcal{B}}(0, t) \mathrm{d} y
$$

and for $k \geqslant 1$

$$
\frac{\partial}{\partial t} P_{x, \mathcal{B}}(k, t)=\int_{0}^{+\infty} C(x, y) P_{y, \mathcal{B}}(k, t) \mathrm{d} y+\int_{0}^{+\infty} D(x, y) P_{y, \mathcal{B}}(k-1, t) \mathrm{d} y .
$$

Let

$$
P_{x, \mathcal{B}}^{*}(z, t)=\sum_{k=0}^{\infty} z^{k} P_{x, \mathcal{B}}(k, t) .
$$

Then

$$
\frac{\partial}{\partial t} P_{x, \mathcal{B}}^{*}(z, t)=\int_{0}^{+\infty} P_{x, y}^{*}(z, t)[C(y, \mathcal{B})+z D(y, \mathcal{B})] \mathrm{d} y
$$

or

$$
\frac{\partial}{\partial t} P_{x, \mathcal{B}}^{*}(z, t)=\int_{0}^{+\infty}[C(x, y)+z D(x, y)] P_{y, \mathcal{B}}^{*}(z, t) \mathrm{d} y .
$$

We assume that the continuous-time Markov chain with kernel $C(x, \mathcal{B})+D(x, \mathcal{B})$ on $[0,+\infty) \times \sigma([0,+\infty))$ is Harris recurrent and ergodic. Let $\theta(B)$ be the stationary probability of this Markov chain with kernel $C(x, \mathcal{B})+D(x, \mathcal{B})$. Then the stationary arrival rate of the CMAP is given by

$$
\lambda=\int_{0}^{+\infty} \int_{0}^{+\infty} \theta(x) D(x, y) \mathrm{d} x \mathrm{~d} y .
$$

### 5.7.3 The CMAP/CPH/1 Queue

Now, we use the CMAP and the CPH distribution to study a single server queue, where the customer arrivals form a CMAP with the kernel expression ( $C(x, y)$, $D(x, y))$, and the service times are i.i.d. with a CPH distribution with the kernel expression $(\beta(x), \mu(x, y)) . \mu^{(0)}(x)=\int_{0}^{+\infty} \mu(x, y) \mathrm{d} y$. We denote such a queue as the $C M A P / C P H / 1$ queue. Let $N(t), I(t)$ and $J(t)$ be the number of customers in this system at time $t$, the phases of the arrival and service processes at time $t$, respectively. $\{N(t), I(t), J(t), t \geqslant 0\}$ is a continuous-time QBD process with continuous phase variable whose matrix of generalized density functions is given by

$$
Q^{*}(x, y)=\left(\begin{array}{ccccc}
C(x, y) & D(x, y) & & & \\
\mu^{(0)}(x) \beta(y) & C(x, y)+\mu(x, y) & D(x, y) & & \\
& \mu^{(0)}(x) \beta(y) & C(x, y)+\mu(x, y) & D(x, y) & \\
& & \ddots & \ddots & \ddots
\end{array}\right) .
$$

Let $\theta(x)$ be the generalized density function of the stationary probability of the continuous-time Markov chain with continuous state space $[0,+\infty)$ whose generalized density function is $\Psi(x, y)=C(x, y)+D(x, y)+\mu(x, y)+\mu^{(0)}(x) \beta(y)$. Then it is easy to check that this system is stable if and only if

$$
\int_{0}^{+\infty} \int_{0}^{+\infty} \theta(x) D(x, y) \mathrm{d} x \mathrm{~d} y<\int_{0}^{+\infty} \int_{0}^{+\infty} \theta(x) \mu^{(0)}(x) \beta(y) \mathrm{d} x \mathrm{~d} y .
$$

We denote by $R(x, y)$ the minimal nonnegative solution to the integral equation

$$
\begin{aligned}
D(x, y)+ & \int_{0}^{+\infty} R(x, z)[C(z, y)+\mu(z, y)] \mathrm{d} z \\
& +\int_{0}^{+\infty} \int_{0}^{+\infty} R(x, z) R(z, u) \mu^{(0)}(u) \beta(y) \mathrm{d} u \mathrm{~d} z=0 .
\end{aligned}
$$

Let $\phi(x)$ be the generalized density function of the stationary probability of the censored Markov chain whose generalized density function is given by

$$
U_{0}(x, y)=C(x, y)+\int_{0}^{+\infty} R(x, z) \mu^{(0)}(z) \beta(y) \mathrm{d} z .
$$

We write the generalized density function $\pi(y)=\left(\pi_{0}(y), \pi_{1}(y), \pi_{2}(y), \ldots\right)$ of stationary probability distribution of the QBD process with the matrix $Q^{*}(x, y)$ of generalized density functions. Then

$$
\left\{\begin{array}{l}
\pi_{0}(y)=\kappa \phi(y) \\
\pi_{k}(y)=\int_{0}^{+\infty} \pi_{k-1}(z) R(z, y) \mathrm{d} z, \text { for } k \geqslant 1
\end{array}\right.
$$

where $\phi(y)$ is the stationary probability of the censored chain with kernel $U_{0}(x, y)$, and $\kappa$ is a positive constant such that $\sum_{k=0}^{\infty} \int_{0}^{+\infty} \pi_{k}(y) \mathrm{d} y=1$.

### 5.8 Piecewise Deterministic Markov Processes

In this section, we first study a piecewise deterministic Markov process (PDMP). Then we apply the PDMP to analyze the $G I / G / c$ queue, and provide the stationary and transient probability distributions of the queue length.

### 5.8.1 Semi-Dynamic Systems

A deterministic system is described as follows. Given an initial state $x_{0}$, the state $x_{t}$ of a deterministic system at time $t$ is completely determined by the initial state
$x_{0}$ and time $t$. We denote by $x_{t}=\phi\left(t, x_{0}\right)$ the state change of this system. Obviously, $x_{t}$ is a function of $x_{0}$ and $t$. It can be seen that the function $\phi$ satisfies the following two conditions:
(1) $\phi(0, x)=x$;
(2) $\phi(t, \phi(s, x))=\phi(t+s, x)$.

In this case, the function $x_{t}=\phi\left(t, x_{0}\right)$ defines a dynamic system.
Let $E$ denote the state space of the dynamic system, and $\varepsilon$ the $\sigma$-algebra generated by the Borel subsets of $E$. Now, we define a local semi-dynamic system, which is useful in the study of the PDMPs later.

Definition 5.3 Let $(E, \varepsilon)$ be a Polish space. A local semi-dynamic system or a local semi-flow on $E$ is a measurable mapping $\phi: D \rightarrow E$, where $D \subset E \times \mathbb{R}_{+}$, such that for each $x \in E$

$$
D(x)=\left\{t \in \mathbb{R}_{+}:(t, x) \in D\right\}=[0, c(x))
$$

and $\phi$ satisfies the following two conditions:
(1) $\phi(0, x)=x$;
(2) for all $x \in E$ and all $s \in D(x)$,

$$
t \in D(\phi(s, x)) \text { if and only if } s+t \in D(x)
$$

and in this case

$$
\phi(t, \phi(s, x))=\phi(t+s, x) .
$$

Condition (2) in Definition 5.3 can be interpreted as the future of this system can be precisely predicted as long as the present state of this system is known, and is independent of its history. This is the Markov property for the local semi-dynamic system, which indicates that a Markov process is a random generalization of the local semi-dynamic system.

Now, we introduce some basic concepts for the local semi-dynamic system. The function $t \rightarrow \phi(t, x)$ is called a motion of the local semi-dynamic system, starting from state $x$. For each $x \in E$, the subset $E(x)=\{\phi(t, x): t \in D(x)\}$ is called a trajectory of the local semi-dynamic system, starting from state $x$. A state $x \in E$ is called an equilibrium point if $\phi(t, x)=x$ for all $t \in D(x)$. A trajectory $E(x)$ is said to be periodic if it is the trajectory of a periodic motion, that is, there exists the minimal positive number $T \in D(x)$ such that $\phi(t+T, x)=\phi(t, x)$ for all $t \in D(x)$, where state $x$ is also called to be periodic.

Theorem 5.12 If state $x \in E$ is periodic, then $D(x)=[0,+\infty)$.
Proof If $T>0$ is the period of state $x$, then $\phi(T, x)=\phi(0, x)=x$. Since

$$
[0, c(x))=D(x)=D(\phi(T, x))=[0, T+c(x)),
$$

we obtain

$$
c(x)=T+c(x) .
$$

Note that $T>0$ and $c(x)>0$, it is clear that $c(x)=+\infty$. This completes the proof.
Definition 5.4 State $x \in E$ is called a joint point of $\phi$ if there exist two states $x_{1}$ and $x_{2}$ with

$$
x_{1} \notin E\left(x_{2}\right), \quad x_{2} \notin E\left(x_{1}\right), \quad E\left(x_{1}\right) \cap E\left(x_{2}\right) \neq \varnothing
$$

such that

$$
x=\phi\left(t^{*}\left(x_{1}, x_{2}\right), x_{1}\right),
$$

where

$$
t^{*}\left(x_{1}, x_{2}\right)=\inf \left\{t \in D\left(x_{1}\right): \phi\left(t, x_{1}\right) \in E\left(x_{2}\right)\right\} .
$$

We call $\phi$ to be time reversible if for a fixed $t \in \mathbb{R}_{+}$, the map $\phi(t, \cdot)$ : $\{x \in E: t<c(x)\} \rightarrow E$ is reversible. Let $y=\phi^{-}(t, x)$. Then $x=\phi(t, y)$. Obviously, a time reversible semi-dynamic system has no joint point.

A semi-dynamic system is said to be smoothing if $\phi(t, x)$ is differentiable for time $t$. In this case, we have

$$
\begin{aligned}
\frac{\mathrm{d} x_{t}}{\mathrm{~d} t} & =\lim _{\Delta t \rightarrow 0} \frac{\phi(t+\Delta t, x)-\phi(t, x)}{\Delta t} \\
& =\lim _{\Delta t \rightarrow 0} \frac{\phi(\Delta t, \phi(t, x))-\phi(t, x)}{\Delta t} \\
& =\lim _{\Delta t \rightarrow 0} \frac{\phi\left(\Delta t, x_{t}\right)-x_{t}}{\Delta t} .
\end{aligned}
$$

Thus, we can write

$$
\frac{\mathrm{d} x_{t}}{\mathrm{~d} t}=v\left(x_{t}\right)
$$

where

$$
v\left(x_{t}\right)=\lim _{\Delta t \rightarrow 0} \frac{\phi\left(\Delta t, x_{t}\right)-x_{t}}{\Delta t} .
$$

Clearly, the smoothing semi-dynamic system can be expressed by a stationary ordinary differential equation.

### 5.8.2 The $\phi$-Memoryless Distribution Family

Let $\{F(x, \cdot): x \in E\}$ be a probability distribution family satisfying the following two conditions:
(1) for a fixed $x \in E, F(x, \cdot)$ is a probability distribution on $\mathcal{B}\left(\mathbb{R}_{+}\right)$, and
(2) for a fixed $A \in \mathcal{B}\left(\mathbb{R}_{+}\right), F(\cdot, A)$ is $\varepsilon$-measurable.

Definition 5.5 The probability distribution family $\{F(x, \cdot): x \in E\}$ is said to be memoryless if

$$
\begin{equation*}
F(x, s+t)=F(x, s) F(\phi(s, x), t), \tag{5.71}
\end{equation*}
$$

and for each $x \in E$, the support of $F(x, \cdot): \operatorname{supp}\{F(x, \cdot)\} \subset D(x)$, where $F(x, t)=$ $F(x,[t,+\infty))$.

Theorem 5.13 Suppose $\{F(x, \cdot): x \in E\}$ is a memoryless probability distribution family. If the function $F(x, t)$ has right derivative at $t=s \in \operatorname{supp}\{F(x, \cdot)\}$, then $F(\phi(s, x), t)$ has right derivative at $t=0$, and

$$
\left.\frac{\partial^{+} F(\phi(s, x), t)}{\partial t}\right|_{t=0}=\left.[F(x, s)]^{-1} \frac{\partial^{+} F(x, t)}{\partial t}\right|_{t=s} .
$$

Proof It follows from Eq. (5.71) that

$$
\begin{aligned}
\left.\frac{\partial^{+} F(x, t)}{\partial t}\right|_{t=s} & =\lim _{\Delta t \rightarrow 0^{+}} \frac{F(x, s+\Delta t)-F(x, s)}{\Delta t} \\
& =\lim _{\Delta t \rightarrow 0^{+}} \frac{F(x, s) F(\phi(s, x), \Delta t)-F(x, s)}{\Delta t} \\
& =F(x, s) \lim _{\Delta t \rightarrow 0^{+}} \frac{F(\phi(s, x), \Delta t)-1}{\Delta t} \\
& =\left.F(x, s) \frac{\partial^{+} F(\phi(s, x), t)}{\partial t}\right|_{t=0},
\end{aligned}
$$

since

$$
\lim _{t \rightarrow 0^{+}} F(\phi(s, x), t)=\lim _{t \rightarrow 0^{+}} \frac{F(x, s+t)}{F(x, s)}=1 .
$$

This completes the proof.
For each $x \in E$, we write

$$
\lambda(x)= \begin{cases}-\left.\frac{\partial^{+} F(x, t)}{\partial t}\right|_{t=0}, & \text { if }\left.\frac{\partial^{+} F(x, t)}{\partial t}\right|_{t=0} \text { exists, } \\ 0, & \text { otherwise. }\end{cases}
$$

The measurability of $F(x, t)$ with respet to $x \in E$ indicates that $\lambda(x)$ is $\varepsilon$-measurable.

Theorem 5.14 Suppose $\{F(x, \cdot): x \in E\}$ is a memoryless probability distribution family. If $F(x, t)$ is absolutely continuous in $\left[0, c_{F}(x)\right)$ for a fixed $x \in E$ and there exist at most countable points $t \in\left[0, c_{F}(x)\right)$ such that $\phi(t, x)$ is a $\phi$-joint point, where $c_{F}(x)=\inf \{t: F(x, t)=0\}$, then

$$
F(x, t)= \begin{cases}\exp \left\{-\int_{0}^{t} \lambda(\phi(u, x)) \mathrm{d} u\right\}, & t \in\left[0, c_{F}(x)\right) \\ 0, & t \in\left[c_{F}(x),+\infty\right)\end{cases}
$$

Proof It follows from Theorem 5.13 that

$$
\frac{\frac{\partial F(x, t)}{\partial t}}{F(x, t)}=-\lambda(\phi(t, x)), \text { a.e. on }\left[0, c_{F}(x)\right) \text {. }
$$

Hence we obtain

$$
\frac{\partial}{\partial t} \ln F(x, t)=-\lambda(\phi(t, x)), \text { a.e. on }\left[0, c_{F}(x)\right),
$$

which leads to

$$
F(x, t)=\kappa \cdot \exp \left\{-\int_{0}^{t} \lambda(\phi(u, x)) \mathrm{d} u\right\}, \quad \text { a.e. on }\left[0, c_{F}(x)\right)
$$

Note that $F(x, 0)=1$, it is clear that $\kappa=1$ and we obtain the desired result. This completes the proof.

Corollary 5.1 Let $E_{e}$ be the set of all equilibrium points of a semi-dynamic system $\phi$. Then there exists a nonnegative function $\lambda$ defined on $E_{e}$ such that for each $x \in E_{e}$,

$$
F(x, t)=\exp \{-\lambda(x) t\} .
$$

Proof If $x \in E_{e}$, then $\phi(u, x)=x$ for $0 \leqslant u \leqslant t$, and $x$ is a periodic point which leads to $c_{F}(x)=+\infty$. Thus we obtain

$$
\begin{aligned}
F(x, t) & =\exp \left\{-\int_{0}^{t} \lambda(\phi(u, x)) \mathrm{d} u\right\} \\
& =\exp \{-\lambda(x) t\}, \quad \text { a.e. on }[0,+\infty) .
\end{aligned}
$$

This completes the proof.

## Definition 5.6

Let

$$
J(E)=\left\{\phi(t, x): F\left(x, t^{-}\right)-F(x, t)>0, x \in E, t \in \mathbb{R}_{+}\right\} .
$$

If $x \in J(E)$, state $x$ is called an $F$-jump point.
For any $x \in E$ and $t \in\left[0, c_{F}(x)\right)$, we write

$$
a(x, t)=a(\phi(t, x))=\frac{F\left(x, t^{-}\right)-F(x, t)}{F\left(x, t^{-}\right)}
$$

with convention $\frac{0}{0}=0$.
Theorem 5.15 (1) If $y=\phi(t, x) \notin J(E)$, then $a(x, t)=a(y)=0$.
(2) If $y=\phi(t, x) \in J(E)$ but it is not a $\phi$-joint point, then $a(x, t)=a(y)$ which is independent of the pair $(t, x)$.

Proof (1) is clear. We only need to prove (2).
If $y=\phi(t, x) \in J(E)$ but it is not a $\phi$-joint point, then for any two states $x_{1}$, $x_{2} \in E$ with $y=\phi\left(t_{1}, x_{1}\right)$ and $y=\phi\left(t_{2}, x_{2}\right)$, there exists a $u$ for $0<u<\min \left\{t_{1}, t_{2}\right\}$ and a state $z$ such that

$$
y=\phi(u, z), \quad z=\phi\left(t_{1}-u, x_{1}\right), \quad z=\phi\left(t_{2}-u, x_{2}\right) .
$$

Hence

$$
\begin{aligned}
a\left(x_{1}, t_{1}\right) & =\frac{F\left(x_{1}, t_{1}^{-}\right)-F\left(x_{1}, t_{1}\right)}{F\left(x_{1}, t_{1}^{-}\right)} \\
& =\frac{F\left(x_{1}, t_{1}-u\right)\left[F\left(z, u^{-}\right)-F(z, u)\right]}{F\left(x_{1}, t_{1}-u\right) F\left(z, u^{-}\right)} \\
& =\frac{F\left(z, u^{-}\right)-F(z, u)}{F\left(z, u^{-}\right)} .
\end{aligned}
$$

Similarly, we have

$$
a\left(x_{2}, t_{2}\right)=\frac{F\left(z, u^{-}\right)-F(z, u)}{F\left(z, u^{-}\right)} .
$$

Thus, we obtain

$$
a\left(x_{1}, t_{1}\right)=a\left(x_{2}, t_{2}\right)=a(y)
$$

which is independent of the pair $(t, x)$. This completes the proof.
The function $a(y)$ has the following probabilistic setting

$$
a(y)=\sup \left\{F\left(x, t^{-}\right)-F(x, t): y=\phi(t, x)\right\} .
$$

Clearly, $a(y) \leqslant 1$. Specifically, a necessary and sufficient condition under which $a(y)=1$ is that $y=\phi(t, x) \in J(E)$ and $y=\phi\left(c_{F}(x), x\right)$ for some $x \in E$.

Theorem 5.16 Let $F(x, t)$ be discrete type for $x \in E$ and its jump times $\left\{t_{n}\right\}$ can be ordered as $t_{1}<t_{2}<\ldots$. Iffor each $n, x_{n}=\phi\left(t_{n}, x\right)$ is not a $\phi$-joint point, then

$$
p_{n}=a\left(x_{n}\right) \prod_{m=1}^{n-1}\left[1-a\left(x_{m}\right)\right]
$$

where $p_{n}=F\left(x, t_{n}^{-}\right)-F\left(x, t_{n}\right)$.

Proof Note that $a\left(x_{n}\right)=p_{n} / F\left(x, t_{n}^{-}\right)$and $F\left(x, t_{n}^{-}\right)=\sum_{m=n}^{\infty} p_{m}$, we obtain

$$
a\left(x_{n}\right)=\frac{p_{n}}{\sum_{m=n}^{\infty} p_{m}}
$$

hence we have

$$
\begin{aligned}
p_{n} & =\frac{a\left(x_{n}\right)}{a\left(x_{n-1}\right)}\left[1-a\left(x_{n-1}\right)\right] p_{n-1} \\
& =a\left(x_{n}\right) \prod_{m=1}^{n-1}\left[1-a\left(x_{m}\right)\right] .
\end{aligned}
$$

This completes the proof.

### 5.8.3 Time Shift $\boldsymbol{\phi}$-Invariant Transition Kernel

Let $Q(x, t, B)$ for $x \in E, t \in \mathbb{R}_{+}$and $B \in E$ satisfy
(1) for a fixed pair $(x, t), Q(x, t, \cdot)$ is a probability measure on $\varepsilon$,
(2) for a fixed $B, Q(\cdot, \cdot, B)$ is $\varepsilon \times \mathcal{B}\left(\mathbb{R}_{+}\right)$-measurable.

Definition 5.7 The transition kernel $Q(x, t, B)$ for $x \in E, t \in \mathbb{R}_{+}$and $B \in \varepsilon$ is called time shift $\phi$-invariant if for any $x \in E, B \in \varepsilon, s, t \in \mathbb{R}_{+}$with $s+t \in$, [0, $c(x)$ ),

$$
Q(x, s+t, B)=Q(\phi(s, x), t, B) .
$$

We introduce a $\phi$-exit boundary as follows:

$$
\partial^{+} E=\{\phi(c(x), x): x \in E\}
$$

which extends the concept of the $\phi$-joint point.
Theorem 5.17 Let $Q(x, t, B)$ for $x \in E, t \in \mathbb{R}_{+}$and $B \in \varepsilon$ be the time shift $\phi$-invariant transition kernel. The following two statements are true.
(1) There exists a transition kernel $q:\left(E \cup \partial^{+} E\right) \times \varepsilon \rightarrow[0,1]$ such that if $x \in E \bigcup \partial^{+} E$ is neither a $\phi$-joint point nor an equilibrium point, then for any $x_{0} \in E$ and $t \in[0, c(x))$ with $x=\phi\left(t, x_{0}\right)$, we have

$$
Q\left(x_{0}, t, B\right)=q(x, B)
$$

which is independent of the pair $\left(x_{0}, t\right)$.
(2) There exists a transition kernel $q_{e}: E_{e} \times \varepsilon \rightarrow[0,1]$ such that if $x \in E_{e}$ is an
equilibrium point, then

$$
Q(x, t, B)=q_{e}(x, B),
$$

which is independent of time $t$.
Proof (1) If $x \in E \bigcup \partial^{+} E$ is neither a $\phi$-joint point nor an equilibrium point, then for any $x_{1}, x_{2} \in E, t_{1} \in\left[0, c\left(x_{1}\right)\right), t_{2} \in\left[0, c\left(x_{2}\right)\right)$ satisfying $x=\phi\left(t_{1}, x_{1}\right)=\phi\left(t_{2}, x_{2}\right)$, there exists a $t_{0}$ for $0<t_{0}<t_{1} \Lambda t_{2}$ such that

$$
x_{0}=\phi\left(t_{1}-t_{0}, x_{1}\right)=\phi\left(t_{2}-t_{0}, x_{2}\right) .
$$

Thus we obtain

$$
\begin{aligned}
Q\left(x_{1}, t_{1}, B\right) & =Q\left(\phi\left(t_{1}-t_{0}, x_{1}\right), t_{0}, B\right) \\
& =Q\left(x_{0}, t_{0}, B\right) \\
& =Q\left(\phi\left(t_{2}-t_{0}, x_{2}\right), t_{0}, B\right) \\
& =Q\left(x_{2}, t_{2}, B\right),
\end{aligned}
$$

which shows that $Q\left(x_{0}, t, B\right)$ is independent of the pair $\left(x_{0}, t\right)$, we write it as $q(x, B)$.
(2) If $x \in E_{e}$ is an equilibrium point, then $\phi(s, x)=x$. Thus we obtain

$$
Q(x, s+t, B)=Q(\phi(s, x), t, B)=Q(x, t, B)=Q(x, 0, B)
$$

which is denoted as $q_{e}(x, B)$.
This completes the proof.

### 5.8.4 Piecewise Deterministic Markov Processes

PDMPs are a generalization from Markov jump processes with respect to three main features. (1) The state space is not constrained to a countable set anymore, while it may be allowed to be continuous. (2) Between two jump points, the process is not restricted to remain constant, but may change deterministically. (3) The possibility of movement among jump points gives rise to a new kind of jumps which occur immediately upon reaching a certain state. The new kind of jump is called an intrinsic jump, since it is induced exclusively by the state of the system, while the other kind of jump, as induced by Markovian arrivals, is called an extrinsic jump.

The PDMP $\chi=\left\{X_{t}, t \in \mathbb{R}_{+}\right\}$is a continuouzs-time Markov process on a Polish state space $E$, and can be determined by the following four characteristic representations:
(1) A flow $\phi: E \times \mathbb{R}_{+} \rightarrow E$ is a local semi-dynamic system on the state space $E$.
(2) A closed set $\Delta$ contains the states that induce the intrinsic jumps.
(3) A function $\lambda: E \rightarrow \mathbb{R}_{+}$satisfies

$$
\sup _{x \in E}\{\lambda(x)\} \leqslant c<+\infty .
$$

The function $\lambda(x)$ indicates the intensity of an extrinsic jump occurring if the Markov process $X$ is at state $x$. At the same time,

$$
F(x, t)=\exp \left\{-\int_{0}^{t} \lambda(\phi(u, x)) \mathrm{d} u\right\},
$$

which leads to the conclusion that $\{F(x, \cdot), x \in E\}$ is a $\phi$-memoryless distribution family.
(4) $Q(x, t, \cdot)$ for $x \in E$ and $t \in \mathbb{R}_{+}$is the time shift $\phi$-invariant transition kernel. Specifically, the transition measure $q: E \times \varepsilon^{0} \rightarrow[0,1]$ with $\varepsilon^{0}=\varepsilon \bigcap(E \backslash \Delta)$, describes the behavior upon (extrinsic and intrinsic) jumps.

We first define for all $x \in E^{0}=E \backslash \Delta$ the deterministic variable

$$
t_{*}=\inf \left\{t \in \mathbb{R}_{+}: \phi(x, t) \in \Delta\right\}
$$

as the time until the set $\Delta$ is reached from a state $x \in E$. Then we define the random vaiable $T(x)$ as the first (intrinsic and extrinsic) jump time after starting in state $x$. This is distributed as

$$
P\{T(x)>t\}= \begin{cases}\exp \left\{-\int_{0}^{t} \lambda(\phi(x, u)) \mathrm{d} u\right\}, & \text { if } t<t_{*}, \\ 0, & \text { if } t \geqslant t_{*},\end{cases}
$$

for all $t \in \mathbb{R}_{+}$. For simplicity of description on the distribution $P\{T(x)>t\}$, we assume that the Markov process has only finitely many jumps in any finite interval.

The PDMP $\chi$ evolves in the following way: Starting in any state $x \in E \backslash \Delta$, it changes deterministically according to the flow $\phi$ until it enters $\Delta$, inducing an intrinsic jump, or an extrinsic jump. Upon a jump, the state of $\chi$ changes immediately according to the transition measure $Q$, leading to a state $y \in E \backslash \Delta$. Then the PDMP starts a new cycle, behaving as described until the next jump.

### 5.8.5 The Stationary Distribution

We consider a PDMP $\chi=\left\{X_{t}, t \in \mathbb{R}_{+}\right\}$with characteristic triple $(\phi, F, q)$. For $x \in E$ and $A \in \varepsilon$, we write

$$
p(x, A)=K(x, A)+L(x, A),
$$

where

$$
K(x, A)=\int_{0}^{c(x)} \mathrm{e}^{-s} q(\phi(s, x), A) F(x, \mathrm{~d} s)
$$

and

$$
L(x, A)=\int_{0}^{c(x)} \mathrm{e}^{-s} F(x, s) I_{A}(\phi(s, x)) \mathrm{d} s .
$$

We denote by $U$ the resolvent kernel associated with the PDMP $\chi$, that is,

$$
U(x, A)=E_{x}\left[\int_{0}^{+\infty} I_{A}\left(X_{t}\right) \mathrm{e}^{-t} \mathrm{~d} t\right]
$$

Lemma 5.6 If the PDMP $\chi$ is regular, then the resolvent kernel $U$ is the minimal nonnegative solution to

$$
K U(x, A)+L(x, A)=U(x, A),
$$

where

$$
K U(x, A)=\int_{0}^{c(x)} \mathrm{e}^{-s} F(x, \mathrm{~d} s) \int_{E} q(\phi(s, x), \mathrm{d} y) U(y, A) .
$$

Proof If the PDMP $\chi$ is regular, then the random time sequence $\left\{\tau_{n}\right\}$ satisfies $\lim _{n \rightarrow \infty} \tau_{n}=+\infty$. Let $\sigma$ be an exponential distributed random variable with rate 1 which is independent of the PDMP $\chi$. We write

$$
U_{n}(x, A)=P_{x}\left\{X_{\tau_{n} \Lambda \sigma} \in A\right\}, \quad U(x, A)=P_{x}\left\{X_{\sigma} \in A\right\} .
$$

It is seen that

$$
\lim _{n \rightarrow \infty} U_{n}(x, A)=\lim _{n \rightarrow \infty} P_{x}\left\{X_{\tau_{n} \Lambda \sigma} \in A\right\}=P_{x}\left\{X_{\sigma} \in A\right\}=U(x, A)
$$

and

$$
\begin{aligned}
U_{n+1}(x, A) & =P_{x}\left\{X_{\tau_{n+1} \Lambda \sigma} \in A\right\} \\
& =P_{x}\left\{X_{\tau_{n+1} \Lambda \sigma} \in A, \sigma<\tau_{1}\right\}+P_{x}\left\{X_{\tau_{n+1} \Lambda \sigma} \in A, \sigma \geqslant \tau_{1}\right\} \\
& =L(x, A)+E_{x}\left[P_{x}\left\{X_{\tau_{n+1} \Lambda \sigma} \in A \mid X_{\tau_{1}}\right\} I_{\left[\sigma \geqslant \tau_{1}\right]}\right] \\
& =L(x, A)+E_{x}\left[U_{n}\left(X_{\tau_{1}}, A\right) I_{\left[\sigma \geqslant \tau_{1}\right]}\right] \\
& =L(x, A)+\int_{0}^{c(x)} \mathrm{e}^{-s} F(x, \mathrm{~d} s) \int_{E} q(\phi(s, x), \mathrm{d} y) U_{n}(y, A) \\
& =L(x, A)+K U_{n}(x, A) .
\end{aligned}
$$

We take

$$
\begin{aligned}
U_{0}(x, A) & =0 \\
U_{1}(x, A) & =L(x, A), \\
& \vdots \\
U_{n+1}(x, A)= & L(x, A)+K U_{n}(x, A), \quad n \geqslant 2 .
\end{aligned}
$$

It is clear that for any $x \in E$ and $A \in \varepsilon$, the kernel sequence $\left\{U_{n}(x, A)\right\}$ is monotonely increasing for $n \geqslant 0$. This indicates that the resolvent kernel $U=\lim _{n \rightarrow \infty} U_{n}$ is the minimal nonnegative solution to

$$
K U(x, A)+L(x, A)=U(x, A) .
$$

This completes the proof.
For $x \in E$ and $A \in \varepsilon$, we write

$$
R(x, A)=\frac{I_{A}(x)}{L(x, A)}
$$

and

$$
S(x, A)=L(x, A) I_{A}(x)
$$

Lemma 5.7 Let $\alpha$ be a $\sigma$-finite measure on $(E, \varepsilon)$. Then the following two statements are equivalent.
(1) $\alpha=c v R$, where $v$ is a probability measure and $c$ is a positive constant.
(2) $\alpha S(E)<+\infty$.

Proof (1) $\Rightarrow$ (2).

$$
\begin{aligned}
\alpha S(E) & =\int_{E} \alpha(\mathrm{~d} x) S(x, E) \\
& =c \int_{E} v(\mathrm{~d} y) \int_{E} R(y, \mathrm{~d} x) S(x, E) \\
& =c \int_{E} v(\mathrm{~d} y) \int_{E} \frac{I_{\mathrm{d} x}(y)}{L(y, E)} L(x, E) \\
& =c<+\infty .
\end{aligned}
$$

(2) $\Rightarrow(1)$.

We define the probability measure as

$$
v=\frac{\alpha S}{\alpha S(E)}
$$

Hence we obtain that $\alpha=c v R$, where $c=\alpha S(E)$.
This completes the proof.
For $x \in E$ and $A \in \varepsilon$, we define

$$
J(x, A)=\sum_{n=0}^{\infty} \int_{A} K^{n}(x, \mathrm{~d} y) L(y, E) .
$$

Obviously, $J(x, E)=U(x, E)=1$ if the PDMP $\chi$ is regular, hence $J$ is a stochastic kernel.

The following theorem provides useful relations between the existence of a stationary distribution of the PDMP $\chi$ and the existence of a $\sigma$-finite invariant measure of the transition kernel $p$.

Theorem 5.18 The following three statements are equivalent.
(1) There exists a stationary distribution $\pi$ of the PDMP $\chi$.
(2) There exists a probability measure $v$ such that the positive $\sigma$-finite measure $\mu=v R$ is invariant for the transition kernel $p$.
(3) There exists a positive $\sigma$-finite measure $\mu$, which is invariant for the transition kernel $p$, such that $\mu S(E)<+\infty$.

Proof (1) $\Rightarrow$ (2).
Let $\pi$ be a stationary distribution of the PDMP $\chi$. Then $\pi U=\pi$. We define $v=\pi J$, which is clearly a probability measure, since $\pi J(E)=\pi U(E)=\pi(E)=1$. Let $\mu=v R$. Then $\mu=\sum_{n=0}^{\infty} \pi K^{n}$. Note that $\mu L=\pi$ and $\mu K+\pi=\mu$, we obtain

$$
\mu p=\mu(K+L)=\mu K+\pi=\mu .
$$

(2) $\Rightarrow(1)$.

If there exists a probability measure $v$ such that the positive $\sigma$-finite measure $\mu=\nu R$ is invariant for the transition kernel $p$, and $\pi=\mu L$, then for each $A \in \varepsilon$,

$$
\pi(A)=\int_{E} \frac{L(y, A)}{L(y, E)} v(\mathrm{~d} y)
$$

is a probability measure. Since $\mu$ is a positive $\sigma$-finite measure, there exists a partition $\left\{E_{i}\right\}$ of $E$ such that $\mu\left(E_{i}\right)<+\infty$. Note that $L=p-K$ and $\mu P=\mu$, we obtain that for each $A \in \varepsilon$,

$$
\begin{aligned}
\pi U(A) & =\sum_{i} \int_{E_{i}} U(x, A) \mu L(\mathrm{~d} x) \\
& =\sum_{i} \int_{E_{i}} U(x, A) \mu(I-K)(\mathrm{d} x) \\
& =\sum_{i} \int_{E_{i}} L(x, A) \mu(\mathrm{d} x) \\
& =\pi(A) .
\end{aligned}
$$

Therefore, $\pi$ is the stationary distribution of the PDMP $\chi$.
$(2) \Leftrightarrow(3)$ can be easily proved by means of Lemma 5.7.
This completes the proof.
Corollary 5.2 (1) If $\pi$ is a stationary distribution of the PDMP $\chi$, then the positive $\sigma$-finite measure $\pi J R$ is invariant for the transition kernel $p$, and $\pi J R L=\pi$.
(2) If $v$ is a probability measure such that $v R$ is invariant for the transition kernel $p$, then $v$ is a stationary distribution $\pi$ of the PDMP $\chi$, and $v R L J=v$.

In what follows we provide an approach to express the stationary distribution of the PDMP $\chi$.

Let $Z_{0}$ denote the initial state of $\chi$, and $Z_{n}$ the state of $\chi$ after the $n$th jump. Then $\mathcal{Z}=\left\{Z_{n}: n \geqslant 0\right\}$ is called the Markov chain associated with $\chi$. If $\mathcal{Z}$ has a stationary distribution $\pi$ satisfying

$$
\int_{E} \int_{0}^{h(x)} \mathrm{e}^{-\Lambda(x, t)} \mathrm{d} t \mathrm{~d} \pi(x)<+\infty,
$$

where $\Lambda(x, t)=\int_{0}^{t} \lambda(\phi(x, u)) \mathrm{d} u$, then a stationary distribution of $\chi$ can be constructed as follows: We define the set $M=\left\{(x, t) \in E \times \mathbb{R}_{+}: t<t_{*}(x)\right\}$, and denote by $\mathcal{M}$ the Borel $\sigma$-algebra on $M$. For any set $A \in \varepsilon$ and measurable functions $t_{1}, t_{2}: E \rightarrow \mathbb{R}_{+}$with $t_{1}(x)<t_{2}(x)<t_{*}(x)$ for all $x \in E$, we write

$$
B_{A}^{t_{1}, t_{2}}=\left\{(x, t) \in M: t_{1}(x)<t<t_{2}(x), x \in A\right\}
$$

and

$$
v_{\pi}\left(B_{A}^{t_{1}, t_{2}}\right)=\frac{\int_{A} \int_{t_{1}(x)}^{t_{2}(x)} \mathrm{e}^{-\Lambda(x, t)} \mathrm{d} t \mathrm{~d} \pi(x)}{\int_{E} \int_{0}^{t_{0}(x)} \mathrm{e}^{-\Lambda(x, t)} \mathrm{d} t \mathrm{~d} \pi(x)}
$$

Obviously, $v_{\pi}$ can be uniquely extended to a measure on $\mathcal{M}$. Using the measurable restriction of the flow function $\phi: M \rightarrow E$ to the set $M$, the measure $v_{\pi} \phi^{-1}$ is the stationary distribution of $\chi$.

### 5.8.6 The $G I / G / k$ Queue

We consider a $G I / G / k$ queue. Arrivals occur independently with i.i.d. interarrival time distributed by $A$, and only single arrivals are allowed. In order to avoid multiple events (for example, arrivals and departures) occurring at the same time instant, we assume that $A$ has a Lebesgue density $a$. There are $k$ independent and identical servers in the queueing system, and each customer has identical service time distribution $B$ in each server. The service discipline is FCFS and the capacity of the waiting room is infinite.

### 5.8.6.1 The State Change is Induced by a Service Event

Let $Q(t)$ and $J_{i}(t)$ be the queue length and the remaining service time of the $i$ th server at time $t$ for $1 \leqslant i \leqslant k$ and $t \geqslant 0$. Then the Markov process

$$
\mathcal{I}=\left\{\left(Q(t), J_{1}(t), J_{2}(t), \ldots, J_{k}(t)\right): t \geqslant 0\right\}
$$

has the state space $E=\mathbb{N}_{+} \times\left(\mathbb{R}_{+}\right)^{k}$. Specifically, if the $i$ th server is idle, then $J_{i}(t)=x_{i}=0$ for $1 \leqslant i \leqslant k$. For $y \in E$, we express $y=(n, x)$ with $x=\left(x_{1}\right.$, $\left.x_{2}, \ldots, x_{k}\right)$.

We now describe the Markov process $\mathcal{I}$ as a PDMP as follows:
(1) The flow function A flow $\phi$ on $E$ is defined by

$$
\phi_{t}(n, t)=\left(n,\left(x_{1}-t\right)^{+},\left(x_{2}-t\right)^{+}, \ldots,\left(x_{k}-t\right)^{+}\right),
$$

where $\left(x_{i}-t\right)^{+}=\max \left\{0, x_{i}-t\right\}$. Obviously, this flow represents the proceeding service time.
(2) The first passage time We define

$$
t_{*}(x)= \begin{cases}\min \left\{x_{i}: x_{i}>0,1 \leqslant i \leqslant k\right\}, & \text { if } x \neq 0 \\ +\infty, & \text { if } x=0\end{cases}
$$

(3) The transition measure The transition measure $Q_{S}$ describes the state changes of the system in the case of a server becoming idle. Let $x \in\left(\mathbb{R}_{+}\right)^{k}$ and

$$
A=A_{1} \times A_{2} \times \ldots \times A_{k} \in \mathcal{B}^{k}
$$

where $\mathcal{B}^{k}$ is the $\sigma$-algebra of the Borel sets on $\left(\mathbb{R}_{+}\right)^{k}$. Then

$$
Q_{S}((n, x),\{m\} \times A)= \begin{cases}\delta_{m, n-1} \prod_{\substack{j \neq i \\ x_{i}=0}} 1_{A_{j}}\left(x_{j}\right) B\left(A_{j}\right), & \text { for } n \geqslant 1, \\ \delta_{m, n} 1_{A}(x), & \text { for } n=0\end{cases}
$$

(4) The transition probability kernel For the case $n \geqslant 1$, only one server can become idle at a time. Since the queue has the Lebesgue-dominated single arrival input and the servers work independently, the probability that two servers finish their work (or an arrival and a service) at the same time instant is zero. Let $P(t ;(n, x),\{m\} \times A)$ be the probability that at time $t$ after the last arrival, the PDMP is in state set $\{m\} \times A$ under the condition that it was in state $(n, x)$ immediately after the last arrival. Further, let $P^{(r)}(t ;(n, x),\{m\} \times A)$ denote the same probability, but restricted to the set of paths with $r$ service completions until time $t$. Then the transition probability kernel and hence the transient distribution of the interarrival process is given iteratively by

$$
P(t ;(n, x),\{m\} \times A)=\sum_{r=0}^{\infty} P^{(r)}(t ;(n, x),\{m\} \times A),
$$

where

$$
P^{(0)}(t ;(n, x),\{m\} \times A)= \begin{cases}\delta_{m, n} 1_{A}(x-t e), & \text { for } n \geqslant 1, t<t_{*}(x), \\ \delta_{m, 0} 1_{A}\left((x-t e)^{+}\right), & \text {for } n=0, \\ 0, & \text { otherwise } ;\end{cases}
$$

and

$$
P^{(i+1)}(t ;(n, x),\{m\} \times A)= \begin{cases}\int_{E} P^{(i)}\left(t-t_{*}(x) ;(l, y),\{m\} \times A\right) & \\ \cdot Q_{S}((n, x), \mathrm{d}(l, y)), & t>t_{*}(x), \\ 0, & \text { otherwise. }\end{cases}
$$

### 5.8.6.2 The State Change is Induced by an Arrival Event

We define another transition measure $Q_{A}$, which describes the state changes of the queueing process induced by an arrival event, as follows:

$$
Q_{A}((n, x),\{m\} \times A)= \begin{cases}\delta_{m, n+1} 1_{A}(x), & \text { if } x>0, \\ \delta_{m, n} \prod_{\substack{j \neq i \\ x_{i}=0}} 1_{A_{j}}\left(x_{j}\right) B\left(A_{j}\right), & \text { there exists } x_{i}=0 .\end{cases}
$$

Then the transient distribution of the queueing process is given iteratively by

$$
P(t ;(n, x),\{m\} \times A)=\sum_{r=0}^{\infty} P^{(r)}(t ;(n, x),\{m\} \times A),
$$

where

$$
P^{(0)}(t ;(n, x),\{m\} \times A)=P^{I}(t ;(n, x),\{m\} \times A)
$$

which is an initial probability, and

$$
\begin{aligned}
P^{(i+1)}(t ;(n, x),\{m\} \times A)= & \int_{0}^{t} \int_{(h, z)} P^{(i)}(t-u ;(h, z),\{m\} \times A) \\
& \cdot \int_{(l, y)} P^{I}(u ;(n, x), \mathrm{d}(l, y)) Q_{A}((l, y), \mathrm{d}(h, z)) a(u) \mathrm{d} u
\end{aligned}
$$

### 5.8.6.3 An Embedded Markov Chain of GI/M/1 Type

Let $\left\{t_{l}: l \geqslant 0\right\}$ denote the time instants of successive arrivals. Then $\left\{t_{l}: l \geqslant 0\right\}$ is a series of stopping times with respect to the canonical filtration of the queueing process $\{Q(t): t \geqslant 0\}$. We define $X_{l}=Q\left(t_{l}^{-}\right)$as the system state immediately before the $l$ th arrival. Then $X=\left\{X_{l}: l \geqslant 0\right\}$ is the embedded Markov chain immediately before arrival instants whose transition probabilities are defined by

$$
P^{X}((n, x),\{m\} \times A)=P\left\{X_{l+1} \in\{m\} \times A \mid X_{l}=(n, x)\right\} .
$$

We have

$$
P^{X}((n, x),\{m\} \times A)=\int_{E} \int_{0}^{+\infty} Q_{A}((n, x), \mathrm{d}(l, y)) P^{I}(t ;(l, y),\{m\} \times A) a(t) \mathrm{d} t .
$$

Let

$$
\begin{aligned}
A_{i}(x, A) & =P^{X}((n, x),\{n-i+1\} \times A) \\
& =\int_{0}^{+\infty} P^{I}(t ;(n+1, x),\{n-i+1\} \times A) a(t) \mathrm{d} t
\end{aligned}
$$

and

$$
\begin{aligned}
B_{i}(x, A) & =P^{X}((i, x),\{0\} \times A) \\
& = \begin{cases}\int_{0}^{+\infty} P^{I}(t ;(n+1, x),\{0\} \times A) a(t) \mathrm{d} t, & x>0, \\
\int_{0}^{+\infty} \int_{0}^{+\infty} P^{I}(t ;(0, y),\{0\} \times A) \mathrm{d} B\left(y_{i}\right) a(t) \mathrm{d} t, & x_{l}=0,\end{cases}
\end{aligned}
$$

for all $n \geqslant i \geqslant 0, x \in\left(\mathbb{R}_{+}\right)^{k}$ and $A \in \mathcal{B}^{k}$. In this case, the transition probability kernel is given by

$$
P^{X}=\left(\begin{array}{ccccc}
B_{0} & A_{0} & & & \\
B_{1} & A_{1} & A_{0} & & \\
B_{2} & A_{2} & A_{1} & A_{0} & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

It is clear that

$$
B_{n}\left(x,\left(\mathbb{R}_{+}\right)^{k}\right)+\sum_{i=n+1}^{\infty} A_{i}\left(x,\left(\mathbb{R}_{+}\right)^{k}\right)=1
$$

for all $n \geqslant 0$ and $x \in\left(\mathbb{R}_{+}\right)^{k}$.
For the sequence $\left\{A_{n}(x, A), n \geqslant 0\right\}$ of probability kernels, let $\hat{A}(x, A)=$ $\sum_{n=0}^{\infty} A_{n}(x, A)$. We assume that the Markov chain with transition probability kernel $\hat{A}(x, A)$ is Harris recurrent and ergodic, and let $\theta(A)$ denote the stationary probability of the the Markov chain with transition probability kernel $\hat{A}(x, A)$. Note that this kernel $\hat{A}(x, A)$ is equal to the transition probability kernel of the remaining service times immediately before arrival instants if there is always at least one waiting customer, the stationary distribution of the kernel $\hat{A}(x, A)$ equals the $k$-fold convolution of the respective stationary distribution $\gamma(A)$ for one server. Hence we obtain that $\theta([0, x))=\gamma^{k^{*}}([0, x))$, where $\gamma([0, x))=\mu \int_{0}^{x}[1-B(v)] \mathrm{d} v$
with $\mu=1 / \int_{0}^{+\infty}[1-B(v)] \mathrm{d} v$. We define $\beta(x)=\sum_{n=1}^{\infty} n A_{n}\left(x,\left(\mathbb{R}_{+}\right)^{k}\right)$ for $x \in\left(\mathbb{R}_{+}\right)^{k}$. Then using the mean drift condition, we obtain that $\int_{\left(\mathbb{R}_{+}\right)^{k}} \beta(x) \mathrm{d} \theta(x)>1$.

Since

$$
\mathrm{d} \theta(x)=\prod_{i=1}^{k} \mu\left[1-B\left(x_{i}\right)\right] \mathrm{d} x_{i},
$$

we obtain

$$
\begin{aligned}
\int_{\left(\mathbb{R}_{+}\right)^{k}} \beta(x) \mathrm{d} \theta(x)= & \int_{0}^{+\infty} \int_{\left(\mathbb{R}_{+}\right)^{k}} \sum_{n=1}^{\infty} n P^{I}\left(t ;(n, x),\{1\} \times\left(\mathbb{R}_{+}\right)^{k}\right) \\
& \cdot \prod_{i=1}^{k} \mu\left[1-B\left(x_{i}\right)\right] \mathrm{d} x_{1} \mathrm{~d} x_{2} \ldots \mathrm{~d} x_{k} a(t) \mathrm{d} t \\
= & k \mu \int_{0}^{+\infty} t a(t) \mathrm{d} t=\frac{k \mu}{\lambda},
\end{aligned}
$$

where $\lambda=1 / \int_{0}^{+\infty} t a(t) \mathrm{d} t$. Therefore, this queueing system is stable if and only if $\lambda<k \mu$.

Let $R(x, y)$ be the minimal nonnegative solution to the nonlinear kernel equation

$$
R(x, y)=\sum_{n=0}^{\infty} \int_{0}^{+\infty} R^{n}(x, z) A_{n}(z, y) \mathrm{d} z .
$$

We write

$$
\Psi_{0}(x, y)=\sum_{n=1}^{\infty} \int_{0}^{+\infty} R^{n-1}(x, z) B_{n-1}(z, y) \mathrm{d} z .
$$

It is easy to check that $\Psi_{0}(x, y)$ is the transition probability kernel of the censored chain to level 0 . If $\lambda<k \mu$, then the stationary distribution of the embedded Markov chain with kernel $P^{X}$ is given by

$$
\pi_{0}(x)=\kappa w_{0}(x)
$$

and

$$
\pi_{n}(x)=\kappa \int_{0}^{+\infty} w_{0}(z) R^{n}(z, x) \mathrm{d} z, \quad n \geqslant 1,
$$

where $w_{0}(x)$ is the stationary probability of the Markov chain with transition probability kernel $\Psi_{0}(x, y)$ and

$$
\kappa=\frac{1}{1+\sum_{n=1}^{\infty} \int_{0}^{+\infty} \int_{0}^{+\infty} w_{0}(x) R^{n}(z, x) \mathrm{d} z \mathrm{~d} x}
$$

Now, we compute the stationary distribution $p_{n}(A)$ of the queueing process. To do this, we write

$$
\begin{aligned}
& A^{c}(t)=1-\int_{0}^{t} a(u) \mathrm{d} u, \\
& K(t ;(n, x),\{m\} \times A)=P\{Q(t) \in\{m\} \times A, H>t \mid Q(0)=(n, x)\} \\
&=A^{c}(t) P^{I}(t ;(n, x),\{m\} \times A),
\end{aligned}
$$

where $H$ denotes the first inter-arrival time. Therefore, we obtain

$$
p_{m}(A)=\lambda \sum_{n=m}^{\infty} \int_{\left(\mathbb{R}_{+}\right)^{k}} \int_{0}^{+\infty} \pi_{n}(x) K(t ;(n, x),\{m\} \times A) \mathrm{d} x \mathrm{~d} t
$$

for $m \geqslant 0$ and $A \in B^{k}$.

### 5.9 Notes in the Literature

Early results on discrete-time Markov chains on continuous state space were well documented in Finch [12], Athreya and Ney [3,4], Meyn and Tweedie [22], Hernández-Lerma and Lasserre [15] and Prieto-Rumeau and Hernández-Lerma [25]. As an important example, Tweedie [27] considered a discrete-time Markov chain of $G I / M / 1$ type with continuous phase variable. He showed that the stationary probability distribution is operator-geometric. Sengupta [26] used the operator-geometric solution to study the stationary buffer occupancy distribution in a data communication model. Nielsen and Ramaswami [24] studied orthonormal expansion for a discrete-time level-independent QBD process with continuous phase variable under appropriate and regular conditions, which lead to a computational framework in order to implement Tweedie's operator-geometric solution. Breuer [5] described the infinitesimal generator for a Markov jump process on continuous state space, and provided the Kolmogorov's forward and backward differential equations.

Available results for the continuous-time Markov chains on continuous state space are few. From the standard theory of Markov chains (e.g. Anderson [1] and Kemeny, Snell and Knapp [17]), it is well known that the study of the continuoustime Markov chains is different from that of discrete-time Markov chains, although both of them can be related by using the uniformization technique. However, it is possible that the conditions for the uniformization technique cannot be satisfied
by some practical continuous-time Markov chains, e.g., see Artalejo and GómezCorral [2] for some simple retrial queues. Li and Lin [18] provides a new theoretical framework for studying the continuous-time QBD process with continuous phase variable. Finally, this chapter introduces the PDMPs which enables us to deal with more general queueing systems such as the $G I / G / c$ queue. For the PDMPs, reader may refer to Davis [9], Gugerli [14], Costa [8], Dempster [10], Liu [20,21], Dufour and Costa [11] and Hou and Liu [16]. At the same time, Breuer [6,7] used the PDMPs to deal with some general queueing systems.

This chapter is written by means of Tweedie [27], Nielsen and Ramaswami [24], Li and Lin [18], Davis [9], Costa [8], Hou and Liu [16] and Breuer [6, 7].

## Problems

5.1 Compute the stationary distribution of the queue length for the $G / S M / 1$ queue, where the interarrival time distribution is denoted by $F(x)$, and the service times form a semi-Markov process with the transition probability matrix $G(x)$ of size $k$.
5.2 Compute the stationary distribution of the queue length for the $S M / G / 1$ queue, where the arrival process is a semi-Markov process with the transition probability matrix $F(x)$ of size $k$, and the service time distribution is denoted by $G(x)$.
5.3 Consider the $S M / C P H / 1$ queue by means of the Markov chain of $G I / M / 1$ type on a continuous state space.
5.4 Discuss the $C M A P / G / 1$ queue by means of the Markov chain of $M / G / 1$ type on a continuous state space.
5.5 Study the $C M A P / C P H / 1$ queue by means of the continuous-time QBD process.
5.6 For a fluid queue driven by the $G I / G / 1$ queue, please apply the continuoustime Markov chain on continuous state space to analyze this fluid model.
5.7 Construct a more general fluid queue driven by a continuous-time Markov chain on continuous state space.
5.8 For the $C M A P / C P H / 1$ queue, apply the orthogonal algorithm to compute the means of the stationary queue length and the stationary waiting time.
5.9 Define a batch Markovian process with continuous phase variable, and then discuss its useful properties.
5.10 Use the PDMP to study the $M / G / c$ retrial queue, and derive its stationary distributions for the queue length and the waiting time.
5.11 Use the PDMP to study the $G / G / 1$ queue with server vacations whose time distribution is general, and derive its stationary distributions for the queue length and the waiting time.
5.12 Use the PDMP to study the $G / G / 1$ queue with negative customers whose
interarrival time distribution is general, and derive its stationary distributions for the queue length and the waiting time.
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## 6 Block-Structured Markov Renewal Processes
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#### Abstract

In this chapter, we provide the UL- and LU-types of $R G$ factorizations for the transition probability mass matrix of any irreducible Markov renewal process in terms of the censoring technique. Specifically, we deal with Markov renewal processes of $G I / G / 1$ type, including the $R G$-factorization, the $R G$-factorization for the repeated blocks, the spectral analysis and the first passage time.


Keywords Markov renewal process, Markov renewal processes of GI/G/1 type, $R G$-factorization, spectral analysis, the first passage time.

This chapter provides the UL- and LU-types of $R G$-factorizations for the transition probability mass matrix of an irreducible Markov renewal process in terms of the Wiener-Hopf equations. Specifically, Markov renewal processes of GI/G/1 type are dealt with for such as, the $R G$-factorization for the repeated blocks, the spectral analysis and the first passage time. Note that Markov renewal process is a useful mathematical tool in the study of non-Markovian stochastic models.

This chapter is organized as follows. Section 6.1 discusses the censoring Markov renewal processes for block-structured Markov renewal processes. Sections 6.2 and 6.3 derive the UL- and LU-types $R G$-factorizations for the transition probability mass matrix based on the Wiener-Hopf equations, respectively. Section 6.4 deals with block-structured Markov renewal processes with finitely-many levels. Section 6.5 studies Markov renewal processes of $G I / G / 1$ type. Section 6.6 considers spectral properties for the $R$ - and $G$-measures. Section 6.7 analyzes the first passage times with effective algorithms, and also provides conditions for the state classification of Markov renewal processes of GI/G/1 type in terms of the $R$-, $U$ - and $G$-measures. Finally, Section 6.8 gives some notes to the references on Markov renewal processes.

### 6.1 The Censoring Markov Renewal Processes

In this section, the censoring technique is applied to deal with an irreducible blockstructured Markov renewal process. Based on the censored processes, conditions on the state classification of the Markov renewal process are provided.

We consider a Markov renewal process $\left\{\left(X_{n}, T_{n}\right), n \geqslant 0\right\}$ on the state space $\Omega \times[0,+\infty)$ with $\Omega=\left\{(k, j): k \geqslant 0,1 \leqslant j \leqslant m_{k}\right\}$, where $X_{n}$ is the state of the process at the $n$th renewal epoch and $T_{n}$ is the total renewal time up to the $n$th renewal, or $T_{n}=\sum_{i=0}^{n} \tau_{i}$ with $\tau_{0}=0$ and $\tau_{n}$ being the inter-renewal interval time between the $(n-1)$ st and the $n$th renewal epochs for $n \geqslant 1$. The transition probability mass matrix of the Markov renewal process $\left\{\left(X_{n}, T_{n}\right), n \geqslant 0\right\}$ is given by

$$
P(x)=\left(\begin{array}{cccc}
P_{0,0}(x) & P_{0,1}(x) & P_{0,2}(x) & \ldots  \tag{6.1}\\
P_{1,0}(x) & P_{1,1}(x) & P_{1,2}(x) & \ldots \\
P_{2,0}(x) & P_{2,1}(x) & P_{2,2}(x) & \ldots \\
\vdots & \vdots & \vdots &
\end{array}\right)
$$

where $P_{i, j}(x)$ is a matrix of size $m_{i} \times m_{j}$ whose $\left(r, r^{\prime}\right)$ th entry is

$$
\left(P_{i j}(x)\right)_{r, r^{\prime}}=P\left\{X_{n+1}=\left(j, r^{\prime}\right), T_{n+1} \leqslant x+T_{n} \mid X_{n}=(i, r), T_{n}\right\} .
$$

The matrix $P(+\infty)$, defined as $\lim _{x \rightarrow+\infty} P(x)$ entry-wisely, is referred to as the embedded Markov chain of the Markov renewal process. Throughout this chapter, we assume that the Markov renewal process $P(x)$ is irreducible and $P(x) e \lesseqgtr e$ for all $x \geqslant 0$, Where $e$ is a column vector of ones with suitable size. Because of the block-partitioned structure of $P(x)$, the Markov renewal process $\left\{\left(X_{n}, T_{n}\right), n \geqslant 0\right\}$ is referred to as a block-structured Markov renewal process. Many application problems can be naturally modeled as a block-structured Markov renewal process.

We first define a censored process for a Markov renewal process whose transition probability mass matrix consists of scalar entries. We then treat a block-structured Markov renewal process as a special case.

Definition 6.1 Suppose that $\left\{\left(X_{n}, T_{n}\right), n \geqslant 0\right\}$ is an irreducible Markov renewal process on the state space $\Omega \times[0,+\infty)$, where $X_{n} \in \Omega=\{0,1,2, \ldots\}$ and $T_{n} \in$ $[0,+\infty)$. Let $E$ be a non-empty subset of $\Omega$. If the successive visits of $X_{n}$ to the subset E take place at the $n_{k}$ th step of state transition, then the inter-visit time $\tau_{k}^{E}$ between the $(k-1)$ st and the kth visits to $E$ is given by $\tau_{k}^{E}=\tau_{n_{k-1}+1}+$ $\tau_{n_{k-1}+2}+\ldots+\tau_{n_{k}}$ for $k \geqslant 1$. Let $X_{k}^{E}=X_{n_{k}}$ and $T_{k}^{E}=\sum_{i=1}^{k} \tau_{i}^{E}$ for $k \geqslant 1$. Then the
sequence $\left\{\left(X_{k}^{E}, T_{k}^{E}\right), k \geqslant 1\right\}$ is called the censored process with censoring set $E$.
Throughout this chapter, we denote by $(B)_{r, r^{\prime}}$ the $\left(r, r^{\prime}\right)$ th entry of the matrix $B$ and by $B * C(x)$ (or $B(x) * C(x)$ ) the convolution of two matrix functions $B(x)$ and $C(x)$, i.e., $B * C(x)=\int_{0}^{x} B(x-u) \mathrm{d} C(u)$. We then recursively define $B^{n^{*}}(x)=B * B^{(n-1)^{*}}(x)$ for $n \geqslant 1$ with $B^{0^{*}}(x)=I$ where $I$ is the identity matrix.

For convenience of description, we write $P^{[\leqslant n]}(x)$ for the censored transition probability mass matrix $P^{E}(x)$ if the censored set $E=L_{\leqslant n}$, in particular, $P^{[\leqslant+\infty]}(x)=P(x)$ and $P^{[0]}(x)=P^{[\leqslant 0]}(x)$. On the other hand, we write $P^{[\geqslant n]}(x)$ for the censored transition probability mass matrix with the censored set $E=L_{\geq n}$, specifically, $P^{[\geqslant 0]}(x)=P(x)$.

Let $E^{c}=\Omega-E$. According to the subsets $E$ and $E^{c}$, the transition probability mass matrix $P(x)$ is partitioned as

$$
P(x)=\begin{gather*}
E  \tag{6.2}\\
E \\
E^{c}
\end{gather*}\left(\begin{array}{cc}
T(x) & U(x) \\
V(x) & Q(x)
\end{array}\right) .
$$

Lemma 6.1 If $P(x)$ is irreducible, then each element of $\hat{Q}(x)=\sum_{n=0}^{\infty} Q^{n^{*}}(x)$ is finite for $x \geqslant 0$.

Proof If $P(x)$ is irreducible, then $P(+\infty)$ is irreducible, since $0 \leqslant P(x)$ $\leqslant P(+\infty)$. It is obvious that $Q(+\infty)$ is strictly substochastic due to $V(+\infty) \geqslant 0$. Hence, using Lemma 2.1 we have

$$
\widehat{Q}(+\infty)=\sum_{n=0}^{\infty} Q^{n}(+\infty)=[I-Q(+\infty)]^{-1}<+\infty,
$$

where $[I-Q(+\infty)]^{-1}$ is the minimal nonnegative inverse of $I-Q(+\infty)$. Since each element of $\widehat{Q}(+\infty)$ is finite and $0 \leqslant \widehat{Q}(x) \leqslant \widehat{Q}(+\infty)$ for $x>0$, each element of $\widehat{Q}(x)$ is finite. This completes the proof.

The matrix $\hat{Q}(x)$ is referred to as the fundamental matrix of $Q(x)$. In the following, we show that the censored process $\left\{\left(X_{k}^{E}, T_{k}^{E}\right), k \geqslant 1\right\}$ is a Markov renewal process again.

Theorem 6.1 The censored process $\left\{\left(X_{k}^{E}, T_{k}^{E}\right), k \geqslant 1\right\}$ is a Markov renewal process whose transition probability mass matrix is given by

$$
\begin{equation*}
P^{E}(x)=T(x)+U * \widehat{Q} * V(x) \tag{6.3}
\end{equation*}
$$

Proof To show that $\left\{\left(X_{k}^{E}, T_{k}^{E}\right), k \geqslant 1\right\}$ is a Markov renewal process, we need to show that the $T_{n+1}^{E}$ is independent of $X_{0}^{E}, X_{1}^{E}, \ldots, X_{n-1}^{E}, T_{0}^{E}, T_{1}^{E}, \ldots, T_{n}^{E}$,
given the state of $X_{n}^{E}$. This is clear from the fact that $\left\{\left(X_{n}, T_{n}\right), n \geqslant 0\right\}$ is a Markov renewal process with the strong Markov property. The $(i, j)$ th entry of the transition probability mass matrix of the Markov renewal process $\left\{\left(X_{k}^{E}, T_{k}^{E}\right), k \geqslant 1\right\}$ is

$$
\begin{aligned}
\left(P^{E}(x)\right)_{i, j} & =P\left\{X_{n+1}^{E}=j, T_{n+1}^{E} \leqslant x+T_{n}^{E} \mid X_{n}^{E}=i, T_{n}^{E}\right\} \\
& =P\left\{X_{1}^{E}=j, T_{1}^{E} \leqslant x \mid X_{0}^{E}=i, T_{0}^{E}=0\right\} .
\end{aligned}
$$

To explicitly express $P^{E}(x)$ in terms of the original transition probability mass matrix, we consider the following two possible cases:

Case I $\quad n_{1}=1$. In this case, $i, j \in E, X_{1}^{E}=X_{1}, T_{1}^{E}=\tau_{1}$ and

$$
\begin{equation*}
P\left\{X_{1}^{E}=j, T_{1}^{E} \leqslant x \mid X_{0}^{E}=i, T_{0}^{E}=0\right\}=(T(x))_{i, j} \tag{6.4}
\end{equation*}
$$

Case II $n_{1}=k$ for $k \geqslant 2$. In this case, $i, j \in E, X_{1}^{E}=X_{k}, T_{1}^{E}=\sum_{l=1}^{k} \tau_{l}$ and

$$
\begin{align*}
& P\left\{X_{1}^{E}=j, T_{1}^{E} \leqslant x \mid X_{0}^{E}=i, T_{0}^{E}=0\right\}=P\left\{X_{k}=j, X_{j} \notin E\right. \\
& \text { for } \left.j=1,2, \ldots, k-1, \sum_{l=1}^{k} \tau_{l} \leqslant x \mid X_{0}=i, \tau_{0}=0\right\} \\
& \quad=\left(U * Q^{(k-2)^{*}} * V(x)\right)_{i, j} \tag{6.5}
\end{align*}
$$

It follows from Eq. (6.4) and Eq. (6.5) that

$$
\begin{aligned}
P\left\{X_{1}^{E}=j, T_{1}^{E} \leqslant x \mid X_{0}^{E}=i, T_{0}^{E}=0\right\} & =(T(x))_{i, j}+\sum_{k=2}^{\infty}\left(U * Q^{(k-2)^{*}} * V(x)\right)_{i, j} \\
& =(T(x))_{i, j}+(U * \widehat{Q} * V(x))_{i, j}
\end{aligned}
$$

This completes the proof.
Remark 6.1 The censored process $\left\{\left(X_{k}^{E^{c}}, T_{k}^{E^{c}}\right), k \geqslant 1\right\}$ is a Markov renewal process whose transition probability mass matrix is given by

$$
P^{E^{c}}(x)=Q(x)+V * \hat{T} * U(x)
$$

As seen in Chapter 2, the UL- and LU-types of RG-factorizations are obtained by means of the two different censored processes $P^{E}(x)$ and $P^{E^{c}}(x)$, respectively.

Based on the censored renewal processes above, a probabilistic interpretation for each component in the expression Eq. (6.3) for $P^{E}(x)$ is available and useful. For the Markov renewal process $P(x)$, let $T_{E^{c}, E^{c}}(i, j)$ be total renewal time until the process visits state $j \in E^{c}$ for the last time before entering $E$, given that the process starts in state $i \in E^{c}$. Formally, assume that at the $k$ th transition the process visits state $j \in E^{c}$ for the last time before entering $E$, given that the process starts
in state $i \in E^{c}$. Then $T_{E^{c}, E^{c}}(i, j)=\sum_{l=1}^{k} \tau_{l}$. Similarly, let $T_{E, E^{c}}(i, j)$ be the total renewal time until the process visits state $j \in E^{c}$ before returning to $E$, given that the process starts in state $i \in E ; T_{E^{c}, E}(i, j)$ the total renewal time until the process enters $E$ and upon entering $E$ the first state visited is $j \in E$, given that the process started at state $i \in E^{c}$; and $T_{E, E}(i, j)$ the total renewal time until the process enters $E$ and upon returning to $E$ the first state visited is $j \in E$, given that the process started at state $i \in E$.
(1) $(\hat{Q}(x))_{i, j}$ is the expected number of visits to state $j \in E^{c}$ before entering $E$ and $T_{E^{c}, E^{c}}(i, j) \leqslant x$, given that the process starts in state $i \in E^{c}$.
(2) $(U * \widehat{Q}(x))_{i, j}$ is the expected number of visits to state $j \in E^{c}$ before returning to $E$ and $T_{E, E^{c}}(i, j) \leqslant x$, given that the process starts in state $i \in E$.
(3) $(\widehat{Q} * V(x))_{i, j}$ is the probability that the process enters $E$ and upon entering $E$ the first state visited is $j \in E$ and $T_{E^{c}, E}(i, j) \leqslant x$, given that the process starts in state $i \in E^{c}$.
(4) $(U * \widehat{Q} * V(x))_{i, j}$ is the probability that upon returning to $E$ the first state visited is $j \in E$ and $T_{E, E}(i, j) \leqslant x$, given that the process starts in state $i \in E$.

Define the double transformation of $n$ and $x$ for the censored Markov renewal process as

$$
{\widetilde{P^{E}}}^{*}(z, s)=\left({\widetilde{P^{E}}}_{i, j}^{*}(z, s)\right)_{i, j \in E},
$$

where

$$
{\widetilde{P^{E}}}_{i, j}^{*}(z, s)=\sum_{n=1}^{\infty} z^{n} \int_{0}^{+\infty} \mathrm{e}^{-s x} \mathrm{~d} P\left\{X_{n}=j, T_{n} \leqslant x \mid X_{0}=i, T_{0}=0\right\}
$$

The single transformations $\widetilde{T}(s), \widetilde{U}(s), \widetilde{V}(s)$ and $\widetilde{Q}(s)$ are defined conventionally, for example, $\widetilde{T}(s)=\int_{0}^{+\infty} \mathrm{e}^{-s x} \mathrm{~d} T(x)$.

The following corollary provides a useful result for studying the two-dimensional random vector $\left(X_{1}^{E}, T_{1}^{E}\right)$, the proof of which is obvious from Eq. (6.4) and Eq. (6.5). $\left(X_{1}^{E}, T_{1}^{E}\right)$ is important for the study of the Markov renewal process $\left\{\left(X_{n}, T_{n}\right), n \geqslant 1\right\}$. It is worthwhile to notice that an important example is analyzed in Section 2.4 of Neuts [17].

## Corollary 6.1

$$
{\widetilde{P^{E}}}^{*}(z, s)=z \widetilde{T}(s)+z^{2} \widetilde{U}(s)[I-z \widetilde{Q}(s)]^{-1} \widetilde{V}(s),
$$

where

$$
[I-z \widetilde{Q}(s)]^{-1}=\sum_{n=0}^{\infty} z^{n}[\widetilde{Q}(s)]^{n}
$$

Based on Definition 6.1, we have the following two useful properties.
Property 6.1 For $E_{1} \subset E_{2}, P^{E_{1}}(x)=\left(P^{E_{2}}\right)^{E_{1}}(x)$.
Property 6.2 $P(x)$ is irreducible if and only if $P^{E}(x)$ is irreducible for all the subsets $E$ of $\Omega$.

Now, we consider the state classification for an irreducible Markov renewal process. Çinlar [6] shows that $P(x)$ is recurrent or transient if and only if $P(+\infty)$ is recurrent or transient, respectively. Therefore, we illustrate the following useful relations.

Proposition 6.1 (1) $P(x)$ is recurrent if and only if $P^{E}(x)$ is recurrent for every subset $E \subset \Omega$.
(2) $P(x)$ is transient if and only if $P^{E}(x)$ is transient for every subset $E \subset \Omega$.

Proposition 6.2 If $P(x)$ is irreducible, then
(1) $P(x)$ is recurrent if and only if $P^{E}(x)$ is recurrent for some subset $E \subset \Omega$; and
(2) $P(x)$ is transient if and only if $P^{E}(x)$ is transient for some subset $E \subset \Omega$.

The following proposition provides a sufficient condition under which a Markov renewal process $P(x)$ is positive recurrent. The proof is easy according to the fact that $\sum_{j=0}^{\infty} \int_{0}^{+\infty} x \mathrm{~d} P_{i, j}(x) e$ is the mean total sojourn time of the Markov renewal process $P(x)$ in state $i$. It is worthwhile to note that $P(x)$ may not be positive recurrent when $P(+\infty)$ is positive recurrent. This is a further result of Proposition 6.2 from the recurrent to the positive recurrent.

Proposition 6.3 The Markov renewal process $P(x)$ is positive recurrent if
(1) $P(+\infty)$ is positive recurrent and
(2) $\sum_{j=0}^{\infty} \int_{0}^{+\infty} x \mathrm{~d} P_{i, j}(x) e$ is finite for all $i \geqslant 0$.

Remark 6.2 (1) Remark b in Section 3.2 of Neuts [17] (p. 140) illustrates that condition (2) in Proposition 6.3 is strong. For example, for a Markov renewal process of $M / G / 1$ type, the sufficient condition only requires that $\sum_{j=0}^{\infty} \int_{0}^{+\infty} x \mathrm{~d} P_{i, j}(x) e$ for $i=0$ and $\int_{0}^{+\infty} x \mathrm{~d} P_{1,0}(x)$ are finite. Therefore, condition (2) in Proposition 6.3 can further be weakened.

### 6.2 The UL-Type $\boldsymbol{R} \boldsymbol{G}$-Factorization

In this section, we define the UL-type $R$-, $U$ - and $G$-measures for the Markov renewal process, and derive the UL-type $R G$-factorization for the transition probability mass matrix.

For $0 \leqslant i<j, R_{i, j}(k, x)$ is an $m_{i} \times m_{j}$ matrix whose $\left(r, r^{\prime}\right)$ th entry $\left(R_{i, j}(x)\right)_{r, r^{\prime}}$ is the probability that starting in state $(i, r)$ at time 0 , the Markov renewal process makes its $k$ th transition in the renewal time interval [ $0, x$ ] for a visit into state $\left(j, r^{\prime}\right)$ without visiting any states in $L_{\leqslant(j-1)}$ during intermediate steps; or

$$
\begin{align*}
\left(R_{i, j}(k, x)\right)_{r, r^{\prime}}= & P\left\{X_{k}=\left(j, r^{\prime}\right), X_{l} \notin L_{\leqslant(j-1)} \text { for } l=1,2, \ldots, k-1,\right. \\
& \left.T_{k} \leqslant x \mid X_{0}=(i, r)\right\} . \tag{6.6}
\end{align*}
$$

Let $R_{i, j}(x)=\sum_{k=1}^{\infty} R_{i, j}(k, x)$. Then the $\left(r, r^{\prime}\right)$ th entry of $R_{i, j}(x)$ is the expected number of visits to state $\left(j, r^{\prime}\right)$ made in the renewal time interval $[0, x]$ without visiting any states in $L_{\leqslant(j-1)}$ during intermediate steps, given that the process starts in state $(i, r)$ at time 0 .

For $0 \leqslant j<i, G_{i, j}(k, x)$ is an $m_{i} \times m_{j}$ matrix whose $\left(r, r^{\prime}\right)$ th entry $\left(G_{i, j}(x)\right)_{r, r^{\prime}}$ is the probability that starting in state $(i, r)$ at time 0 , the Markov renewal process makes its $k$ th transition in the renewal time interval $[0, x]$ for a visit into state ( $j, r^{\prime}$ ) without visiting any states in $L_{\leqslant(i-1)}$ during intermediate steps; or

$$
\begin{gather*}
\left(G_{i, j}(k, x)\right)_{r, r^{\prime}}=P\left\{X_{k}=\left(j, r^{\prime}\right), X_{l} \notin L_{\leqslant(i-1)} \text { for } l=1,2, \ldots, k-1,\right. \\
\left.T_{k} \leqslant x \mid X_{0}=(i, r)\right\} . \tag{6.7}
\end{gather*}
$$

Let $G_{i, j}(x)=\sum_{k=1}^{\infty} G_{i, j}(k, x)$. Then the $\left(r, r^{\prime}\right)$ th entry of $G_{i, j}(x)$ is the probability that starting in state $(i, r)$ at time 0 , the Markov renewal process makes its first visit into $L_{\leqslant(i-1)}$ in the renewal time interval $[0, x]$ and upon entering $L_{\leqslant(i-1)}$ it visits state $\left(j, r^{\prime}\right)$.

The two matrix sequences $\left\{R_{i, j}(x)\right\}$ and $\left\{G_{i, j}(x)\right\}$ are called the UL-type $R$ and $G$-measures of the Markov renewal process $P(x)$, respectively.

We partition the transition probability mass matrix $P(x)$ according to the three subsets $L_{\leqslant(n-1)}, L_{n}$ and $L_{\geqslant(n+1)}$ as

$$
P(x)=\left(\begin{array}{lll}
T(x) & U_{0}(x) & U_{1}(x)  \tag{6.8}\\
V_{0}(x) & T_{0}(x) & U_{2}(x) \\
V_{1}(x) & V_{2}(x) & Q_{0}(x)
\end{array}\right)
$$

Let

$$
Q(x)=\left(\begin{array}{ll}
T_{0}(x) & U_{2}(x)  \tag{6.9}\\
V_{2}(x) & Q_{0}(x)
\end{array}\right)
$$

and

$$
Q^{n^{*}}(x)=\left(\begin{array}{ll}
D_{11}(n, x) & D_{12}(n, x)  \tag{6.10}\\
D_{21}(n, x) & D_{22}(n, x)
\end{array}\right), \quad n \geqslant 0 .
$$

Partition $\widehat{Q}(x)=\sum_{n=0}^{\infty} Q^{n^{*}}(x)$ accordingly as

$$
\widehat{Q}(x)=\left(\begin{array}{ll}
H_{11}(x) & H_{12}(x)  \tag{6.11}\\
H_{21}(x) & H_{22}(x)
\end{array}\right)
$$

We write

$$
\begin{equation*}
R_{<n}(x)=\left(R_{0, n}^{\mathrm{T}}(x), R_{1, n}^{\mathrm{T}}(x), R_{2, n}^{\mathrm{T}}(x), \ldots, R_{n-1, n}^{\mathrm{T}}(x)\right)^{\mathrm{T}} \tag{6.12}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{<n}(x)=\left(G_{n, 0}(x), G_{n, 1}(x), G_{n, 2}(x), \ldots, G_{n, n-1}(x)\right) . \tag{6.13}
\end{equation*}
$$

The following lemma provides expressions for the matrices $R_{<n}(x)$ and $G_{<n}(x)$.
Lemma 6.2 For $x>0$ and $n \geqslant 1$,

$$
\begin{equation*}
R_{<n}(x)=U_{0} * H_{11}(x)+U_{1} * H_{21}(x) \tag{6.14}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{<n}(x)=H_{11} * V_{0}(x)+H_{12} * V_{1}(x) . \tag{6.15}
\end{equation*}
$$

Proof We only prove Eq. (6.14) while Eq. (6.15) can be proved similarly.
For $0 \leqslant i \leqslant n-1$, we consider two possible cases for $\left(R_{i, n}(k, x)\right)_{r, r^{\prime}}$ as follows:
Case I $k=1$. In this case,

$$
\begin{align*}
\left(R_{i, n}(k, x)\right)_{r, r^{\prime}} & =P\left\{X_{1}=\left(n, r^{\prime}\right), T_{1} \leqslant x \mid X_{0}=(i, r), T_{0}=0\right\} \\
& =\left(U_{0}(x)\right)_{r, r^{\prime}}^{i\rangle} . \tag{6.16}
\end{align*}
$$

Case II $k \geqslant 2$. In this case,

$$
\begin{align*}
\left(R_{i, n}(k, x)\right)_{r, r^{\prime}}= & P\left\{X_{k}=\left(n, r^{\prime}\right), X_{l} \notin L_{\leqslant(j-1)} \text { for } l=1,2, \ldots, k-1,\right. \\
& \left.T_{k} \leqslant x \mid X_{0}=(i, r), T_{0}=0\right\} \\
= & \left(U_{0} * D_{11}(k-1, x)+U_{1} * D_{21}(k-1, x)\right)_{r, r}^{\langle i\rangle} . \tag{6.17}
\end{align*}
$$

Noting that $D_{11}(0, x)=I$ and $D_{21}(0, x)=0$, it follows from Eq. (6.16) and Eq. (6.17) that

$$
\begin{aligned}
\left(R_{i, n}(x)\right)_{r, r^{\prime}} & =\sum_{k=1}^{\infty}\left(R_{i, n}(k, x)\right)_{r, r^{\prime}} \\
& =\left(U_{0}(x)\right)_{r, r^{\prime}}^{\langle i\rangle}+\sum_{k=2}^{\infty}\left(U_{0} * D_{11}(k-1, x)+U_{1} * D_{21}(k-1, x)\right)_{r, r^{\prime}}^{\langle i\rangle} \\
& =\left(\sum_{k=0}^{\infty}\left(U_{0} * D_{11}(k, x)+U_{1} * D_{21}(k, x)\right)\right)_{r, r^{\prime}}^{\langle i\rangle} \\
& =\left(U_{0} * H_{11}(x)+U_{1} * H_{21}(x)\right)_{r, r^{\prime}}^{\langle i\rangle}
\end{aligned}
$$

This completes the proof.
For the Markov renewal process $P(x)$, let $Q_{n}(x)$ be the southeast corner of $P(x)$ beginning from level $n$, i.e., $Q_{n}(x)=\left(P_{i, j}(x)\right)_{i, j \geqslant n}$. Let $\widehat{Q}_{n}(x)=\sum_{k=0}^{\infty} Q_{n}^{k^{*}}(x)$, and $\hat{Q}_{n}^{(k,)}(x)$ and $\hat{Q}_{n}^{(\cdot, l)}(x)$ be the $k$ th block-row and the $l$ th block-column of $\widehat{Q}_{n}(x)$, respectively. The following corollary easily follows from Lemma 6.2.

Corollary 6.2 For $0 \leqslant i<j$,

$$
\begin{equation*}
R_{i, j}(x)=\left(P_{i, j}(x), P_{i, j+1}(x), P_{i, j+2}(x), \ldots\right) * \hat{Q}_{j}^{(\cdot, 1)}(x) \tag{6.18}
\end{equation*}
$$

and for $0 \leqslant j<i$,

$$
\begin{equation*}
G_{i, j}(x)=\widehat{Q}_{i}^{(1,)}(x) *\left(P_{i, j}(x)^{\mathrm{T}}, P_{i+1, j}(x)^{\mathrm{T}}, P_{i+2, j}(x)^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} \tag{6.19}
\end{equation*}
$$

It follows from Eq. (6.9) that

$$
\widetilde{Q}(s)=\left(\begin{array}{cc}
\widetilde{T}_{0}(s) & \widetilde{U}_{2}(s) \\
\widetilde{V}_{2}(s) & \widetilde{Q}_{0}(s)
\end{array}\right)
$$

and from Eq. (6.10) that

$$
\widetilde{\widehat{Q}}(s)=\left(\begin{array}{cc}
\widetilde{H}_{11}(s) & \widetilde{H}_{12}(s) \\
\widetilde{H}_{21}(s) & \widetilde{H}_{22}(s)
\end{array}\right) .
$$

From either Lemma 6.2 or Corollary 6.2 it is clear that the determination of the $R$ - and $G$-measures relies on the entries of the fundamental matrix $\hat{Q}_{k}(x)$. The following lemma provides a formula for expressing the transformation of the fundamental matrix.

Lemma 6.3 For $\operatorname{Re}(s) \geqslant 0$,

$$
\begin{aligned}
& \widetilde{H}_{11}(s)=\left[I-\widetilde{T}_{0}(s)-\widetilde{U}_{2}(s) \widetilde{\widehat{Q}}_{0}(s) \widetilde{V}_{2}(s)\right]^{-1} \\
& \widetilde{H}_{12}(s)=\left[I-\widetilde{T}_{0}(s)-\widetilde{U}_{2}(s) \widetilde{\widehat{Q}}_{0}(s) \widetilde{V}_{2}(s)\right]^{-1} \widetilde{U}_{2}(s) \widetilde{\widehat{Q}}_{0}(s), \\
& \widetilde{H}_{21}(s)=\widetilde{\widehat{Q}}_{0}(s) \widetilde{V}_{2}(s)\left[I-\widetilde{T}_{0}(s)-\widetilde{U}_{2}(s) \widetilde{\widehat{Q}}_{0}(s) \widetilde{V}_{2}(s)\right]^{-1} \\
& \widetilde{H}_{22}(s)=\widetilde{\widehat{Q}}_{0}(s)+\widetilde{\widehat{Q}}_{0}(s) \widetilde{V}_{2}(s)\left[I-\widetilde{T}_{0}(s)-\widetilde{U}_{2}(s) \widetilde{\widehat{Q}}_{0}(s) \widetilde{V}_{2}(s)\right]^{-1} \widetilde{U}_{2}(s) \widetilde{\hat{Q}}_{0}(s) .
\end{aligned}
$$

Symmetrically,

$$
\begin{aligned}
& \widetilde{H}_{11}(s)=\widetilde{T_{0}}(s)+\widetilde{T_{0}}(s) \widetilde{U}_{2}(s)\left[I-\widetilde{Q}_{0}(s)-\widetilde{V}_{2}(s) \widetilde{T_{0}}(s) \widetilde{U}_{2}(s)\right]^{-1} \widetilde{V}_{2}(s) \widetilde{T_{0}}(s), \\
& \widetilde{H}_{12}(s)=\widetilde{\widehat{T}_{0}}(s) \widetilde{U}_{2}(s)\left[I-\widetilde{Q}_{0}(s)-\widetilde{V}_{2}(s) \widetilde{T}_{0}(s) \widetilde{U}_{2}(s)\right]^{-1}, \\
& \widetilde{H}_{21}(s)=\left[I-\widetilde{Q}_{0}(s)-\widetilde{V}_{2}(s) \widetilde{T_{0}}(s) \widetilde{U}_{2}(s)\right]^{-1} \widetilde{V}_{2}(s) \widetilde{\widehat{T}_{0}}(s), \\
& \widetilde{H}_{22}(s)=I-\widetilde{Q}_{0}(s)-\widetilde{V}_{2}(s) \widetilde{\widehat{T}}(s) \widetilde{U}_{2}(s) .
\end{aligned}
$$

Theorem 6.2 For $x \geqslant 0$ and $n \geqslant 1$,

$$
\begin{aligned}
R_{<n}(x)= & {\left[U_{0}(x)+U_{1} * \widehat{Q}_{0} * V_{2}(x)\right] * \sum_{l=0}^{\infty} \sum_{k=0}^{l}\binom{l}{k} T_{0}^{k^{*}}(x) } \\
& *\left[U_{2} * \widehat{Q}_{0} * V_{2}(x)\right]^{(l-k)^{*}}
\end{aligned}
$$

and

$$
\begin{aligned}
G_{<n}(x)= & \sum_{l=0}^{\infty} \sum_{k=0}^{l}\binom{l}{k} T_{0}^{k^{*}}(x) *\left[U_{2} * \widehat{Q}_{0} * V_{2}(x)\right]^{(l-k)^{*}} \\
& *\left[V_{0}(x)+U_{2} * \widehat{Q}_{0} * V_{1}(x)\right]
\end{aligned}
$$

Proof It follows from Lemmas 6.2 and 6.3 that

$$
\widetilde{R}_{<n}(s)=\left[\widetilde{U}_{0}(s)+\widetilde{U}_{1}(s) \widetilde{\hat{Q}}_{0}(s) \widetilde{V}_{2}(s)\right]\left[I-\widetilde{T}_{0}(s)-\widetilde{U}_{2}(s) \widetilde{\widehat{Q}}_{0}(s) \widetilde{V}_{2}(s)\right]^{-1}
$$

and

$$
\widetilde{Q}_{<n}(s)=\left[I-\widetilde{T}_{0}(s)-\widetilde{U}_{2}(s) \widetilde{\widehat{Q}}_{0}(s) \widetilde{V}_{2}(s)\right]^{-1}\left[\widetilde{V}_{0}(s)+\widetilde{U}_{2}(s) \widetilde{\widehat{Q}}_{0}(s) \widetilde{V}_{1}(s)\right] .
$$

The inverse transform for the above two equations immediately leads to the desired result.

The following theorem provides a censoring invariance for the $R$ - and $G$-measures of Markov renewal processes. We denote by $R_{i, j}^{[\leqslant n]}(x)$ and $G_{i, j}^{[\leqslant n]}(x)$ the $R$ - and $G$-measures of the censored Markov renewal process $P^{[\leq n]}(x)$.

Theorem 6.3 (1) For $0 \leqslant i<j \leqslant n, \quad R_{i, j}^{[\leqslant n]}(x)=R_{i, j}(x)$.
(2) For $0 \leqslant j<i \leqslant n, G_{i, j}^{[\leqslant n]}(x)=G_{i, j}(x)$.

Proof We only prove (1) while (2) can be proved similarly.
First, we assume that $n=j$ and $P(x)$ is partitioned according to the three subsets $L_{<n}, L_{n}$ and $L_{>n}$ as in Eq. (6.8). It follows from Theorem 6.1 that

$$
\begin{align*}
P^{[\leqslant n]}(x) & =\left(\begin{array}{cc}
T(x) & U_{0}(x) \\
V_{0}(x) & T_{0}(x)
\end{array}\right)+\binom{U_{1}(x)}{U_{2}(x)} * \widehat{Q}_{0}(x) *\left(V_{1}(x), V_{2}(x)\right) \\
& =\left(\begin{array}{cc}
T(x)+U_{1} * \widehat{Q}_{0} * V_{1}(x) & U_{0}(x)+U_{1} * \widehat{Q}_{0} * V_{2}(x) \\
V_{0}(x)+U_{2} * \widehat{Q}_{0} * V_{1}(x) & T_{0}(x)+U_{2} * \widehat{Q}_{0} * V_{2}(x)
\end{array}\right) . \tag{6.20}
\end{align*}
$$

Hence, simple calculations lead to

$$
\begin{align*}
R_{<n}^{[\leqslant n]}(x)= & {\left[U_{0}(x)+U_{1} * \widehat{Q}_{0} * V_{2}(x)\right] * \sum_{l=0}^{\infty}\left[T_{0}(x)+U_{2} * \widehat{Q}_{0} * V_{2}(x)\right]^{l^{*}} } \\
= & {\left[U_{0}(x)+U_{1} * \widehat{Q}_{0} * V_{2}(x)\right] * \sum_{l=0}^{\infty} \sum_{k=0}^{l}\binom{l}{k} T_{0}^{k^{*}}(x) } \\
& *\left[U_{2} * \widehat{Q}_{0} * V_{2}(x)\right]^{(l-k)^{*}} . \tag{6.21}
\end{align*}
$$

Therefore, $R_{<n}^{[\leqslant n]}(x)=R_{<n}(x)$ according to Theorem 6.2.
If $n>j$, we first censor the matrix $P(x)$ in the set $L_{\leqslant j}, R_{i, j}^{[\leq j]}(x)=R_{i, j}(x)$ based on the fact just proved. Next, we censor the matrix $P(x)$ in the set $L_{\leqslant n}$. Since according to Property 1 the censored matrix $P^{[\leqslant j]}$ can be obtained by the censored $\operatorname{matrix} P^{[\leqslant n]}, R_{i, j}^{[\leq n]}(x)=R_{i, j}^{[\leqslant j]}(x)$ based on the fact just proved, hence, $R_{i, j}^{[\leqslant n]}(x)=$ $R_{i, j}(x)$ for $j<n$. This completes the proof.

Let

$$
P^{[\leqslant n]}(x)=\left(\begin{array}{cccc}
\phi_{0,0}^{(n)}(x) & \phi_{0,1}^{(n)}(x) & \ldots & \phi_{0, n}^{(n)}(x) \\
\phi_{1,0}^{(n)}(x) & \phi_{1,1}^{(n)}(x) & \ldots & \phi_{1, n}^{(n)}(x) \\
\vdots & \vdots & & \vdots \\
\phi_{n, 0}^{(n)}(x) & \phi_{n, 1}^{(n)}(x) & \ldots & \phi_{n, n}^{(n)}(x)
\end{array}\right), \quad n \geqslant 0
$$

be block-partitioned according to levels.
The equations in the following lemma provide a relationship among the entries of censored Markov renewal processes, which are essentially the Wiener-Hopf
equations for the Markov renewal process.
Lemma 6.4 For $n \geqslant 0,0 \leqslant i, j \leqslant n$,

$$
\phi_{i, j}^{(n)}(x)=P_{i, j}(x)+\sum_{k=n+1}^{\infty} \phi_{i, k}^{(k)}(x) * \sum_{l=0}^{\infty}\left[\phi_{k, k}^{(k)}(x)\right]^{l^{*}} * \phi_{k, j}^{(k)}(x) .
$$

Proof Consider the censored matrix $P^{[\leqslant n]}(x)$ based on $P^{[\leqslant(n+1)]}(x)$. It follows from Theorem 6.1 that

$$
\begin{aligned}
P^{[\leqslant n]}(x)= & \left(\begin{array}{cccc}
\phi_{0,0}^{(n+1)}(x) & \phi_{0,1}^{(n+1)}(x) & \ldots & \phi_{0, n}^{(n+1)}(x) \\
\phi_{1,0}^{(n+1)}(x) & \phi_{1,1}^{(n+1)}(x) & \ldots & \phi_{1, n}^{(n+1)}(x) \\
\vdots & \vdots & & \vdots \\
\phi_{n, 0}^{(n+1)}(x) & \phi_{n, 1}^{(n+1)}(x) & \ldots & \phi_{n, n}^{(n+1)}(x)
\end{array}\right) \\
& +\left(\begin{array}{c}
\phi_{0, n+1}^{(n+1)}(x) \\
\phi_{1, n+1}^{(n+1)}(x) \\
\vdots \\
\phi_{n, n+1}^{(n+1)}(x)
\end{array}\right) * \sum_{l=0}^{\infty}\left[\phi_{n+1, n+1}^{(n+1)}(x)\right]^{l *} \\
& *\left(\phi_{n+1,0}^{(n+1)}(x), \phi_{n+1,1}^{(n+1)}(x), \ldots, \phi_{n+1, n}^{(n+1)}(x)\right) .
\end{aligned}
$$

Therefore, from repeatedly using Theorem 6.1 we obtain

$$
\begin{aligned}
\phi_{i, j}^{(n)}(x)= & \phi_{i, j}^{(n+1)}(x)+\phi_{i, n+1}^{(n+1)}(x) * \sum_{l=0}^{\infty}\left[\phi_{n+1, n+1}^{(n+1)}(x)\right]^{l *} * \phi_{n+1, j}^{(n+1)}(x) \\
= & \phi_{i, j}^{(n+2)}(x)+\phi_{i, n+2}^{(n+2)}(x) * \sum_{l=0}^{\infty}\left[\phi_{n+2, n+2}^{(n+2)}(x)\right]^{l *} * \phi_{n+2, j}^{(n+2)}(x) \\
& +\phi_{i, n+1}^{(n+1)}(x) * \sum_{l=0}^{\infty}\left[\phi_{n+1, n+1}^{(n+1)}(x)\right]^{l *} * \phi_{n+1, j}^{(n+1)}(x) \\
= & \ldots=P_{i, j}(x)+\sum_{k=n+1}^{\infty} \phi_{i, k}^{(k)}(x) * \sum_{l=0}^{\infty}\left[\phi_{k, k}^{(k)}(x)\right]^{l *} * \phi_{k, j}^{(k)}(x),
\end{aligned}
$$

where $P_{i, j}(x)=\phi_{i, j}^{(\infty)}(x)$. This completes the proof.
The following lemma provides expressions for the $R$ - and $G$-measures.
Lemma 6.5 (1) For $0 \leqslant i<j$,

$$
R_{i, j}(x)=\phi_{i, j}^{(j)}(x) * \sum_{l=0}^{\infty}\left[\phi_{j, j}^{(j)}(x)\right]^{l^{*}} .
$$

(2) For $0 \leqslant j<i$,

$$
G_{i, j}(x)=\sum_{l=0}^{\infty}\left[\phi_{i, i}^{(i)}(x)\right]^{l^{*}} * \phi_{i, j}^{(j)}(x) .
$$

Proof Applying Corollary 6.2 to the censored process $P^{[\leqslant j]}(x)$ gives that

$$
R_{i, j}^{[\leqslant j]}(x)=\phi_{i, j}^{(j)}(x) * \sum_{l=0}^{\infty}\left[\phi_{j, j}^{(j)}(x)\right]^{l^{*}}, \quad 0 \leqslant i<j,
$$

and

$$
G_{i, j}^{[\leqslant i]}(x)=\sum_{l=0}^{\infty}\left[\phi_{i, i}^{(i)}(x)\right]^{l^{*}} * \phi_{i, j}^{(j)}(x), \quad 0 \leqslant j<i .
$$

The rest of the proof follows from the censoring invariance for the $R$ - and $G$-measures proved in Theorem 6.3.

Let

$$
\Psi_{n}(x)=\phi_{n, n}^{(n)}(x), \quad n \geqslant 0 .
$$

The following theorem provides an equivalent form, to the equations in Lemma 6.4, of the Wiener-Hopf equations stated in terms of the $R$ - and $G$-measures.

Theorem 6.4 (1) For $0 \leqslant i<j$,

$$
R_{i, j}(x) *\left[I-\Psi_{j}(x)\right]=P_{i, j}(x)+\sum_{k=j+1}^{\infty} R_{i, k}(x) *\left[I-\Psi_{k}(x)\right] * G_{k, j}(x) .
$$

(2) For $0 \leqslant j<i$,

$$
\left[I-\Psi_{i}(x)\right] * G_{i, j}(x)=P_{i, j}(x)+\sum_{k=i+1}^{\infty} R_{i, k}(x) *\left[I-\Psi_{k}(x)\right] * G_{k, j}(x)
$$

(3) For $n \geqslant 0$,

$$
\Psi_{n}(x)=P_{n, n}(x)+\sum_{k=n+1}^{\infty} R_{n, k}(x) *\left[I-\Psi_{k}(x)\right] * G_{k, n}(x)
$$

Proof We only prove (1) while (2) and (3) can be proved similarly. It follows from (1) in Lemma 6.5 that

$$
R_{i, j}(x) *\left[I-\Psi_{j}(x)\right]=\phi_{i, j}^{(j)}(x) .
$$

Using Lemma 6.4 and Theorem 6.5 leads to

$$
\begin{aligned}
\phi_{i, j}^{(j)}(x) & =P_{i, j}(x)+\sum_{k=j+1}^{\infty} \phi_{i, k}^{(k)}(x) * \sum_{l=0}^{\infty}\left[\phi_{k, k}^{(k)}(x)\right]^{l *} * \phi_{k, j}^{(k)}(x) \\
& =P_{i, j}(x)+\sum_{k=j+1}^{\infty} R_{i, k}^{[\leqslant k]}(x) *\left[I-\Psi_{k}(x)\right] * G_{k, j}^{[\leqslant k]}(x) \\
& =P_{i, j}(x)+\sum_{k=j+1}^{\infty} R_{i, k}(x) *\left[I-\Psi_{k}(x)\right] * G_{k, j}(x) .
\end{aligned}
$$

This completes the proof.
Based on the Wiener-Hopf equations, the following theorem gives the UL-type $R G$-factorization for the transition probability mass matrix.

Theorem 6.5 For the Markov renewal process $P(x)$ given in Eq. (6.1),

$$
\begin{equation*}
I-P(x)=\left[I-R_{U}(x)\right] *\left[I-\Psi_{D}(x)\right] *\left[I-G_{L}(x)\right], \quad x \geqslant 0, \tag{6.22}
\end{equation*}
$$

or

$$
I-\widetilde{P}(s)=\left[I-\widetilde{R}_{U}(s)\right]\left[I-\widetilde{\Psi}_{D}(s)\right]\left[I-\widetilde{G}_{L}(s)\right], \quad \operatorname{Re}(s) \geqslant 0,
$$

where

$$
\begin{aligned}
& R_{U}(x)=\left(\begin{array}{ccccc}
0 & R_{0,1}(x) & R_{0,2}(x) & R_{0,3}(x) & \ldots \\
& 0 & R_{1,2}(x) & R_{1,3}(x) & \ldots \\
& & 0 & R_{2,3}(x) & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right), \\
& \Psi_{D}(x)=\operatorname{diag}\left(\Psi_{0}(x), \Psi_{1}(x), \Psi_{2}(x), \Psi_{3}(x), \ldots\right)
\end{aligned}
$$

and

$$
G_{L}(x)=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1,0}(x) & 0 & & & \\
G_{2,0}(x) & G_{2,1}(x) & 0 & & \\
G_{3,0}(x) & G_{3,1}(x) & G_{3,2}(x) & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

Proof We only prove Eq. (6.22) for the entries in the first block-row and first lock-column. The rest can be proved similarly.

The entry $(0,0)$ on the right-hand side is

$$
I-\Psi_{0}(x)+\sum_{k=1}^{\infty} R_{0, k}(x) *\left[I-\Psi_{k}(x)\right] * G_{k, 0}(x)
$$

which is equal to $I-P_{0,0}(x)$ according to (3) of Theorem 6.4.
The entry $(0, l)$ with $l \geqslant 1$ on the right-hand side is

$$
-R_{0, l}(x) *\left[I-\Psi_{l}(x)\right]+\sum_{k=l+1}^{\infty} R_{0, k}(x) *\left[I-\Psi_{k}(x)\right] * G_{k, l}(x)
$$

which is equal to $-P_{0, l}(x)$ according to (1) of Theorem 6.4.
Finally, to see that the entry $(l, 0)$ with $l \geqslant 1$ on the right-hand side is equal to the corresponding entry on the left-hand side, it follows from (2) of Theorem 6.4 that

$$
-\left[I-\Psi_{l}(x)\right] * G_{l, 0}(x)+\sum_{k=l+1}^{\infty} R_{l, k}(x) *\left[I-\Psi_{k}(x)\right] * G_{k, 0}(x)=-P_{l, 0}(x) .
$$

This completes the proof.
In what follows we list the main results for two important examples: Leveldependent Markov renewal processes of $M / G / 1$ type, and level-dependent Markov renewal processes of $G I / M / 1$ type.

### 6.2.1 Level-Dependent Markov Renewal Processes of $M / G / 1$ Type

Let

$$
Q_{k}(x)=\left(\begin{array}{cccc}
P_{k, k}(x) & P_{k, k+1}(x) & P_{k, k+2}(x) & \ldots \\
P_{k+1, k}(x) & P_{k+1, k+1}(x) & P_{k+1, k+2}(x) & \ldots \\
& P_{k+2, k+1}(x) & P_{k+2, k+2}(x) & \ldots \\
& & \ddots & \ddots
\end{array}\right), \quad k \geqslant 1 .
$$

We denote by $\left(\hat{Q}_{1,1}^{(k)}(x)^{\mathrm{T}}, \hat{Q}_{2,1}^{(k)}(x)^{\mathrm{T}}, \cdots\right)^{\mathrm{T}}$ the first block-column of the matrix $\hat{Q}_{k}(x)$ $=\sum_{l=0}^{\infty}\left[Q_{k}(x)\right]^{l^{*}}$. Thus, the $R$ - and $G$-measures are defined as

$$
\begin{gather*}
R_{i, j}(x)=\sum_{l=0}^{\infty} P_{i, j+l}(x) * \hat{Q}_{l+1,1}^{(j)}(x), \quad 0 \leqslant i<j,  \tag{6.23}\\
G_{k}(x) \stackrel{\text { def }}{=} G_{k, k-1}(x)=\hat{Q}_{l, 1}^{(k)}(x) * P_{k, k-1}(x), \quad k \geqslant 1, \tag{6.24}
\end{gather*}
$$

$G_{i, j}(x)=0$ for $0 \leqslant j \leqslant i-2$, and

$$
\begin{equation*}
\Psi_{k}(x)=P_{k, k}(x)+\sum_{i=1}^{\infty} P_{k, k+i}(x) * G_{k+i}(x) * G_{k+i-1}(x) \ldots * G_{k+1}(x), \quad k \geqslant 0, \tag{6.25}
\end{equation*}
$$

and

$$
\left[I-\Psi_{k}(x)\right] * \hat{Q}_{1,1}^{(k)}(x)=\hat{Q}_{1,1}^{(k)}(x) *\left[I-\Psi_{k}(x)\right]=I .
$$

Therefore, we can obtain
(1) For $0 \leqslant i<j$,

$$
\begin{aligned}
R_{i, j}(x)= & {\left[P_{i, j}(x)+\sum_{l=1}^{\infty} P_{i, j+l}(x) * G_{j+l}(x) * G_{j+l-1}(x)\right.} \\
& \left.* \ldots * G_{j+1}(x)\right] * \widehat{\Psi}_{j}(x) .
\end{aligned}
$$

(2) The matrix sequence $\left\{G_{i}(x)\right\}$ is the minimal nonnegative solution to the system of matrix equations

$$
G_{i}(x)=P_{i, i-1}(x)+\sum_{l=0}^{\infty} P_{i, i+l}(x) * G_{i+l}(x) * G_{i+l-1}(x) * \ldots * G_{i}(x), \quad i \geqslant 1 .
$$

(3) In the $R G$-factorization, we have

$$
G_{L}(x)=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1}(x) & 0 & & & \\
& G_{2}(x) & 0 & & \\
& & G_{3}(x) & 0 & \\
& & & \ddots & \ddots
\end{array}\right) .
$$

### 6.2.2 Level-Dependent Markov Renewal Processes of GI/M/1 Type

We write

$$
W_{k}(x)=\left(\begin{array}{cccc}
P_{k, k}(x) & P_{k, k+1}(x) & & \\
P_{k+1, k}(x) & P_{k+1, k+1}(x) & P_{k+1, k+2}(x) & \\
P_{k+2, k}(x) & P_{k+2, k+1}(x) & P_{k+2, k+2}(x) & \ddots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right), \quad k \geqslant 1 .
$$

We denote by $\left(\widehat{W}_{1,1}^{(k)}(x), \widehat{W}_{1,2}^{(k)}(x), \ldots\right)$ the first block-row of the matrix $\widehat{W}_{k}(x)$ $=\sum_{l=0}^{\infty}\left[W_{k}(x)\right]^{\tau^{*}}$. Based on Corollary 2.2, we have

$$
R_{k}(x) \stackrel{\text { def }}{=} R_{k, k+1}(x)=P_{k, k+1} * \widehat{W}_{1,1}^{(k+1)}(x), \quad k \geqslant 0,
$$

$R_{i, j}(x)=0$ for $j \geqslant i+2$,

$$
G_{i, j}(x)=\sum_{l=1}^{\infty} \widehat{W}_{1, l}^{(i)} * P_{i+l, j}(x), \quad 0 \leqslant j<i,
$$

and

$$
\Psi_{k}(x)=P_{k, k}(x)+\sum_{i=1}^{\infty} R_{k} * R_{k+1} * \ldots * R_{k+i} * P_{k+i, k}(x), \quad k \geqslant 0 .
$$

The matrix sequence $\left\{R_{k}(x)\right\}$ is the minimal nonnegative solution to the system of matrix equations

$$
R_{k}(x)=P_{k, k+1}(x)+\sum_{i=1}^{\infty} R_{k} * R_{k+1} * \ldots * R_{k+i-1} * P_{k+i, k+1}(x), \quad k \geqslant 0 .
$$

In the $R G$-factorization, we have

$$
R_{U}(x)=\left(\begin{array}{ccccc}
0 & R_{0}(x) & & & \\
& 0 & R_{1}(x) & & \\
& & 0 & R_{2}(x) & \\
& & & 0 & \ddots \\
& & & & \ddots
\end{array}\right) .
$$

### 6.2.3 Markov Renewal Equations

We use the $R-, U$ - and $G$-measures to express the block-structured Markov renewal matrix. Note that the Markov renewal equation plays an important role in the study of Markov renewal processes.

Consider a block-structured Markov renewal equation

$$
\begin{equation*}
U(t)=H(t)+\int_{0}^{t} P(\mathrm{~d} x) U(t-x), \quad t \geqslant 0 \tag{6.26}
\end{equation*}
$$

where $P(x)$ is a block-structured transition probability mass matrix and $H(x)$ is a given matrix. We partition $U(x)$ and $H(x)$ according to the levels, and denote their block-entries by $U_{i, j}(x)$ and $H_{i, j}(x)$ for $i, j \geqslant 0$, respectively.

To solve the Eq. (6.26), we need to compute the Markov renewal matrix

$$
\begin{equation*}
M(t)=\sum_{n=0}^{\infty}[P(t)]^{n^{*}} \tag{6.27}
\end{equation*}
$$

It is obvious that

$$
\begin{equation*}
\widetilde{M}(s)=\sum_{n=0}^{\infty}[\widetilde{P}(s)]^{n^{*}}=[I-\widetilde{P}(s)]^{-1}, \tag{6.28}
\end{equation*}
$$

which is the minimal nonnegative inverse of $I-\widetilde{P}(s)$ for $s \geqslant 0$. It follows from Eq. (6.26) and Eq. (6.28) that

$$
\begin{equation*}
\widetilde{U}(s)=[I-\widetilde{P}(s)]^{-1} \widetilde{H}(s)=\widetilde{M}(s) \widetilde{H}(s) . \tag{6.29}
\end{equation*}
$$

It is clear from Eq. (6.29) that the computation of the inverse of the matrix $I-\widetilde{P}(s)$ is crucial for expressing $\widetilde{U}(s)$. For $\operatorname{Re}(s) \geqslant 0$, using the UL-type $R G$-factorization we obtain

$$
\widetilde{M}(s)=[I-\widetilde{P}(s)]^{-1}=\left[I-\widetilde{G_{L}}(s)\right]^{-1}\left[I-\widetilde{\Psi_{D}}(s)\right]^{-1}\left[I-\widetilde{R_{U}}(s)\right]^{-1}
$$

or

$$
M(x)=\sum_{n=0}^{\infty}\left[G_{L}(x)\right]^{n^{*}} * \sum_{n=0}^{\infty}\left[\Psi_{D}(x)\right]^{n^{*}} * \sum_{n=0}^{\infty}\left[R_{U}(x)\right]^{n^{*}}
$$

### 6.3 The LU-Type $\boldsymbol{R} \boldsymbol{G}$-Factorization

In this section, we define the LU-type $R-, U$ - and $G$-measures by means of another censored process, and derive the LU-type $R G$-factorization for the transition probability mass matrix.

Let

$$
\begin{equation*}
P^{[\geq n]}(x)=Q(x)+V * \hat{T} * U(x) \tag{6.30}
\end{equation*}
$$

where

$$
\widehat{T}(x)=\sum_{n=0}^{\infty} T^{n^{*}}(x)
$$

The block-entry expression of the matrix $P^{[\nabla n]}(x)$ is given by

$$
P^{[\nabla n]}(x)=\left(\begin{array}{cccc}
\eta_{n, n}^{(n)}(x) & \eta_{n, n+1}^{(n)}(x) & \eta_{n, n+2}^{(n)}(x) & \ldots \\
\eta_{n+1, n}^{(n)}(x) & \eta_{n+1, n+1}^{(n)}(x) & \eta_{n+1, n+2}^{(n)}(x) & \ldots \\
\eta_{n+2, n}^{(n)}(x) & \eta_{n+2, n+1}^{(n)}(x) & \eta_{n+2, n+2}^{(n)}(x) & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

Lemma 6.6 For $i, j \geqslant n+1$, we have

$$
\begin{equation*}
\eta_{i, j}^{(n+1)}(x)=P_{i, j}(x)+\sum_{k=0}^{n} \eta_{i, k}^{(k)} * \hat{\eta}_{k, k}^{(k)} * \eta_{k, j}^{(k)}(x) \tag{6.31}
\end{equation*}
$$

Proof Since

$$
\begin{aligned}
P^{[\gtrless(n+1)]}(x)= & \left(\begin{array}{cccc}
\eta_{n+1, n+1}^{(n)}(x) & \eta_{n+1, n+2}^{(n)}(x) & \eta_{n+1, n+3}^{(n)}(x) & \ldots \\
\eta_{n+2, n+1}^{(n)}(x) & \eta_{n+2, n+2}^{(n)}(x) & \eta_{n+2, n+3}^{(n)}(x) & \ldots \\
\eta_{n+3, n+1}^{(n)}(x) & \eta_{n+3, n+2}^{(n)}(x) & \eta_{n+3, n+3}^{(n)}(x) & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right) \\
& +\left(\begin{array}{c}
\eta_{n+1, n}^{(n)} \\
\eta_{n+2, n}^{(n)} \\
\eta_{n+3, n}^{(n)} \\
\vdots
\end{array}\right) * \hat{\eta}_{n, n}^{(n)} *\left(\begin{array}{llll}
\eta_{n, n+1}^{(n)}(x) & \eta_{n, n+2}^{(n)}(x) & \eta_{n, n+3}^{(n)}(x) & \ldots),
\end{array}\right.
\end{aligned}
$$

we obtain

$$
\begin{aligned}
\eta_{i, j}^{(n+1)}(x)= & \eta_{i, j}^{(n)}(x)+\eta_{i, n}^{(n)} * \hat{\eta}_{n, n}^{(n)} * \eta_{n, j}^{(n)}(x) \\
= & \eta_{i, j}^{(n-1)}(x)+\eta_{i, n-1}^{(n-1)} * \hat{\eta}_{n-1, n-1}^{(n-1)} * \eta_{n-1, j}^{(n-1)}(x) \\
& +\eta_{i, n}^{(n)} * \hat{\eta}_{n, n}^{(n)} * \eta_{n, j}^{(n)}(x) \\
& \cdots \\
= & \eta_{i, j}^{(0)}(x)+\sum_{k=0}^{n} \eta_{i, k}^{(k)} * \hat{\eta}_{k, k}^{(k)} * \eta_{k, j}^{(k)}(x) .
\end{aligned}
$$

Note that $\eta_{i, j}^{(0)}(x)=P_{i, j}(x)$ for all $i, j \geqslant 0$. This completes the proof.
Using the censoring invariance, we define the $U$-measure as

$$
\begin{equation*}
\Phi_{n}(x)=\eta_{n, n}^{(n)}(x), \quad n \geqslant 0, \tag{6.32}
\end{equation*}
$$

the $R$-measure as

$$
\bar{R}_{i, j}(x)=\eta_{i, j}^{(j)} * \hat{\eta}_{j, j}^{(j)}(x), \quad 0 \leqslant j<i,
$$

and the $G$-measure as

$$
\bar{G}_{i, j}(x)=\hat{\eta}_{i, i}^{(i)} * \eta_{i, j}^{(i)}(x), \quad 0 \leqslant i<j .
$$

It is obvious that

$$
\begin{equation*}
\bar{R}_{i, j}(x)=\eta_{i, j}^{(j)} * \widehat{\Phi}_{j}(x), \quad 0 \leqslant j<i \tag{6.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{G}_{i, j}(x)=\widehat{\Phi}_{i} * \eta_{i, j}^{(i)}(x), \quad 0 \leqslant i<j \tag{6.34}
\end{equation*}
$$

The following theorem provides the important Wiener-Hopf equations, which are satisfied by the $R-, U$ - and $G$-measures.

Theorem 6.6 The $R$-, $U$ - and $G$-measures defined above satisfy the following Wiener-Hopf equations,

$$
\begin{align*}
& \bar{R}_{i, j} *\left(I-\Phi_{i}(x)\right)=P_{i, j}(x)+\sum_{k=0}^{j-1} \bar{R}_{i, k} *\left(I-\Phi_{k}\right) * \bar{G}_{k, j}(x), \quad 0 \leqslant j<i,  \tag{6.35}\\
& \left(I-\Phi_{i}\right) * \bar{G}_{i, j}(x)=P_{i, j}(x)+\sum_{k=0}^{i-1} \bar{R}_{i, k} *\left(I-\Phi_{k}\right) * \bar{G}_{k, j}(x), \quad 0 \leqslant i<j, \tag{6.36}
\end{align*}
$$

and

$$
\begin{equation*}
\Phi_{n}(x)=P_{n, n}(x)+\sum_{k=0}^{n-1} \bar{R}_{n, k} *\left(I-U_{k}\right) * \bar{G}_{k, n}(x), \quad n \geqslant 0 . \tag{6.37}
\end{equation*}
$$

Proof We only prove Eq. (6.35), while Eq. (6.36) and Eq. (6.37) can be proved similarly.

It follows from Eq. (6.33) that

$$
\begin{equation*}
\bar{R}_{i, j} *\left(I-\Phi_{j}(x)\right)=\eta_{i, j}^{(j)}(x) . \tag{6.38}
\end{equation*}
$$

By Lemma 6.6, we have

$$
\begin{equation*}
\eta_{i, j}^{(j)}(x)=P_{i, j}(x)+\sum_{k=0}^{j-1} \eta_{i, k}^{(k)} * \hat{\eta}_{k, k}^{(k)} * \eta_{k, j}^{(k)}(x) . \tag{6.39}
\end{equation*}
$$

From Eq. (6.33), Eq. (6.34) and Eq. (6.39) we obtain

$$
\eta_{i, j}^{(j)}(x)=P_{i, j}(x)+\sum_{k=0}^{j-1} \bar{R}_{i, k} *\left(I-\Phi_{k}\right) * \bar{G}_{k, j}(x),
$$

which, together with Eq. (6.38), leads to the stated result.
By the Wiener-Hopf Eq. (6.35), Eq. (6.36) and Eq. (6.37), the following theorem constructs an LU-type $R G$-factorization.

Theorem 6.7 The Markov renewal process $P(x)$ defined in Eq. (6.1) can be factorized as follows,

$$
\begin{equation*}
I-P(x)=\left(I-\bar{R}_{L}(x)\right) *\left(I-\Phi_{D}(x)\right) *\left(I-\bar{G}_{U}(x)\right) \tag{6.40}
\end{equation*}
$$

where

$$
\begin{gathered}
\bar{R}_{L}(x)=\left(\begin{array}{ccccc}
0 & & & & \\
\bar{R}_{1,0}(x) & 0 & & & \\
\bar{R}_{2,0}(x) & \bar{R}_{2,1}(x) & 0 & & \\
\bar{R}_{3,0}(x) & \bar{R}_{3,1}(x) & \bar{R}_{3,2}(x) & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right), \\
\Phi_{D}(x)=\operatorname{diag}\left(\Phi_{0}(x), \Phi_{1}(x), \Phi_{2}(x), \Phi_{3}(x), \ldots\right)
\end{gathered}
$$

and

$$
\bar{G}_{U}(x)=\left(\begin{array}{ccccc}
0 & \bar{G}_{0,1}(x) & \bar{G}_{0,2}(x) & \bar{G}_{0,3}(x) & \ldots \\
& 0 & \bar{G}_{1,2}(x) & \bar{G}_{1,3}(x) & \ldots \\
& & 0 & \bar{G}_{2,3}(x) & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right) .
$$

Proof We prove Eq. (6.40) for the block-entries of the first two block-rows. The rest can be proved similarly. For the first block-row, the entry $(0,0)$ is

$$
I-\Phi_{0}(x)=I-\eta_{0,0}^{(0)}(x)=I-P_{0,0}(x),
$$

and the entry $(0, l)$ for $l \geqslant 1$ is, from Eq. (6.34)

$$
\begin{aligned}
-\left(I-\Phi_{0}\right) * \bar{G}_{0, l}(x) & =-\left[I-\eta_{0,0}^{(0)}\right] * \hat{\eta}_{0,0}^{(0)} * \eta_{0, l}^{(0)}(x) \\
& =-\eta_{0, l}^{(0)}(x)=-P_{0, l}(x) .
\end{aligned}
$$

For the second block-row, the entry $(1,0)$ is

$$
\begin{aligned}
-\bar{R}_{1,0} *\left(I-\Phi_{0}(x)\right) & =-\eta_{1,0}^{(0)} * \hat{\eta}_{0,0}^{(0)} *\left[I-\eta_{0,0}^{(0)}(x)\right] \\
& =-\eta_{1,0}^{(0)}(x)=-P_{1,0}(x)
\end{aligned}
$$

by Eq. (6.33). By Lemma 6.6, the entry $(1,1)$ is

$$
\begin{aligned}
\bar{R}_{1,0} *\left(I-\Phi_{0}\right) & * \bar{G}_{0,1}(x)+I-\Phi_{1}(x) \\
& =\eta_{1,0}^{(0)} * \hat{\eta}_{0,0}^{(0)} *\left[I-\eta_{0,0}^{(0)}\right] * \hat{\eta}_{0,0}^{(0)} * \eta_{0,1}^{(0)}(x)+I-\eta_{1,1}^{(1)}(x) \\
& =\eta_{1,0}^{(0)} * \hat{\eta}_{0,0}^{(0)} * \eta_{0,1}^{(0)}(x)+I-\eta_{1,1}^{(1)}(x) \\
& =I-P_{1,1}(x),
\end{aligned}
$$

and the entry $(1, k)$ for $k \geqslant 2$ is

$$
\begin{aligned}
\bar{R}_{1,0} *\left(I-\Phi_{0}\right) & * \bar{G}_{0, k}(x)-\left(I-\Phi_{1}\right) * \bar{G}_{1, k}(x) \\
& =\eta_{1,0}^{(0)} * \hat{\eta}_{0,0}^{(0)} *\left[I-\eta_{0,0}^{(0)}\right] \hat{\eta}_{0,0}^{(0)} * \eta_{0, k}^{(0)}(x)-\left[I-\eta_{1,1}^{(1)}\right] * \hat{\eta}_{1,1}^{(1)} * \eta_{1, k}^{(1)}(x) \\
& =\eta_{1,0}^{(0)} * \hat{\eta}_{0,0}^{(0)} * \eta_{0, k}^{(0)}(x)-\eta_{1, k}^{(1)}(x) \\
& =P_{1, k}(x) .
\end{aligned}
$$

This completes the proof.

### 6.4 Finite Levels

In this section, as an important example we considers an irreducible Markov renewal process with finite levels, and derive the UL- and LU-types of $R G$-factorizations.

We consider an irreducible block-structured Markov renewal process with finite levels whose transition probability mass matrix is given by

$$
P(x)=\left(\begin{array}{cccc}
P_{0,0}(x) & P_{0,1}(x) & \ldots & P_{0, M}(x) \\
P_{1,0}(x) & P_{1,1}(x) & \ldots & P_{1, M}(x) \\
\vdots & \vdots & & \vdots \\
P_{M, 0}(x) & P_{M, 1}(x) & \ldots & P_{M, M}(x)
\end{array}\right)
$$

where $P_{i, i}(x)$ is a matrix of size $m_{i} \times m_{i}$ for all $0 \leqslant i \leqslant M$, and the sizes of the other blocks are determined accordingly.

### 6.4.1 The UL-Type $\boldsymbol{R} \boldsymbol{G}$-Factorization

For $0 \leqslant i, j \leqslant k$ and $0 \leqslant k \leqslant M$, it is clear from Section 6.2 that

$$
P_{i, j}^{[\leqslant k]}(x)=P_{i, j}(x)+\sum_{n=k+1}^{M} P_{i, n}^{[\leqslant n]} * \hat{P}_{n, n}^{[\leqslant n]} * P_{n, j}^{[\leqslant n]}(x) .
$$

Note that $P_{i, j}^{[\leq M]}(x)=P_{i, j}(x)$ and $P_{i, j}^{[\leqslant 0]}(x)=P_{i, j}^{[0]}(x)$.
Let

$$
\begin{gathered}
\Psi_{n}(x)=P_{n, n}^{[\leqslant n]}(x), \quad 0 \leqslant n \leqslant M \\
R_{i, j}(x)=P_{i, j}^{[\leqslant j]} * \widehat{\Psi}_{j}(x), \quad 0 \leqslant j<i \leqslant M,
\end{gathered}
$$

and

$$
G_{i, j}(x)=\widehat{\Psi}_{i} * P_{i, j}^{[\leqslant i]}(x), \quad 0 \leqslant i<j \leqslant M
$$

Then the UL-type $R G$-factorization is given by

$$
I-P(x)=\left(I-R_{U}\right) *\left(I-\Psi_{D}\right) *\left(I-G_{L}(x)\right),
$$

where

$$
R_{U}(x)=\left(\begin{array}{ccccccc}
0 & R_{0,1}(x) & R_{0,2}(x) & R_{0,3}(x) & \ldots & R_{0, M-1}(x) & R_{0, M}(x) \\
& 0 & R_{1,2}(x) & R_{1,3}(x) & \ldots & R_{1, M-1}(x) & R_{1, M}(x) \\
& & 0 & R_{2,3}(x) & \ldots & R_{2, M-1}(x) & R_{2, M}(x) \\
& & & \ddots & \ddots & \vdots & \vdots \\
& & & & 0 & R_{M-2, M-1}(x) & R_{M-2, M}(x) \\
& & & & & 0 & R_{M-1, M}(x) \\
& & & & & & 0
\end{array}\right),
$$

$$
\Psi_{D}(x)=\operatorname{diag}\left(\Psi_{0}(x), \Psi_{1}(x), \Psi_{2}(x), \Psi_{3}(x), \ldots, \Psi_{M-1}(x), \Psi_{M}(x)\right)
$$

and
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$$
G_{L}(x)=\left(\begin{array}{ccccccc}
0 & & & & & & \\
G_{1,0}(x) & 0 & & & & & \\
G_{2,0}(x) & G_{2,1}(x) & 0 & & & & \\
G_{3,0}(x) & G_{3,1}(x) & G_{3,2}(x) & 0 & & & \\
G_{4,0}(x) & G_{4,1}(x) & G_{4,2}(x) & G_{4,3}(x) & 0 & & \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \\
G_{M, 0}(x) & G_{M, 1}(x) & G_{M, 2}(x) & G_{M, 3}(x) & \ldots & G_{M, M-1}(x) & 0
\end{array}\right)
$$

### 6.4.2 The LU-Type $R G$-Factorization

For $k \leqslant i, j \leqslant M$ and $0 \leqslant k \leqslant M$, it is clear from Section 6.3 that

$$
P_{i, j}^{[\gtrless k+1]}(x)=P_{i, j}(x)+\sum_{n=0}^{k} P_{i, n}^{[\gtrless n]} * \hat{P}_{n, n}^{[\gtrless n]} * P_{n, j}^{[\geqslant n]}(x) .
$$

Note that $P_{i, j}^{[\geqslant M]}(x)=P_{i, j}^{[M]}(x)$ and $P_{i, j}^{[\geqslant 0]}(x)=P_{i, j}(x)$.
Let

$$
\begin{gathered}
\Phi_{n}(x)=P_{n, n}^{[\gtrless n]}(x), \quad 0 \leqslant n \leqslant M, \\
\bar{R}_{i, j}(x)=P_{i, j}^{[\gtrless j]} * \widehat{\Phi}_{j}(x), \quad 0 \leqslant i<j \leqslant M,
\end{gathered}
$$

and

$$
\bar{G}_{i, j}(x)=\widehat{\Phi}_{i} * P_{i, j}^{[>i]}(x), \quad 0 \leqslant j<i \leqslant M .
$$

Then the LU-type $R G$-factorization is given by

$$
I-P(x)=\left(I-\bar{R}_{L}\right) *\left(I-\Phi_{D}\right) *\left(I-\bar{G}_{U}(x)\right)
$$

where

$$
\begin{gathered}
\bar{R}_{L}(x)=\left(\begin{array}{cccccc}
0 & & & & & \\
\bar{R}_{1,0}(x) & 0 & & & & \\
\bar{R}_{2,0}(x) & \bar{R}_{2,1}(x) & 0 & & & \\
\bar{R}_{3,0}(x) & \bar{R}_{3,1}(x) & \bar{R}_{3,2}(x) & 0 & & \\
\bar{R}_{4,0}(x) & \bar{R}_{4,1}(x) & \bar{R}_{4,2}(x) & \bar{R}_{4,3}(x) & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots \\
\\
\bar{R}_{M, 0}(x) & \bar{R}_{M, 1}(x) & \bar{R}_{M, 2}(x) & \bar{R}_{M, 3}(x) & \ldots & \bar{R}_{M, M-1}(x) \\
0
\end{array}\right) \\
\Phi_{D}(x)=\operatorname{diag}\left(\Phi_{0}(x), \Phi_{1}(x), \Phi_{2}(x), \Phi_{3}(x), \ldots, \Phi_{M-1}(x), \Phi_{M}(x)\right)
\end{gathered}
$$

and

$$
\bar{G}_{U}(x)=\left(\begin{array}{ccccccc}
0 & \bar{G}_{0,1}(x) & \bar{G}_{0,2}(x) & \bar{G}_{0,3}(x) & \ldots & \bar{G}_{0, M-1}(x) & \bar{G}_{0, M}(x) \\
& 0 & \bar{G}_{1,2}(x) & \bar{G}_{1,3}(x) & \ldots & \bar{G}_{1, M-1}(x) & \bar{G}_{1, M}(x) \\
& & 0 & \bar{G}_{2,3}(x) & \ldots & \bar{G}_{2, M-1}(x) & \bar{G}_{2, M}(x) \\
& & & \ddots & \ddots & \vdots & \vdots \\
& & & & 0 & \bar{G}_{M-2, M-1}(x) & \bar{G}_{M-2, M}(x) \\
& & & & & 0 & \bar{G}_{M-1, M}(x) \\
& & & & & & 0
\end{array}\right) .
$$

### 6.5 Markov Renewal Processes of GI/G/1 Type

In this section, we simplify the UL-type expressions for the $R$-, $U$ - and $G$-measures and the $R G$-factorization for Markov renewal processes of $G I / G / 1$ type. Furthermore, we derive the $R G$-factorization for the repeated blocks and four Wiener-Hopf inequalities for the boundary blocks.

Consider a Markov renewal process of $G I / G / 1$ type whose transition probability mass matrix is given by

$$
P(x)=\left(\begin{array}{ccccc}
D_{0}(x) & D_{1}(x) & D_{2}(x) & D_{3}(x) & \ldots  \tag{6.41}\\
D_{-1}(x) & A_{0}(x) & A_{1}(x) & A_{2}(x) & \ldots \\
D_{-2}(x) & A_{-1}(x) & A_{0}(x) & A_{1}(x) & \ldots \\
D_{-3}(x) & A_{-2}(x) & A_{-1}(x) & A_{0}(x) & \ldots \\
\vdots & \vdots & \vdots & \vdots &
\end{array}\right),
$$

where the sizes of the matrices $D_{0}(x), D_{i}(x), D_{-i}(x)$ for $i \geqslant 1$ and $A_{j}(x)$ for $-\infty<j<\infty$ are $m_{0} \times m_{0}, m_{0} \times m, m \times m_{0}$ and $m \times m$, respectively.

Comparing Eq. (6.41) with Eq. (6.1), it is easy to yield $P_{0, j}(x)=D_{j}(x)$ for $j \geqslant 0, P_{i, 0}(x)=D_{-i}(x)$ for $i \geqslant 1$ and $P_{i, j}(x)=A_{j-i}(x)$ for $i, j \geqslant 1$. It is clear that $Q_{n}(x)=Q(x)$ for all $n \geqslant 1$. Thus, we write $\hat{Q}^{(;, 1)}(x)=\hat{Q}_{j}^{(,, 1)}(x)$ and $\widehat{Q}^{(1,)}(x)=$ $\hat{Q}_{i}^{(1,)}(x)$ for all $i, j \geqslant 1$. Therefore,

$$
\begin{array}{cl}
R_{0, j}(x)=\left(D_{j}(x), D_{j+1}(x), D_{j+2}(x), \ldots\right) * \hat{Q}^{(,, 1)}(x), & j \geqslant 1, \\
R_{i, j}(x)=\left(A_{j-i}(x), A_{j-i+1}(x), A_{j-i+2}(x), \ldots\right) * \hat{Q}^{(, \cdot 1)}(x), & 1 \leqslant i<j .
\end{array}
$$

It is obvious that the matrices $R_{i, j}(x)$ for $1 \leqslant i<j$ only depend on the difference $j-i$. We write $R_{i, j}(x)$ as $R_{j-i}(x)$ for all $1 \leqslant i<j$. Therefore, for $k \geqslant 1$

$$
R_{k}(x)=\left(A_{k}(x), A_{k+1}(x), A_{k+2}(x), \ldots\right) * \hat{Q}^{(,, 1)}(x)
$$

Similarly, for $i \geqslant 1$,

$$
G_{i, 0}(x)=\hat{Q}^{(1,)}(x) *\left(D_{-i}^{\mathrm{T}}(x), D_{-(i+1)}^{\mathrm{T}}(x), D_{-(i+2)}^{\mathrm{T}}(x), \ldots\right)^{\mathrm{T}}
$$

and for $1 \leqslant j<i$,

$$
G_{i, j}(x)=\widehat{Q}^{(1, \cdot)}(x) *\left(A_{-(i-j)}^{\mathrm{T}}(x), A_{-(i-j+1)}^{\mathrm{T}}(x), A_{-(i-j+2)}^{\mathrm{T}}(x), \ldots\right)^{\mathrm{T}} .
$$

The matrices $G_{i, j}(x)$ for $1 \leqslant j<i$ only depend on the difference $i-j$. We write $G_{i, j}(x)$ as $G_{i-j}(x)$ for all $1 \leqslant j<i$. Therefore, for $k \geqslant 1$,

$$
G_{k}(x)=\widehat{Q}^{(1, \cdot)}(x) *\left(A_{-k}^{\mathrm{T}}(x), A_{-(k+1)}^{\mathrm{T}}(x), A_{-(k+2)}^{\mathrm{T}}(x), \ldots\right)^{\mathrm{T}} .
$$

For the Markov renewal process of GI/G/1 type, the following lemma is a consequence of the repeating property of the transition probability mass matrix, which also leads to the censoring invariance.

Lemma 6.7 For $n \geqslant 1, i, j=1,2,3, \ldots, n$,

$$
P_{n-i, n-j}^{[\leq n]}(x)=P_{n+1-i, n+1-j}^{[\leq(n+1)]}(x)=P_{n+2-i, n+2-j}^{[\leq(n+2)]}(x)=\ldots .
$$

Proof For $n \geqslant 1, i, j=1,2,3, \ldots, n$, it is easy to see that

$$
\begin{aligned}
P_{n-i, n-j}^{[\leq n]}(x)= & A_{i-j}(x)+\left(A_{i+1}(x), A_{i+2}(x), \ldots\right) * \widehat{Q}(x) \\
& *\left(A_{-(j+1)}^{\mathrm{T}}(x), A_{-(j+2)}^{\mathrm{T}}(x), \ldots\right)^{\mathrm{T}},
\end{aligned}
$$

which is independent of $n \geqslant 1$. Thus

$$
P_{n-i, n-j}^{[\leqslant n]}(x)=P_{n+1-i, n+1-j}^{[\leqslant(n+1)]}(x)=P_{n+2-i, n+2-j}^{[\leqslant(n+2]}(x)=\ldots .
$$

This completes the proof.
Based on Lemma 6.7, we can define for $1 \leqslant i, j \leqslant n$,

$$
\begin{aligned}
\Phi_{0}(x) & =P_{n, n}^{[\leqslant n]}(x), \\
\Phi_{i}(x) & =P_{n-i, n}^{[\leqslant n]}(x), \\
\Phi_{-j}(x) & =P_{n, n-j}^{[\leqslant n]}(x) .
\end{aligned}
$$

The following theorem explicitly expresses the $R$ - and $G$-measures in terms of the matrix sequence $\left\{\Phi_{i}(x)\right.$ : for $\left.-\infty<i<+\infty\right\}$.

Theorem 6.8 (1) For $i \geqslant 0$,

$$
\begin{equation*}
R_{i}(x)=\Phi_{i}(x) * \sum_{l=0}^{\infty} \Phi_{0}^{l^{*}}(x) . \tag{6.42}
\end{equation*}
$$

(2) For $j>1$,

$$
\begin{equation*}
G_{j}(x)=\sum_{l=0}^{\infty} \Phi_{0}^{l^{*}}(x) * \Phi_{-j}(x) . \tag{6.43}
\end{equation*}
$$

Proof We only prove Eq. (6.42) while Eq. (6.43) can be proved similarly. It follows from Lemma 6.7 and Eq. (6.42) that

$$
\begin{aligned}
R_{i}(x) & =R_{i}^{[\leqslant n]}(x)=R_{n-i, n}^{[\leq n]}(x)=P_{n-i, n}^{[\leqslant n]}(x) * \sum_{l=0}^{\infty}\left[P_{n, n}^{[\leqslant n]}(x)\right]^{l^{*}} \\
& =\Phi_{i}(x) * \sum_{l=0}^{\infty} \Phi_{0}^{l^{*}}(x) .
\end{aligned}
$$

This completes the proof.
The following theorem provides Wiener-Hopf equations for the repeating matrix sequence and also for the boundary matrix sequence.

Theorem 6.9 (1) For $i \geqslant 1$,

$$
\begin{equation*}
R_{i}(x) *\left[I-\Phi_{0}(x)\right]=A_{i}(x)+\sum_{k=1}^{\infty} R_{i+k}(x) *\left[I-\Phi_{0}(x)\right] * G_{k}(x), \tag{6.44}
\end{equation*}
$$

for $j \geqslant 1$,

$$
\begin{equation*}
\left[I-\Phi_{0}(x)\right] * G_{j}(x)=A_{-j}(x)+\sum_{k=1}^{\infty} R_{k}(x) *\left[I-\Phi_{0}(x)\right] * G_{j+k}(x) \tag{6.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{0}(x)=A_{0}(x)+\sum_{k=1}^{\infty} R_{k}(x) *\left[I-\Phi_{0}(x)\right] * G_{k}(x) . \tag{6.46}
\end{equation*}
$$

(2) For $i \geqslant 1$,

$$
\begin{equation*}
R_{0, i}(x) *\left[I-\Phi_{0}(x)\right]=D_{i}(x)+\sum_{k=1}^{\infty} R_{0, i+k}(x) *\left[I-\Phi_{0}(x)\right] * G_{k}(x), \tag{6.47}
\end{equation*}
$$

for $j \geqslant 1$,

$$
\begin{equation*}
\left[I-\Phi_{0}(x)\right] * G_{j, 0}(x)=D_{-j}(x)+\sum_{k=1}^{\infty} R_{k}(x) *\left[I-\Phi_{0}(x)\right] * G_{j+k, 0}(x) \tag{6.48}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{0}(x)=D_{0}(x)+\sum_{k=1}^{\infty} R_{0, k}(x) *\left[I-\Phi_{0}(x)\right] * G_{k, 0}(x) \tag{6.49}
\end{equation*}
$$

Proof We only prove Eq. (6.44) while Eq. (6.45) to Eq. (6.49) can be proved similarly.
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When $n$ is big enough, it follows from Theorem 6.8 that

$$
R_{i}(x) *\left[I-\Phi_{0}(x)\right]=\Phi_{i}(x) * \sum_{l=0}^{\infty} \Phi_{0}^{l *}(x) *\left[I-\Phi_{0}(x)\right]=\Phi_{i}(x)=P_{n-i, n}^{[\leqslant n]}(x),
$$

and

$$
\begin{aligned}
P_{n-i, n}^{[\leqslant n]}(x) & =P_{n-i, n}^{[\leqslant(n+1)]}(x)+R_{i+1}^{[\leqslant(n+1)]}(x) * P_{n+1, n}^{[\leqslant(n+1)]}(x) \\
& =P_{n-i, n}^{[\leqslant(n+1)]}(x)+R_{i+1}^{[\leqslant(n+1)]}(x) *\left[I-P_{n+1, n+1}^{[\leqslant(n+1)]}(x)\right] * G_{1}^{[\leqslant(n+1)]}(x) \\
& =P_{n-i, n}^{[\leqslant(n+1)]}(x)+R_{i+1}(x) *\left[I-\Phi_{0}(x)\right] * G_{1}(x) \\
& =\ldots=P_{n-i, n}^{[\leqslant(n+N)]}(x)+\sum_{k=1}^{N} R_{i+k}(x) *\left[I-\Phi_{0}(x)\right] * G_{k}(x) \\
& =A_{i}(x)+\sum_{k=1}^{\infty} R_{i+k}(x) *\left[I-\Phi_{0}(x)\right] * G_{k}(x) .
\end{aligned}
$$

This completes the proof.
For an irreducible Markov renewal process of $G I / G / 1$ type, the UL-type $R G$-factorization given in Eq. (6.22) can be simplified as

$$
\begin{equation*}
I-P(x)=\left[I-R_{U}(x)\right] *\left[I-\Phi_{D}(x)\right] *\left[I-G_{L}(x)\right], \tag{6.50}
\end{equation*}
$$

where

$$
\begin{aligned}
& R_{U}(x)=\left(\begin{array}{ccccc}
0 & R_{0,1}(x) & R_{0,2}(x) & R_{0,3}(x) & \ldots \\
& 0 & R_{1}(x) & R_{2}(x) & \ldots \\
& & 0 & R_{1}(x) & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right), \\
& \Phi_{D}(x)=\operatorname{diag}\left(\Psi_{0}(x), \Phi_{0}(x), \Phi_{0}(x), \Phi_{0}(x), \ldots\right)
\end{aligned}
$$

and

$$
G_{L}(x)=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1,0}(x) & 0 & & & \\
G_{2,0}(x) & G_{1}(x) & 0 & & \\
G_{3,0}(x) & G_{2}(x) & G_{1}(x) & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

It is worthwhile to note that the LU-type $R G$-factorization given in Eq. (6.40) can not be further simplified. Thus we will not discuss the LU-type $R G$-factorization here.

For the Markov renewal process of $G I / G / 1$ type, we write

$$
\begin{gathered}
\widetilde{A}_{i}(s)=\int_{0}^{+\infty} \mathrm{e}^{-s x} \mathrm{~d} A_{i}(x), \widetilde{\Phi}_{0}(s)=\int_{0}^{+\infty} \mathrm{e}^{-s x} \mathrm{~d} \Phi_{0}(x), \\
\widetilde{R}_{i}(s)=\int_{0}^{+\infty} \mathrm{e}^{-s x} \mathrm{~d} R_{i}(x), \widetilde{G}_{i}(s)=\int_{0}^{+\infty} \mathrm{e}^{-s x} \mathrm{~d} G_{i}(x), \\
\widetilde{A}^{*}(z, s)=\sum_{i=-\infty}^{\infty} z^{i} \widetilde{A}_{i}(s), \\
\widetilde{R}^{*}(z, s)=\sum_{i=1}^{\infty} z^{i} \widetilde{R}_{i}(s), \widetilde{G}^{*}(z, s)=\sum_{j=1}^{\infty} z^{-j} \widetilde{G}_{j}(s) .
\end{gathered}
$$

The following theorem provides the $R G$-factorization for the repeated blocks based on the double transformations. Note that this $R G$-factorization is very useful for transient performance analysis such as the first passage time and the sojourn time.

Theorem 6.10

$$
\begin{equation*}
I-\widetilde{A}^{*}(z, s)=\left[I-\widetilde{R}^{*}(z, s)\right]\left[I-\widetilde{\Phi}_{0}(s)\right]\left[I-\widetilde{G}^{*}(z, s)\right] . \tag{6.51}
\end{equation*}
$$

Proof It follows from Eq. (6.44), Eq. (6.45) and Eq. (6.46) that

$$
\begin{aligned}
\widetilde{R}_{i}(s)\left[I-\widetilde{\Phi}_{0}(s)\right] & =\widetilde{A}_{i}(s)+\sum_{k=1}^{\infty} \widetilde{R}_{i+k}(s)\left[I-\widetilde{\Phi}_{0}(s)\right] \widetilde{G}_{k}(s), \quad i \geqslant 1, \\
{\left[I-\widetilde{\Phi}_{0}(s)\right] \widetilde{G}_{j}(s) } & =\widetilde{A}_{-j}(s)+\sum_{k=1}^{\infty} \widetilde{R}_{k}(s)\left[I-\widetilde{\Phi}_{0}(s)\right] \widetilde{G}_{j+k}(s), \quad j \geqslant 1, \\
\widetilde{\Phi}_{0}(s) & =\widetilde{A}_{0}(s)+\sum_{k=1}^{\infty} \widetilde{R}_{k}(s)\left[I-\widetilde{\Phi}_{0}(s)\right] \widetilde{G}_{k}(x) .
\end{aligned}
$$

Therefore, we obtain

$$
\begin{aligned}
\widetilde{R}^{*}(z, s)\left[I-\widetilde{\Phi}_{0}(s)\right]+ & {\left[I-\widetilde{\Phi}_{0}(s)\right] \widetilde{G}^{*}(z, s)+\widetilde{\Phi}_{0}(s) } \\
& =I_{1}+I_{2}+\sum_{k=1}^{\infty} z^{k} \widetilde{R}_{k}(s)\left[I-\widetilde{\Phi}_{0}(s)\right] z^{-k} \widetilde{G}_{k}(x),
\end{aligned}
$$

where

$$
\begin{aligned}
I_{1}= & \sum_{i=1}^{\infty} \sum_{k=1}^{\infty} z^{i+k} \widetilde{R}_{i+k}(s)\left[I-\widetilde{\Phi}_{0}(s)\right] z^{-k} \widetilde{G}_{k}(x) \\
= & \widetilde{R}^{*}(z, s)\left[I-\widetilde{\Phi}_{0}(s)\right]\left[I-\widetilde{G}^{*}(z, s)\right] \\
& -\sum_{k=1}^{\infty} \sum_{i=1}^{k} z^{i} \widetilde{R}_{i}(s)\left[I-\widetilde{\Phi}_{0}(s)\right] z^{-k} \widetilde{G}_{k}(x)
\end{aligned}
$$

and

$$
\begin{aligned}
I_{2}= & \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} z^{k} \widetilde{R}_{k}(s)\left[I-\widetilde{\Phi}_{0}(s)\right] z^{-(j+k)} \widetilde{G}_{j+k}(x) \\
= & \widetilde{R}^{*}(z, s)\left[I-\widetilde{\Phi}_{0}(s)\right]\left[I-\widetilde{G}^{*}(z, s)\right] \\
& -\sum_{k=1}^{\infty} \sum_{j=k}^{\infty} z^{j} \widetilde{R}_{j}(s)\left[I-\widetilde{\Phi}_{0}(s)\right] z^{-k} \widetilde{G}_{k}(x) .
\end{aligned}
$$

Since

$$
\begin{aligned}
I_{1}+I_{2} & +\sum_{k=1}^{\infty} z^{k} \widetilde{R}_{k}(s)\left[I-\widetilde{\Phi}_{0}(s)\right] z^{-k} \widetilde{G}_{k}(x)=\widetilde{A}^{*}(z, s) \\
& +\widetilde{R}^{*}(z, s)\left[I-\widetilde{\Phi}_{0}(s)\right] \widetilde{G}^{*}(z, s)
\end{aligned}
$$

we get

$$
\begin{aligned}
& \widetilde{R}^{*}(z, s)\left[I-\widetilde{\Phi}_{0}(s)\right]+ {\left[I-\widetilde{\Phi}_{0}(s)\right] \widetilde{G}^{*}(z, s)+\widetilde{\Phi}_{0}(s)=\widetilde{A}^{*}(z, s) } \\
&+\widetilde{R}^{*}(z, s)\left[I-\widetilde{\Phi}_{0}(s)\right] \widetilde{G}^{*}(z, s),
\end{aligned}
$$

which is equivalent to Eq. (6.51). This completes the proof.
Let

$$
\begin{gathered}
\widetilde{D}_{i}(s)=\int_{0}^{+\infty} \mathrm{e}^{-s x} \mathrm{~d} D_{i}(x), \\
\widetilde{D}_{+}^{*}(z, s)=\sum_{i=1}^{\infty} z^{i} \widetilde{D}_{i}(s), \quad \widetilde{D}_{-}^{*}(z, s)=\sum_{i=1}^{\infty} z^{-i} \widetilde{D}_{-i}(s), \\
\widetilde{R}_{0, i}(s)=\int_{0}^{+\infty} \mathrm{e}^{-s x} \mathrm{~d} R_{0, i}(x), \quad \widetilde{G}_{i, 0}(s)=\int_{0}^{+\infty} \mathrm{e}^{-s x} \mathrm{~d} G_{i, 0}(x),
\end{gathered}
$$

and

$$
\begin{equation*}
\widetilde{R}_{0}^{*}(z, s)=\sum_{i=1}^{\infty} z^{i} \widetilde{R}_{0, i}(s), \quad \widetilde{G}_{0}^{*}(z, s)=\sum_{j=1}^{\infty} z^{-j} \widetilde{G}_{j, 0}(s) . \tag{6.52}
\end{equation*}
$$

Theorem 6.11 For $z>0$ and $s \geqslant 0$,

$$
\begin{gather*}
\widetilde{R}_{0}^{*}(z, s) \geqslant \widetilde{D}_{+}^{*}(z, s)\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1},  \tag{6.53}\\
\widetilde{R}_{0}^{*}(z, s)\left[I-\widetilde{\Phi}_{0}(s)\right]\left[I-\widetilde{G}^{*}(z, s)\right] \leqslant \widetilde{D}_{+}^{*}(z, s),  \tag{6.54}\\
\widetilde{G}_{0}^{*}(z, s) \geqslant\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} \widetilde{D}_{-}^{*}(z, s) \tag{6.55}
\end{gather*}
$$

and

$$
\begin{equation*}
\left[I-\widetilde{R}^{*}(z, s)\right]\left[I-\widetilde{\Phi}_{0}(s)\right] \widetilde{G}_{0}^{*}(z, s) \leqslant \widetilde{D}_{-}^{*}(z, s) . \tag{6.56}
\end{equation*}
$$

Proof We only prove Eq. (6.53) and Eq. (6.54), while Eq. (6.55) and Eq. (6.56) can be proved similarly.

It follows from Eq. (6.47) that

$$
\begin{equation*}
\widetilde{R}_{0, i}(s)\left[I-\widetilde{\Phi}_{0}(s)\right]=\widetilde{D}_{i}(s)+\sum_{k=1}^{\infty} \widetilde{R}_{0, i+k}(s)\left[I-\widetilde{\Phi}_{0}(s)\right] \widetilde{G}_{k}(s), \tag{6.57}
\end{equation*}
$$

and from Eq. (6.43) that

$$
\widetilde{G}_{k}(s)=\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} \widetilde{\Phi}_{-k}(s) .
$$

It is obvious that for $s \geqslant 0$,

$$
\sum_{k=1}^{\infty} \widetilde{R}_{0, i+k}(s)\left[I-\widetilde{\Phi}_{0}(s)\right] \widetilde{G}_{k}(s)=\sum_{k=1}^{\infty} \widetilde{R}_{0, i+k}(s) \widetilde{\Phi}_{-k}(s) \geqslant 0 .
$$

Hence it follows from Eq. (6.57) that

$$
\widetilde{R}_{0, i}(s)\left[I-\widetilde{\Phi}_{0}(s)\right] \geqslant \widetilde{D}_{i}(s)
$$

and for $z>0$,

$$
\begin{equation*}
\widetilde{R}_{0}^{*}(z, s)\left[I-\widetilde{\Phi}_{0}(s)\right] \geqslant \widetilde{D}_{+}^{*}(z, s) . \tag{6.58}
\end{equation*}
$$

Since the Markov renewal process is irreducible, the spectral radius

$$
s p\left(\widetilde{\Phi}_{0}(s)\right) \leqslant s p\left(\widetilde{\Phi}_{0}(0)\right)=s p\left(\Phi_{0}(+\infty)\right)<1
$$

for all $s>0$. Furthermore, the matrix $I-\widetilde{\Phi}_{0}(s)$ is invertible and $\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} \geqslant 0$. Therefore, it follows from Eq. (6.19) that

$$
\widetilde{R}_{0}^{*}(z, s) \geqslant \widetilde{D}_{+}^{*}(z, s)\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} .
$$

It follows from Eq. (6.58) that

$$
\widetilde{R}_{0}^{*}(z, s)\left[I-\widetilde{\Phi}_{0}(s)\right] \leqslant \widetilde{D}_{+}^{*}(z, s)+\widetilde{R}_{0}^{*}(z, s)\left[I-\widetilde{\Phi}_{0}(s)\right] \widetilde{G}^{*}(z, s),
$$

simple computations lead to

$$
\widetilde{R}_{0}^{*}(z, s)\left[I-\widetilde{\Phi}_{0}(s)\right]\left[I-\widetilde{G}^{*}(z, s)\right] \leqslant \widetilde{D}_{+}^{*}(z, s) .
$$

This completes the proof.

### 6.6 Spectral Analysis

In this section, we provide spectral properties for the $R$ - and $G$-measures of a Markov renewal process of $G I / G / 1$ type. These spectral properties are important
in the study of stochastic models. For simplicity, we assume that the matrix $A=\widetilde{A}(1,0)$ is irreducible and stochastic.

To discuss the equations $\operatorname{det}\left(I-\widetilde{R}^{*}(z, s)\right)=0$ and $\operatorname{det}\left(I-\widetilde{G}^{*}(z, s)\right)=0$, we first need to provide the relations among the radii of convergence for some matrix functions.

For $s \geqslant 0$, we denote by $\phi_{R}(s), \phi_{G}(s), \phi_{R_{0}}(s), \phi_{G_{0}}(s), \phi_{A_{+}}(s), \phi_{A_{-}}(s)$, $\phi_{D+}(s)$ and $\phi_{D-}(s)$ the convergence radii of the matrices $\widetilde{R}^{*}(z, s), \widetilde{G}^{*}(z, s)$, $\widetilde{R}_{0}^{*}(z, s), \widetilde{G}_{0}^{*}(z, s), \widetilde{A}_{+}^{*}(z, s), \widetilde{A}_{-}^{*}(z, s), \widetilde{D}_{+}^{*}(z, s)$ and $\widetilde{D}_{-}^{*}(z, s)$, respectively, where $\widetilde{A}_{+}^{*}(z, s)=\sum_{k=1}^{\infty} z^{k} \widetilde{A}_{k}(s)$ and $\widetilde{A}_{-}^{*}(z, s)=\sum_{k=1}^{\infty} z^{-k} \widetilde{A}_{-k}(s)$.

Theorem 6.12 For $s \geqslant 0$,
(1)

$$
\begin{equation*}
\phi_{A+}(s)=\phi_{R}(s) \geqslant 1, \quad 0 \leqslant \phi_{A-}(s)=\phi_{G}(s) \leqslant 1 ; \tag{6.59}
\end{equation*}
$$

(2)

$$
\begin{equation*}
\phi_{D+}(s)=\phi_{R_{0}}(s), \quad \phi_{D-}(s)=\phi_{G_{0}}(s) . \tag{6.60}
\end{equation*}
$$

Proof We first prove (1). It follows from Eq. (6.51) that

$$
\begin{align*}
\widetilde{A}^{*}(z, s)= & \widetilde{R}^{*}(z, s)\left[I-\widetilde{\Phi}_{0}(s)\right]\left[I-\widetilde{G}^{*}(z, s)\right]+\widetilde{\Phi}_{0}(s) \\
& +\left[I-\widetilde{\Phi}_{0}(s)\right] \widetilde{G}^{*}(z, s), \tag{6.61}
\end{align*}
$$

and

$$
\begin{align*}
\widetilde{A}^{*}(z, s)= & {\left[I-\widetilde{R}^{*}(z, s)\right]\left[I-\widetilde{\Phi}_{0}(s)\right] \widetilde{G}^{*}(z, s)+\widetilde{\Phi}_{0}(s) } \\
& +\widetilde{R}^{*}(z, s)\left[I-\widetilde{\Phi}_{0}(s)\right] . \tag{6.62}
\end{align*}
$$

Noting that $\phi_{R}(s)$ is increasing in $s \geqslant 0$ and $\phi_{G}(s)$ is decreasing in $s \geqslant 0$, it follows from Corollary 3.10 that $\phi_{R}(s) \geqslant \phi_{R}(0) \geqslant 1$ and $0 \leqslant \phi_{G}(s) \leqslant \phi_{G}(0) \leqslant 1$. It follows from Eq. (6.52) that $\widetilde{R}^{*}(z, s)$ is analytic in $|z|<\phi_{R}(s)$ and $\widetilde{G}^{*}(z, s)$ is analytic in $|z|>\phi_{G}(s)$. Also, noting that $I-\widetilde{\Phi}_{0}(s)$ is invertible, it follows from Eq. (6.61) that $\phi_{A_{+}}(s)=\phi_{R}(s) \geqslant 1$ and from Eq. (6.62) that $0 \leqslant \phi_{A-}(s)=\phi_{G}(s) \leqslant 1$.

Next we prove (2). We only prove the first one while the second one can be proved similarly.

For $s \geqslant 0$, it is easy to see that either $\phi_{D+}(s)>1$ or $\phi_{D+}(s)=1$. We consider the following two possible cases:

Case I $\phi_{D+}(s)>1$. In this case, since $\widetilde{A}^{*}(z, s)$ is irreducible, we obtain that for $s>0$ and $1<z<\phi_{D+}(s)$,

$$
s p\left(\widetilde{G}^{*}(z, s)\right)<s p\left(\widetilde{G}^{*}(1,0)\right)=s p(G) \leqslant 1,
$$

thus it follows from Eq. (6.54) that

$$
\widetilde{R}_{0}^{*}(z, s) \leqslant \widetilde{D}_{+}^{*}(z, s)\left[I-\widetilde{G}^{*}(z, s)\right]^{-1}\left(I-\Phi_{0}(s)\right)^{-1},
$$

it is clear that $\phi_{R_{0}}(s) \geqslant \phi_{D+}(s)$. On the other hand, it follows from Eq. (6.53) that $\phi_{R_{0}}(s) \leqslant \phi_{D+}(s)$. Hence $\phi_{R_{0}}(s)=\phi_{D+}(s)$.

Case II $\phi_{D+}(s)=1$. In this case, it follows from Eq. (6.53) that $\phi_{R_{0}}(s) \leqslant$ $\phi_{D+}(s)=1$. Since $\widetilde{R}_{0}^{*}(1, s)$ is always finite and has the probabilistic interpretation in Theorem $6.11 \phi_{R_{0}}(s) \geqslant 1$. Hence, $\phi_{R_{0}}(s)=\phi_{D+}(s)$. This completes the proof.

For $z>0$ and $s>0$, let $\chi(z, s), r(z, s)$ and $g(z, s)$ be the maximal eigenvalues of $\widetilde{A}^{*}(z, s), \widetilde{R}^{*}(z, s)$ and $\widetilde{G}^{*}(z, s)$, respectively.

The following Lemma provides the useful relations among the minimal positive solutions for the $R$-measure and among the maximal positive solutions for the $G$-measure.

Lemma 6.8 (1) For $s \geqslant 0$, the minimal positive solution of the equation $\operatorname{det}\left(I-\widetilde{R}^{*}(z, s)\right)=0$ has the following relations

$$
\begin{array}{r}
\min \left\{z(s) \geqslant 1: \operatorname{det}\left(I-\widetilde{R}^{*}(z, s)\right)=0\right\}=\min \{z(s) \geqslant 1: 1-r(z, s)=0\}, \\
\min \left\{z(s) \geqslant 1: \operatorname{det}\left(I-\widetilde{A}^{*}(z, s)\right)=0\right\}=\min \{z(s) \geqslant 1: 1-\chi(z, s)=0\}, \\
\min \{z(s) \geqslant 1: 1-r(z, s)=0\}=\min \{z(s) \geqslant 1: 1-\chi(z, s)=0\} .
\end{array}
$$

(2) For $s \geqslant 0$, the maximal positive solution of the equation $\operatorname{det}\left(I-\widetilde{G}^{*}(z, s)\right)=0$ has the following relations

$$
\begin{aligned}
\max \left\{z(s) \leqslant 1: \operatorname{det}\left(I-\widetilde{G}^{*}(z, s)\right)=0\right\} & =\max \{z(s) \leqslant 1: 1-g(z, s)=0\}, \\
\max \left\{z(s) \leqslant 1: \operatorname{det}\left(I-\widetilde{A}^{*}(z, s)\right)=0\right\} & =\max \{z(s) \leqslant 1: 1-\chi(z, s)=0\}, \\
\max \{z(s) \leqslant 1: 1-g(z, s)=0\} & =\max \{z(s) \leqslant 1: 1-\chi(z, s)=0\} .
\end{aligned}
$$

We now determine the distribution of the roots of $\operatorname{det}\left(I-\widetilde{R}^{*}(z, s)\right)=0$ and $\operatorname{det}\left(I-\widetilde{G}^{*}(z, s)\right)=0$.

Let

$$
\eta=\min \left\{|z|, 1 \leqslant z \mid \leqslant \phi_{A+}, \operatorname{det}\left(I-R^{*}(z)\right)=0\right\}
$$

and

$$
\zeta=\max \left\{|z|, \phi_{A-} \leqslant|z| \leqslant 1, \operatorname{det}\left(I-G^{*}(z)\right)=0\right\} .
$$

Note that $\eta$ is the minimal positive solution of the equation $\operatorname{det}\left(I-R^{*}(z)\right)=0$, and $\xi$ is the maximal positive solution of the equation $\operatorname{det}\left(I-G^{*}(z)\right)=0$.

Theorem 6.13 Suppose that $\eta$ and $\xi$ are given in (1) and (2) of Theorem 3.22, respectively.
(1) If $P(x)$ is positive recurrent, then for $s \geqslant 0$,

$$
\begin{equation*}
\left\{z(s): \operatorname{det}\left\{I-\widetilde{R}^{*}(z, s)\right\}=0\right\} \subset\{z:|z|>\eta\} \tag{6.63}
\end{equation*}
$$

and

$$
\left\{z(s): \operatorname{det}\left\{I-\widetilde{G}^{*}(z, s)\right\}=0\right\} \subset\{z:|z| \leqslant \xi\} .
$$

(2) If $P(x)$ is null recurrent, then for $s \geqslant 0$,

$$
\left\{z(s): \operatorname{det}\left\{I-\widetilde{R}^{*}(z, s)\right\}=0 \text { or } \operatorname{det}\left\{I-\widetilde{G}^{*}(z, s)\right\}=0\right\} \subset\{z: \xi \leqslant|z| \leqslant \eta\}
$$

(3) If $P(x)$ is transient, then for $s \geqslant 0$,

$$
\left\{z(s): \operatorname{det}\left\{I-\widetilde{R}^{*}(z, s)\right\}=0\right\} \subset\{z:|z| \geqslant \eta\}
$$

and

$$
\left\{z(s): \operatorname{det}\left\{I-\widetilde{G}^{*}(z, s)\right\}=0\right\} \subset\{z:|z|<\xi\} .
$$

Proof We only prove Eq. (6.63) while the other four can be proved similarly. It follows from Lemma 6.8 that

$$
\begin{aligned}
& \min \left\{z(s) \geqslant 1: \operatorname{det}\left(I-\widetilde{R}^{*}(z, s)\right)=0\right\}=\min \{z(s) \geqslant 1: \\
& \left.\operatorname{det}\left\{I-\widetilde{A}^{*}(z, s)\right\}=0\right\}=\min \{z(s) \geqslant 1: 1-\chi(z, s)=0\} .
\end{aligned}
$$

Since $\widetilde{A}^{*}(z, s)$ is irreducible for $z \geqslant 0$ and $s \geqslant 0, \chi(z, s)$ is strictly increasing for $z \geqslant 0$ and strictly decreasing for $s \geqslant 0$, hence $z_{0}(s)=\min \{z(s) \geqslant$ $1: 1-\chi(z, s)=0\}$ is increasing for $s \geqslant 0$. A similar analysis to that used for proving Theorem 3.22 leads to the fact that if $P(+\infty)$ is positive recurrent, then for any solution $z=z(s)$ to equation $\operatorname{det}\left\{I-\widetilde{R}^{*}(z, s)\right\}=0$,

$$
|z(s)| \geqslant z_{0}(s)>z_{0}(0) \geqslant \eta .
$$

This completes the proof.
The following theorem provides the positive roots for the equations $\operatorname{det}\left(I-\widetilde{R}^{*}(z, s)\right)=0$ and $\operatorname{det}\left(I-\widetilde{G}^{*}(z, s)\right)=0$.

Theorem 6.14 (1) If $P(x)$ is positive recurrent, then for each $s>0$, there must exist a unique $z_{0}(s)$ with $1<\eta<z_{0}(s)$ such that $\operatorname{det}\left(I-\widetilde{R}^{*}\left(z_{0}(s), s\right)\right)=0$.
(2) If $P(x)$ is transient, then for each $s>0$, there must exist a unique $z_{0}(s)$ for $0<z_{0}(s)<\xi<1$ such that $\operatorname{det}\left(I-\widetilde{G}^{*}\left(z_{0}(s), s\right)\right)=0$.

Proof We only prove 1) while 2) can be proved similarly.
We write $f(z, s)=1-\chi(z, s)$. Since $\tilde{A}^{*}(z, s)$ is nonnegative and irreducible for $z>0$ and $s \geqslant 0$, it is obvious that $\chi(z, s)$ is strictly increasing for $z>0$ and strictly decreasing for $s \geqslant 0$. Noting that $\chi(\eta, 0)=1$, we obtain that for any given $s>0$,

$$
\begin{equation*}
f(\eta, s)=1-\chi(\eta, s)>1-\chi(\eta, 0)=0 . \tag{6.64}
\end{equation*}
$$

On the other hand, since for any given $s>0, \lim _{z \backslash+\infty} \widetilde{A}^{*}(z, s)=+\infty$, so that $\chi(+\infty, s)=+\infty$, we get

$$
\begin{equation*}
f(+\infty, s)=1-\chi(+\infty, s)<0 \tag{6.65}
\end{equation*}
$$

Noting that for an arbitrarily given $s>0, f(z, s)$ is continuous and strictly increasing for $z \in[\eta,+\infty)$, it follows from Eq. (6.64) and Eq. (6.65) that there always exists a unique positive solution $z_{0}(s) \in(\eta,+\infty)$ such that

$$
f\left(z_{0}(s), s\right)=1-\chi\left(z_{0}(s), s\right)=0 .
$$

Therefore, for $z>0$ and $s \geqslant 0$ it follows from Theorem 3.22 and Eq. (6.64) that

$$
\begin{aligned}
z_{0}(s) & =\min \{z(s)>\eta>1: 1-\chi(z, s)=0\} \\
& =\min \left\{z(s)>\eta>1: \operatorname{det}\left(I-\widetilde{R}^{*}(z, s)\right)=0\right\}
\end{aligned}
$$

This completes the proof.

### 6.7 The First Passage Times

In this section, we first provide an algorithmic framework for computing the first passage time of any irreducible Markov renewal process, and then consider the first passage times for a Markov renewal process of GI/G/1 type.

### 6.7.1 An Algorithmic Framework

Consider a Markov renewal process $\left\{\left(X_{n}, T_{n}\right), n \geqslant 0\right\}$ whose transition probability mass matrix is given in Eq. (6.1). Let $E=\{0\}$ and $E^{c}=\{1,2,3,4, \ldots\}$. According to the subsets $E$ and $E^{c}$, the transition probability mass matrix $P(x)$ is partitioned as

$$
P(x)=\begin{gather*}
E  \tag{6.66}\\
E \\
E^{c}
\end{gather*}\left(\begin{array}{cc}
E^{c} \\
T(x) & U(x) \\
V(x) & Q(x)
\end{array}\right) .
$$

Let $\left(\alpha_{0}, \alpha\right)$ be the initial probability vector of the Markov renewal process $\left\{\left(X_{n}, T_{n}\right), n \geqslant 0\right\}$, where $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \ldots\right)$ and $\alpha_{0}+\alpha e=1$. We denote by $f_{k}(x)$ the joint probability that the Markov renewal process $\left\{\left(X_{n}, T_{n}\right), n \geqslant 0\right\}$ first visits state 0 at the $k$ th step no later than time $x \geqslant 0$. It is easy to check that

$$
\begin{equation*}
f_{0}(x)=\alpha_{0} \delta(x) \tag{6.67}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{k}(x)=\alpha Q^{(k-1)^{*}}(x) * V(x), \quad k \geqslant 1 \tag{6.68}
\end{equation*}
$$

Taking the Laplace-Stieltjes transforms for Eq. (6.67) and Eq. (6.68), we obtain

$$
\widetilde{f}_{0}^{*}(s)=\alpha_{0}
$$

and

$$
\widetilde{f}_{k}^{*}(s)=\alpha\left[\widetilde{Q}^{*}(s)\right]^{k-1} \widetilde{V}^{*}(s), \quad k \geqslant 1 .
$$

We write

$$
\widetilde{F}^{*}(s, z)=\sum_{k=0}^{\infty} z^{k} \widetilde{f}_{k}^{*}(s) .
$$

It is clear that

$$
\widetilde{F}^{*}(s, z)=\alpha_{0}+z \alpha\left[I-z \widetilde{Q}^{*}(s)\right]^{-1} \widetilde{V}^{*}(s) .
$$

When $s>0$ and $0<z \leqslant 1$, it is clear that $z \widetilde{Q}^{*}(s)$ is the transition probability matrix of a Markov chain. In this case, we can obtain the UL-type $R G$-factorization

$$
I-z \widetilde{Q}^{*}(s)=\left[I-R_{U}(s, z)\right]\left[I-U_{D}(s, z)\right]\left[I-G_{L}(s, z)\right]
$$

which leads to that

$$
\widetilde{F}^{*}(s, z)=\alpha_{0}+z \alpha\left[I-G_{L}(s, z)\right]^{-1}\left[I-U_{D}(s, z)\right]^{-1}\left[I-R_{U}(s, z)\right]^{-1} \widetilde{V}^{*}(s)
$$

and the LU-type $R G$-factorization

$$
I-z \widetilde{Q}^{*}(s)=\left[I-\bar{R}_{L}(s, z)\right]\left[I-\bar{U}_{D}(s, z)\right]\left[I-\bar{G}_{U}(s, z)\right]
$$

which yields that

$$
\widetilde{F}^{*}(s, z)=\alpha_{0}+z \alpha\left[I-\bar{G}_{U}(s, z)\right]^{-1}\left[I-\bar{U}_{D}(s, z)\right]^{-1}\left[I-\bar{R}_{L}(s, z)\right]^{-1} \widetilde{V}^{*}(s) .
$$

### 6.7.2 Markov Renewal Processes of GI/G/1 Type

Let $\widetilde{A}(s)=\widetilde{A}^{*}(1, s), \widetilde{R}(s)=\widetilde{R}^{*}(1, s)$ and $\widetilde{G}(s)=\widetilde{G}^{*}(1, s)$. Then it follows from Eq. (6.51) that

$$
\begin{equation*}
I-\widetilde{A}(s)=[I-\widetilde{R}(s)]\left[I-\widetilde{\Phi}_{0}(s)\right][I-\widetilde{G}(s)] . \tag{6.69}
\end{equation*}
$$

Hence, we obtain

$$
\begin{equation*}
I-A(x)=[I-R(x)] *\left[I-\Phi_{0}(x)\right] *[I-G(x)] . \tag{6.70}
\end{equation*}
$$

Notice that $G(x)=\sum_{k=1}^{\infty} G_{k}(x)$ is the distribution matrix of the first passage times of the Markov renewal process of $G I / G / 1$ type from $L_{\geqslant i}$ to $L_{\leqslant(i-1)}$ for $i \geqslant 2$.

Specifically, for a Markov renewal process of $M / G / 1$ type $G(x)=G_{1}(x)$ is called the matrix distribution of the fundamental period according to Chapter 2 and Chapter 3 in Neuts [17]. It is clear that if the Markov chain $P(+\infty)$ is recurrent, then $G(+\infty)$ is stochastic; otherwise $G(+\infty)$ is strictly substochastic.

For a matrix $\widetilde{M}(s)$ we write $\mu_{k}(M)=\left.(-1)^{k} \frac{d^{k}}{d s^{k}} \widetilde{M}(s)\right|_{s=0}$. In the following, we show how to compute conditional moments of the matrix distribution $G(x)$, defined as $\mu_{k}(G)$, based on Eq. (6.69). It follows from Eq. (6.69) that the first conditional moment of $G(x)$ satisfies

$$
\begin{aligned}
\mu_{1}(G)= & \mu_{1}(R)\left(I-\Phi_{0}\right)(I-G)+(I-R) \mu_{1}\left(\Phi_{0}\right)(I-G) \\
& +(I-R)\left(I-\Phi_{0}\right) \mu_{1}(G),
\end{aligned}
$$

and the second conditional moment of $G(x)$ satisfies

$$
\begin{aligned}
\mu_{2}(G)= & \mu_{2}(R)\left(I-\Phi_{0}\right)(I-G)+(I-R) \mu_{2}\left(\Phi_{0}\right)(I-G) \\
& +(I-R)\left(I-\Phi_{0}\right) \mu_{2}(G)-2 \mu_{1}(R) \mu_{1}\left(\Phi_{0}\right)(I-G) \\
& -2(I-R) \mu_{1}\left(\Phi_{0}\right) \mu_{1}(G)-2 \mu_{1}(R)\left(I-\Phi_{0}\right) \mu_{1}(G) .
\end{aligned}
$$

Specifically, if the Markov renewal process is recurrent, then the first conditional moment of $G(x)$ is simplified as

$$
\mu_{1}(G) e=\left(I-\Phi_{0}\right)^{-1}(I-R)^{-1} \mu_{1}(A) e,
$$

and the second conditional moment of $G(x)$ is simplified as

$$
\begin{aligned}
\mu_{2}(G) e= & \left(I-\Phi_{0}\right)^{-1}(I-R)^{-1}\left\{\mu_{2}(A)+2(I-R) \mu_{1}\left(\Phi_{0}\right) \mu_{1}(G)\right. \\
& \left.+2 \mu_{1}(R)\left(I-\Phi_{0}\right) \mu_{1}(G)\right\} e
\end{aligned}
$$

since $(I-G) e=0$.
Now, we consider the matrix distribution $G_{0}(x)=\sum_{k=1}^{\infty} G_{k, 0}(x)$, which often represents the matrix distribution of the busy period. To explicitly express $G_{0}(x)$, we need to compute $G_{k, 0}(x)$ for all $k \geqslant 1$. It follows from Eq. (6.42) that

$$
\left[I-\widetilde{\Phi}_{0}(s)\right] \widetilde{G}_{j, 0}(s)=\widetilde{D}_{-j}(s)+\sum_{k=1}^{\infty} \widetilde{\Phi}_{k}(s) \widetilde{G}_{k+j, 0}(s), \quad j \geqslant 1,
$$

hence,

$$
\left(\begin{array}{ccccc}
I & -B_{1}(s) & -B_{2}(s) & -B_{3}(s) & \ldots  \tag{6.71}\\
& I & -B_{1}(s) & -B_{2}(s) & \ldots \\
& & I & -B_{1}(s) & \ldots \\
& & & I & \ldots \\
& & & & \ddots
\end{array}\right)\left(\begin{array}{c}
\widetilde{G}_{1,0}(s) \\
\widetilde{G}_{2,0}(s) \\
\widetilde{G}_{3,0}(s) \\
\widetilde{G}_{4,0}(s) \\
\vdots
\end{array}\right)=\left(\begin{array}{c}
F_{1}(s) \\
F_{2}(s) \\
F_{3}(s) \\
F_{4}(s) \\
\vdots
\end{array}\right),
$$
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where $B_{i}(s)=\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} \widetilde{\Phi}_{i}(s)$ and $F_{i}(s)=\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} \widetilde{D}_{-i}(s)$ for $i \geqslant 1$.
Lemma 6.9 Let

$$
\Lambda(s)=\left(\begin{array}{ccccc}
I & -B_{1}(s) & -B_{2}(s) & -B_{3}(s) & \ldots \\
& I & -B_{1}(s) & -B_{2}(s) & \ldots \\
& & I & -B_{1}(s) & \ldots \\
& & & I & \ldots \\
& & & & \ddots
\end{array}\right) .
$$

Then for $\operatorname{Re}(s) \geqslant 0$, there always exists a unique inverse matrix $\Lambda^{-1}(s)$ such that $\Lambda^{-1}(s) \Lambda(s)=\Lambda(s) \Lambda^{-1}(s)=I$, and

$$
\Lambda^{-1}(s)=\left(\begin{array}{ccccc}
I & X_{1}(s) & X_{2}(s) & X_{3}(s) & \ldots  \tag{6.72}\\
& I & X_{1}(s) & X_{2}(s) & \ldots \\
& & I & X_{1}(s) & \ldots \\
& & & I & \ldots \\
& & & & \ddots
\end{array}\right),
$$

where

$$
X_{l}(s)=\sum_{i=1}^{\infty} \sum_{\substack{n_{1}+n_{2}+\ldots n_{i}=l \\ n_{j} \geqslant 1,1 \leqslant j \leqslant i}} B_{n_{1}}(s) B_{n_{2}}(s) \ldots B_{n_{i}}(s), \quad l \geqslant 1 .
$$

Proof Noting that $\Lambda(s) \Lambda^{-1}(s)=I$, we obtain

$$
\begin{equation*}
X_{k}(s)-B_{k}(s)-\sum_{i=1}^{k-1} B_{i}(s) X_{k-i}(s)=0, \quad k \geqslant 1 . \tag{6.73}
\end{equation*}
$$

Let $X^{*}(z, s)=\sum_{k=1}^{\infty} z^{k} X_{k}(s)$ and $B^{*}(z, s)=\sum_{k=1}^{\infty} z^{k} B_{k}(s)$. Then it follows from Eq. (6.73) that

$$
X^{*}(z, s)-B^{*}(z, s)-B^{*}(z, s) X^{*}(z, s)=0 .
$$

We obtain

$$
\begin{aligned}
X^{*}(z, s) & =\left[I-B^{*}(z, s)\right]^{-1} B^{*}(z, s)=\sum_{i=1}^{\infty}\left[B^{*}(z, s)\right]^{i} \\
& =\sum_{l=1}^{\infty} z^{l} \sum_{i=1}^{\infty} \sum_{\substack{n_{1}+n_{2}+\ldots, n_{i}=l \\
n_{j}>1,1 \leqslant j \leqslant i}} B_{n_{1}}(s) B_{n_{2}}(s) \ldots B_{n_{i}}(s) .
\end{aligned}
$$

Therefore,

$$
X_{l}(s)=\sum_{i=1}^{\infty} \sum_{\substack{n_{1}+n_{2}+\ldots n_{i}=l \\ n_{j} \geqslant 1,1 \leqslant j \leqslant i}} B_{n_{1}}(s) B_{n_{2}}(s) \ldots B_{n_{i}}(s), \quad l \geqslant 1
$$

This completes the proof.
Theorem 6.15 For $\operatorname{Re}(s) \geqslant 0$,

$$
\begin{aligned}
\widetilde{G}_{0}(s)= & {\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} \sum_{k=1}^{\infty} \widetilde{D}_{-k}(s)+\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sum_{i=1}^{\infty} \sum_{\substack{n_{1}+n_{2}+\ldots n_{i}=l \\
n_{j} \geq 1,1 \leqslant j \leqslant i}}\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} } \\
& \cdot \widetilde{\Phi}_{n_{1}}(s)\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} \widetilde{\Phi}_{n_{2}}(s) \ldots\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} \widetilde{\Phi}_{n_{i}}(s) \\
& \cdot\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} \widetilde{D}_{-(k+l)}(s) .
\end{aligned}
$$

Proof It follows from Eq. (6.71) that

$$
\begin{align*}
\widetilde{G}_{k, 0}(s)= & F_{k}(s)+\sum_{l=1}^{\infty} X_{l}(s) F_{k+l}(s) \\
= & {\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} \widetilde{D}_{-k}(s)+\sum_{l=1}^{\infty} \sum_{i=1}^{\infty} \sum_{\substack{n_{1}+n_{2}+\ldots n_{i}=l \\
n_{j}=1,1 \leq j \leqslant i}}\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} } \\
& \cdot \widetilde{\Phi}_{n_{1}}(s)\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} \widetilde{\Phi}_{n_{2}}(s) \ldots\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} \widetilde{\Phi}_{n_{i}}(s) \\
& \cdot\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} \widetilde{D}_{-(k+l)}(s) . \tag{6.74}
\end{align*}
$$

Noting that $\widetilde{G}_{0}(s)=\sum_{k=1}^{\infty} \widetilde{G}_{k, 0}(s)$, simple computations yield the proof.
Now, we provide conditions on the state classification for the Markov renewal processes of $G I / G / 1$ type.

Based on the result in Theorem 6.15, simple computations can lead to the following corollary.

Corollary 6.3 (1) If $P(x)$ is recurrent, then $G_{0}(+\infty) e=e$.
(2) If $P(x)$ is transient, then $G_{0}(+\infty) e \leq e$.

Remark 6.3 For a Markov renewal process of $M / G / 1$ type, since $\widetilde{D}_{-k}(s)=0$, $k \geqslant 2$, it is clear that $\widetilde{G}_{0}(s)=\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} \widetilde{D}_{-1}(s)$, which is the same as (2.4.3) in Neuts [17] (p. 107). Theorem 6.15 extended Lemma 2.4.1 of Neuts [17] to a Markov renewal process of $G I / G / 1$ type.

In what follows we express the transformation of the matrix $\Psi_{0}(x)=P^{[0]}(x)$. It follows from Theorem 6.1 that

$$
\begin{equation*}
\widetilde{\Psi}_{0}(s)=\widetilde{D}_{0}(s)+\widetilde{U}(s)[I-\widetilde{Q}(s)]^{-1} \widetilde{V}(s) \tag{6.75}
\end{equation*}
$$

Let $\kappa=\left.\frac{\partial}{\partial z}{\widetilde{P^{[0]}}}^{*}(z, s) e\right|_{(z, s)=(1,0)}$. Then

$$
\kappa=D_{0} e+\left(D_{1}, D_{2}, D_{3}, \ldots\right)(2 I-3 Q)(I-Q)^{-2}\left(D_{-1}^{\mathrm{T}}, D_{-2}^{\mathrm{T}}, D_{-3}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} e .
$$

Therefore, if the Markov chain is positive recurrent, it follows from Corollary 3.5 in Asmussen [2] that

$$
\begin{equation*}
\pi_{0}=\left(x_{0} \kappa\right)^{-1} x_{0}, \tag{6.76}
\end{equation*}
$$

where $x_{0}$ is the stationary probability vector of $\Psi_{0}(+\infty)$.
Remark 6.4 If the Markov renewal process is of M/G/1 type, Eq. (6.75) is the same as (3.2.1) in Neuts [17] (p.135) and Eq. (6.76) is the same as (3.2.6) in Neuts [17] (p. 137).

It is obvious that the state classification for the Markov chain $P(+\infty)$ is crucial for classifying the Markov renewal process $P(x)$ as recurrent or transient. The following corollary, a consequence of Proposition 6.2, provides a sufficient condition for a recurrent Markov renewal process of $G I / G / 1$ type to be positive recurrent.

Corollary 6.4 A Markov renewal process $P(x)$ of $G I / G / 1$ type is positive recurrent if
(1) $P(+\infty)$ is positive recurrent and
(2) $\int_{0}^{+\infty} x D_{-k}(x) \mathrm{d} x$ for all $k \geqslant 0, \sum_{k=1}^{\infty} \int_{0}^{+\infty} x D_{k}(x) \mathrm{d} x$ and $\sum_{k=-\infty}^{\infty} \int_{0}^{+\infty} x A_{k}(x) \mathrm{d} x$ are all finite.

### 6.8 Notes in the Literature

The literature on Markov renewal processes is extensive. References, which are closely related to this chapter, include Pyke [19-21], Pyke and Schaufele [22-23], Teugels [28], Hunter [11], Çinlar [5, 7, 8], Todorovic and Gani [29], Malinovskiĭ [15], Lam [12], Johnson, Liu and Narayana [10], Rossetti and Clark [26], Vesilo [30], Ball and Milne [4]. For a comprehensive discussion on Markov renewal processes, readers may refer to a survey article by Çinlar [6].

The study of block-structured Markov renewal processes provides a useful modelling tool. Readers may refer to Neuts [17] for a study of Markov renewal processes of $M / G / 1$ type. Other references on block-structured Markov renewal processes include Neuts [16, 18], Sengupta [27], Asmussen and Ramaswami [3], Ramaswami [24-25], Zhao, Li and Alfa [31] and Hsu, Yuan and Li [9] among others. Li and Zhao [13-14] systemically studied the UL-types $R G$-factorization
for block-structured Markov renewal processes, while the LU-types $R G$-factorization is given in this chapter for the first time.

In this chapter, we mainly refer to Li and Zhao [13-14], Çinlar [5-8] and Neuts [17].

## Problems

6.1 Prove Proposition 6.2
6.2 Prove Proposition 6.3
6.3 Provide a concrete example to indicate that Condition (2) of Proposition 6.3 can be further weakened.
6.4 Please provide an example to indicate that the embedded Markov chain $P(+\infty)$ is positive recurrent, but the Markov renewal process $P(x)$ is not positive recurrent.
6.5 Prove Corollary 6.1.
6.6 Prove the censoring invariance for the block-structured Markov renewal process as follows:
(1) for $0 \leqslant i<j \leqslant n, R_{i, j}^{[\leqslant n]}(x)=R_{i, j}(x)$; and
(2) for $0 \leqslant j<i \leqslant n, G_{i, j}^{[\leqslant n]}(x)=G_{i, j}(x)$.

### 6.7 Prove Corollary 6.2.

6.8 If $P(x)$ is the transition probability mass matrix of an irreducible QBD renewal process with infinitely-many levels, please compute the Markov renewal matrix $M(x)$.
6.9 If the transition probability mass matrix $P(x)$ is of $G I / G / 1$ type, please compute the Markov renewal matrix $M(x)$.
6.10 Consider a $M A P / G / 1$ with a repairable server, where the life time and the repair time of the server are exponential and general, respectively. Compute the reliability function by means of the UL-type $R G$-factorization.
6.11 For the Markov renewal process of $G I / M / 1$ type, please express $G_{i, j}(x)$ and $\Psi_{j}(x)$ by using the matrix $R(x)$.
6.12 In an irreducible Markov renewal process of $G I / G / 1$ type, please analyze the asymptotic behavior of the four matrix functions $G(x), G_{0}(x), R(x)$ and $R_{0}(x)$ with respect to each of the following three cases:
(1) The matrix function $A(x)=\sum_{k=-\infty}^{\infty} A_{k}(x)$ is heavy-tailed, and the matrix function $D(x)=\sum_{k=-\infty}^{\infty} D_{k}(x)$ is light-tailed.
(2) The matrix function $A(x)$ is light-tailed, and the matrix function $D(x)$ is heavy-tailed.
(3) The matrix functions $A(x)$ and $D(x)$ are both heavy-tailed.
6.13 In an irreducible Markov renewal process of $G I / G / 1$ type, please analyze the asymptotic behavior of the four matrix functions $G(x), G_{0}(x), R(x)$ and $R_{0}(x)$ with respect to each of the following three cases:
(1) The matrix sequence $\left\{A_{k}(+\infty)\right\}$ is heavy-tailed, and the matrix sequence $\left\{D_{k}(+\infty)\right\}$ is light-tailed.
(2) The matrix sequence $\left\{A_{k}(+\infty)\right\}$ is light-tailed, and the matrix sequence $\left\{D_{k}(+\infty)\right\}$ is heavy-tailed.
(3) The matrix sequences $\left\{A_{k}(+\infty)\right\}$ and $\left\{D_{k}(+\infty)\right\}$ are both heavy-tailed.
6.14 In a $M A P / G / 1$ queue, if the service time distribution is heavy-tailed, please analyze the asymptotic behavior of the four matrix functions $G_{k}(x)$ for $k \geqslant 1$, $G(x), R_{l}(x)$ for $l \geqslant 1$ and $R(x)$, where $G(x)=\sum_{k=1}^{\infty} G_{k}(x)$ and $R(x)=\sum_{k=1}^{\infty} R_{k}(x)$.
6.15 In a stable $B M A P / G / 1$ queue, please analyze the asymptotic behavior of the stationary queue length, waiting time and busy period with respect to each of the following three cases:
(1) The service time distribution is light-tailed and the BMAP matrix descriptor $\left\{C_{k}\right\}$ is heavy-tailed.
(2) The service time distribution is heavy-tailed and the BMAP matrix descriptor $\left\{C_{k}\right\}$ is light-tailed.
(3) The service time distribution is heavy-tailed and the BMAP matrix descriptor $\left\{C_{k}\right\}$ is heavy-tailed.
6.16 In a $M A P / G / 1 / N$ queue, when $\rho<1$ (or $\rho>1$, or $\rho=1$ ), please analyze the asymptotic behavior $\lim _{N \rightarrow \infty} q_{N}$ of the stationary queue length distribution $\left\{q_{k}, 0 \leqslant\right.$ $k \leqslant N\}$ with respect to each of the following two cases:
(1) The service time distribution is light-tailed.
(2) The service time distribution is heavy-tailed.
6.17 In a $B M A P / G / 1$ queue, compute the transient distributions of the queue length and waiting time.
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#### Abstract

In this chapter, we apply the $R G$-factorizations to deal with practical stochastic models, and indicate concrete procedures of performance computation under a unified algorithmic framework. The processor-sharing queue is directly constructed as a block-structured Markov chain, and the fluid queue can be constructed as a block-structured Markov chain by means of the Laplace transform; while the negative-customer queue and the retrial queue need to combine the supplementary variable method and the $R G$ factorizations such that the boundary conditions are simplified as a blockstructured Markov chain or a block-structured Markov renewal process. We provide performance analysis of the practical stochastic models.
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In this chapter, we apply the $R G$-factorizations to deal with practical stochastic models, and indicate concrete procedures both for constructing a block-structured Markov chain and for applying the $R G$-factorizations to provide performance computation under a unified algorithmic framework. The processor-sharing queue is directly constructed as a block-structured Markov chain. The fluid queue can be constructed as a block-structured Markov chain by means of the Laplace transform or the Laplace-Steltjes transform. The negative-customer queue and the retrial queue need to combine the supplementary variable method and the $R G$-factorizations such that the boundary conditions are simplified as a blockstructured Markov chain or a block-structured Markov renewal process.

This chapter is organized as follows. Section 7.1 investigates a $B M A P / M / 1$ processor-sharing queue with generalized processor-sharing discipline. Section 7.2 discusses an infinite-capacity fluid queue driven by a QBD process. Section 7.3 deals with a $M A P / G / 1$ queue with negative customers. Section 7.4 analyzes a
$B M A P / G / 1$ retrial queue with a repairable server. Finally, Section 7.5 summarizes the references related to the results of this chapter.

### 7.1 Processor-Sharing Queues

In this section, we study a $B M A P / M / 1$ processor-sharing queue with generalized processor-sharing discipline. Applying the $R G$-factorizations, we provide the stable condition of the system, and express the stationary distribution of queue length and the Laplace transform of the sojourn time.

The processor-sharing queueing model is described as follows:
The arrival process: The arrivals to the queue are modelled by a BMAP with irreducible matrix descriptor $\left\{D_{k}, k \geqslant 0\right\}$ of size $m$. We assume that $\sum_{k=1}^{\infty} k D_{k}$ is finite, and $D=\sum_{k=0}^{\infty} D_{k}$ is the infinitesimal generator of an irreducible Markov chain with $D e=0$, Where $e$ is a column vector of ones with suitable size. Let $\sigma$ be the stationary probability vector of $D$. Then $\lambda=\sigma \sum_{k=1}^{\infty} k D_{k} e$ is the stationary arrival rate.

The service times: The service times $\left\{\chi_{n}, n \geqslant 1\right\}$ of the customers are assume to be i.i.d. exponential random variables with the service rate $\mu$.

The generalized processor-sharing discipline: When there are $n$ jobs in the system, the attained service of each job increases with rate $f(n)$ relative to being along in the system. Here, $f(n)$ is a positive function such that $0<C_{1} \leqslant$ $n f(n) \leqslant C_{2}$ for all $n \geqslant 1$, where $C_{1}$ and $C_{2}$ are two positive constants.

The independence: We assume that all the random variables defined above are mutually independent.

Remark 7.1 (1) If $f(n)=1 / n$, then $C_{1}=C_{2}=1$. In this case, the generalized processor-sharing becomes the ordinary processor-sharing. In fact, it is easy to see that the generalized processor-sharing describes a wider class of the service disciplines.
(2) The condition that $0<C_{1}<+\infty$ is necessary for guaranteeing the stability of the generalized processor-sharing queue.
(3) If $C_{2}=+\infty$, then there are two useful cases in practice: (a) $n f(n)<+\infty$ for all $n \geqslant 1$ but $\lim _{n \rightarrow \infty} n f(n)=+\infty$; and (b) there exists a finite integer $N$ such that $N f(N)=+\infty$. For the two cases, the approach given in this section still works well.

Let $q(t)$ and $I(t)$ be the number of the jobs in the system and the phase number of the BMAP input at time $t$, respectively. Then $\{q(t), I(t) ; t \geqslant 0\}$ is a
continuous-time level-dependent Markov chain of $M / G / 1$ type whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{ccccc}
D_{0} & D_{1} & D_{2} & D_{3} & \ldots  \tag{7.1}\\
f(1) \mu I & D_{0}-f(1) \mu I & D_{1} & D_{2} & \ldots \\
& 2 f(2) \mu I & D_{0}-2 f(2) \mu I & D_{1} & \ldots \\
& & 3 f(3) \mu I & D_{0}-3 f(3) \mu I & \ldots \\
& & & \ddots & \ddots
\end{array}\right) .
$$

Let $C=\inf _{n \geqslant N}\{n f(n)\}$, where $N$ is a large positive integer. Then $0<C<+\infty$ according to the condition $0<C_{1} \leqslant n f(n) \leqslant C_{2}$ for all $n \geqslant 1$. Based on the main drift of the Markov chain $Q$, it is obvious that the generalized processor-sharing queue is stable if $C \mu>\lambda$, since $n f(n) \geqslant C \mu>\lambda$ for all $n \geqslant N$.

For the Markov chain of $M / G / 1$ type, let $\left\{G^{(k)}, k \geqslant 1\right\}$ for the $G$-measure be the minimal nonnegative solution to the system of matrix equations

$$
k f(k) \mu I+\left[D_{0}-k f(k) \mu I\right] G^{(k)}+\sum_{i=1}^{\infty} D_{i} G^{(k+i)} G^{(k+i-1)} \ldots G^{(k)}=0, \quad k \geqslant 1 .
$$

Then for $k \geqslant 0$ and $l \geqslant 1$, the $R$-measure is given by

$$
R_{l}^{(k)}=\left[D_{l}+D_{l+1} G^{(k+2)}+D_{l+2} G^{(k+3)} G^{(k+2)}+\ldots\right]\left(-U_{k+1}^{-1}\right),
$$

and for $k \geqslant 0$, the $U$-measure is given by

$$
U_{k}=D_{0}-k f(k) \mu I+\sum_{i=1}^{\infty} D_{i} G^{(k+i)} G^{(k+i-1)} \ldots G^{(k+1)}
$$

Thus, the $R G$-factorization is given by

$$
Q=\left(I-R_{U}\right) U_{D}\left(I-G_{L}\right),
$$

where

$$
\begin{gathered}
\left(I-R_{U}\right)=\left(\begin{array}{ccccc}
I & -R_{1}^{(0)} & -R_{2}^{(0)} & -R_{3}^{(0)} & \ldots \\
& I & -R_{1}^{(1)} & -R_{2}^{(1)} & \ldots \\
& & I & -R_{1}^{(2)} & \ldots \\
& & & I & \ldots \\
& & & & \ddots
\end{array}\right), \\
U_{D}=\operatorname{diag}\left(U_{0}, U_{1}, U_{2}, \ldots\right),
\end{gathered}
$$

and

$$
\left(I-G_{L}\right)=\left(\begin{array}{ccccc}
I & & & & \\
-G^{(1)} & I & & & \\
& -G^{(2)} & I & & \\
& & -G^{(3)} & I & \\
& & & \ddots & \ddots
\end{array}\right)
$$

Using the $R G$-factorization, the stationary probability vector $\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$ of the Markov chain $Q$ is given by

$$
\left\{\begin{array}{l}
\pi_{0}=\tau x_{0}, \\
\pi_{k}=\sum_{i=0}^{k-1} \pi_{i} R_{k-i}^{(i)}, \quad k \geqslant 1,
\end{array}\right.
$$

where $x_{0}$ is the stationary probability vector of the transition rate matrix $U_{0}$ and the scalar $\tau$ is uniquely determined by $\sum_{k=0}^{\infty} \pi_{k} e=1$.

Let $q_{k}=\lim _{t \rightarrow+\infty} P\{q(t)=k\}$ for $k \geqslant 0$. Then

$$
\begin{aligned}
& q_{0}=\tau, \\
& q_{k}=\sum_{i=0}^{k-1} \pi_{i} R_{k-i}^{(i)} e, \quad k \geqslant 1 .
\end{aligned}
$$

Thus, the mean of the stationary queue length is given by

$$
E[q]=\sum_{k=1}^{\infty} \sum_{i=0}^{k-1} k \pi_{i} R_{k-i}^{(i)} e .
$$

Now, we derive the Laplace transform for the complementary distribution of the sojourn time by means of the $R G$-factorization, and also obtain the mean of the sojourn time.

Let $W_{n}$ denote the sojourn time experienced by a customer when there are $n-1$ customers in the system at his arrival time, and $I_{n}$ the phase number of the BMAP input at the arrival time of the $n$th customer. We write

$$
W_{n}(x, i)=P\left\{W_{n} \leqslant x, I_{n}=i\right\}
$$

and

$$
W_{n}(x)=\left(W_{n}(x, 1), W_{n}(x, 2), \ldots, W_{n}(x, m)\right) .
$$

Using a standard probabilistic analysis, we show that the vector sequence $\left\{W_{k}(x)\right\}$ satisfies the following system of differential-difference equations

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} W_{1}(x)=W_{1}(x)\left[D_{0}-\mu f(1) I\right]+\sum_{l=1}^{\infty} W_{1+l}(x) D_{l} \tag{7.2}
\end{equation*}
$$

and for $k \geqslant 2$,

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} x} W_{k}(x)= & \mu k f(k+1) W_{k-1}(x)+W_{k}(x)\left[D_{0}-\mu k f(k) I\right] \\
& +\sum_{l=1}^{\infty} W_{k+l}(x) D_{l} \tag{7.3}
\end{align*}
$$

with the initial conditions

$$
\begin{equation*}
W_{n}(0)=\alpha \text { and } W_{k}(0)=0 \text { for all } k \neq n, \tag{7.4}
\end{equation*}
$$

where $\alpha$ is a probability vector with $\alpha e=1$.
Let

$$
W(x)=\left(W_{1}(x), W_{2}(x), W_{3}(x), \ldots\right)
$$

and

$$
\mathcal{A}=\left(\begin{array}{cccc}
D_{0}-f(1) \mu I & D_{1} & D_{2} & \ldots  \tag{7.5}\\
f(2) \mu I & D_{0}-2 f(2) \mu I & D_{1} & \ldots \\
& 2 f(3) \mu I & D_{0}-3 f(3) \mu I & \ldots \\
& & \ddots & \ddots
\end{array}\right) .
$$

Then the system of equations Eq. (7.2) to Eq. (7.5) is rewritten as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} W(x)=W(x) \mathcal{A} \tag{7.6}
\end{equation*}
$$

with an initial condition

$$
W(0)=(\underbrace{0,0, \ldots, 0,}_{n-1 \text { vectors } 0 \text { of size } m} \quad \alpha, 0,0, \ldots) .
$$

Thus, we obtain

$$
W(x)=W(0) \exp \{A x\} .
$$

We denote by $w^{*}(s)$ and $w_{n}^{*}(s)$ the Laplace transform of the row vectors $W(x)$ and $W_{n}(x)$, respectively. For example, $w^{*}(s)=\int_{0}^{+\infty} \mathrm{e}^{-s x} W(x) \mathrm{d} x$. It is easy to check that

$$
\int_{0}^{+\infty} \mathrm{e}^{-s x} \mathrm{~d} W(x)=-W(0)+s w^{*}(s)
$$
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Thus, it follows from Eq. (7.6) that

$$
\begin{equation*}
w^{*}(s)(\mathcal{A}-s I)=-W(0) . \tag{7.7}
\end{equation*}
$$

Let $(\mathcal{A}-s I)_{\max }^{-1}$ denote the maximal non-positive inverse of the matrix $\mathcal{A}-s I$ of infinite size with the setting that $(\mathcal{A}-s I)^{-1} \leqslant(\mathcal{A}-s I)_{\max }^{-1} \leqslant 0$ for an arbitrary inverse $(\mathcal{A}-s I)^{-1}$ of $\mathcal{A}-s I$. Then

$$
w^{*}(s)=-W(0)(\mathcal{A}-s I)_{\max }^{-1} .
$$

Let $\left\{G^{(k)}(s), k \geqslant 1\right\}$ for the $G$-measure be the minimal nonnegative solution to the system of matrix equations

$$
\begin{aligned}
k f(k) \mu I & +\left\{D_{0}-[s+k f(k) \mu] I\right\} G^{(k)}(s)+D_{1} G^{(k+1)}(s) G^{(k)}(s) \\
& +D_{2} G^{(k+2)}(s) G^{(k+1)}(s) G^{(k)}(s)+\ldots=0, \quad k \geqslant 1 .
\end{aligned}
$$

For $k \geqslant 0$, the $U$-measure is given by

$$
U_{k}(s)=D_{0}-[s+k f(k) \mu] I+\sum_{i=1}^{\infty} D_{i} G^{(k+i)}(s) G^{(k+i-1)}(s) \ldots G^{(k+1)}(s),
$$

and for $k \geqslant 0$ and $l \geqslant 1$ the $R$-measure is given by

$$
R_{l}^{(k)}(s)=\left[D_{l}+D_{l+1} G^{(k+2)}(s)+D_{l+2} G^{(k+3)}(s) G^{(k+2)}(s)+\ldots\right]\left[-U_{k+1}(s)\right]^{-1} .
$$

Therefore, we obtain

$$
\begin{equation*}
\mathcal{A}-s I=\left[I-R_{U}(s)\right] U_{D}(s)\left[I-G_{L}(s)\right], \tag{7.8}
\end{equation*}
$$

where

$$
\begin{aligned}
& I-R_{U}(s)=\left(\begin{array}{ccccc}
I & -R_{1}^{(0)}(s) & -R_{2}^{(0)}(s) & -R_{3}^{(0)}(s) & \ldots \\
& I & -R_{1}^{(1)}(s) & -R_{2}^{(1)}(s) & \ldots \\
& & I & -R_{1}^{(2)}(s) & \ldots \\
& & & I & \ldots \\
& & & & \ddots
\end{array}\right), \\
& U_{D}(s)=\operatorname{diag}\left(U_{0}(s), U_{1}(s), U_{2}(s), U_{3}(s), \ldots\right), \\
& I-G_{L}(s)=\left(\begin{array}{ccccc}
I & I & & \\
-G^{(1)}(s) & I & & \\
& -G^{(2)}(s) & I & \\
& & -G^{(3)}(s) & I & \\
& & & \ddots & \ddots
\end{array}\right)
\end{aligned}
$$

Let

$$
\begin{gathered}
X_{1}^{(l)}(s)=R_{1}^{(l)}(s), \quad l \geqslant 0, \\
X_{k+1}^{(l)}(s)=R_{1}^{(l)}(s) X_{k}^{(l+1)}(s)+R_{2}^{(l)}(s) X_{k-1}^{(l+2)}(s)+\ldots+R_{k}^{(l)}(s) X_{1}^{(l+k)}(s), \\
l \geqslant 0, k \geqslant 1,
\end{gathered}
$$

and

$$
Y_{k}^{(l)}(s)=G^{(l)}(s) G^{(l-1)}(s) \ldots G^{(l-k+1)}(s), \quad l \geqslant 1, k \geqslant 1 .
$$

If $\operatorname{Re}(s)>0$, then $I-R_{U}(s), U_{D}(s)$ and $I-G_{L}(s)$ are invertible,

$$
\begin{aligned}
& {\left[I-R_{U}(s)\right]^{-1}=\left(\begin{array}{ccccc}
I & X_{1}^{(0)}(s) & X_{2}^{(0)}(s) & X_{3}^{(0)}(s) & \ldots \\
& I & X_{1}^{(1)}(s) & X_{2}^{(1)}(s) & \ldots \\
& & I & X_{1}^{(2)}(s) & \ldots \\
& & & I & \ldots \\
& & & & \ddots
\end{array}\right),} \\
& U_{D}(s)^{-1}=\operatorname{diag}\left(U_{0}(s)^{-1}, U_{1}(s)^{-1}, U_{2}(s)^{-1}, U_{3}(s)^{-1}, \ldots\right)
\end{aligned}
$$

and

$$
\left[I-G_{L}(s)\right]^{-1}=\left(\begin{array}{ccccc}
I & & & & \\
Y_{1}^{(1)}(s) & I & & & \\
Y_{2}^{(2)}(s) & Y_{1}^{(2)}(s) & I & & \\
Y_{3}^{(3)}(s) & Y_{2}^{(3)}(s) & Y_{1}^{(3)}(s) & I & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

Let $w_{n}^{*}(s)$ be the Laplace transform of the sojourn time distribution $W_{n}(x)$. It follows from Eq. (7.7) and Eq. (7.8) that

$$
\begin{aligned}
w^{*}(s) & =\left(w_{1}^{*}(s), w_{2}^{*}(s), w_{3}^{*}(s), \ldots\right) \\
& =(\underbrace{0,0, \ldots, 0,}_{n-1 \text { vectors } 0 \text { of size } m} \alpha, 0,0, \ldots)\left[I-G_{L}(s)\right]^{-1}\left[-U_{D}(s)\right]^{-1}\left[I-R_{U}(s)\right]^{-1} .
\end{aligned}
$$

Thus, for $\operatorname{Re}(s)>0$ we obtain

$$
w_{n}^{*}(s)=\alpha\left[-U_{n-1}(s)\right]^{-1}+\alpha \sum_{i=1}^{n-1} Y_{i}^{(n-1)}(s)\left[-U_{n-1-i}(s)\right]^{-1} X_{i}^{(n-1-i)}(s) .
$$

It follows from Eq. (7.7) that

$$
\begin{align*}
E\left[W_{n}\right]= & \alpha\left[-U_{n-1}(0)\right]^{-1} e \\
& +\alpha \sum_{i=1}^{n-1} Y_{i}^{(n-1)}(0)\left[-U_{n-1-i}(0)\right]^{-1} X_{i}^{(n-1-i)}(0) e . \tag{7.9}
\end{align*}
$$

### 7.2 Fluid Queues

In this section, we study an infinite-capacity fluid queue driven by a leveldependent QBD process, and derive the stationary probability distribution of the buffer content.

Consider an infinite capacity buffer in which the fluid input rate and the fluid output rate are influenced by a stochastic environment. The fluid model is described as a continuous-time QBD process $\{Z(t), t \geqslant 0\}$ whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{lllll}
A_{1}^{(0)} & A_{0}^{(0)} & & &  \tag{7.10}\\
A_{2}^{(1)} & A_{1}^{(1)} & A_{0}^{(1)} & & \\
& A_{2}^{(2)} & A_{1}^{(2)} & A_{0}^{(2)} & \\
& & \ddots & \ddots & \ddots
\end{array}\right),
$$

where the size of the matrix $A_{1}^{(k)}$ is $m_{k} \times m_{k}$ for $k \geqslant 0$, the sizes of the other block-entries are determined accordingly, and all empty entries are zero. The QBD process $\{Z(t), t \geqslant 0\}$ is assumed to be irreducible and positive recurrent. Let $\pi=\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$ be the stationary probability vector of the QBD process $\{Z(t), t \geqslant 0\}$ partitioned according to the levels. Whenever the environment $Z(t)$ stays in state $(k, i)$, the net input rate of fluid (i.e., the input rate-the output rate) is $\mu_{k, i}$ for $k \geqslant 0,1 \leqslant i \leqslant m_{k}$. We assume that

$$
\begin{gathered}
\left(\mu_{0,1}, \mu_{0,2}, \ldots, \mu_{0, m_{0}}\right) \lesseqgtr 0 \\
\left(\mu_{k, 1}, \mu_{k, 2}, \ldots, \mu_{k, m_{k}}\right) \geqslant 0, \quad k \geqslant 1,
\end{gathered}
$$

and there exists at least a $k_{0} \geqslant 1$ such that $\left(\mu_{k_{0}, 1}, \mu_{k_{0}, 2}, \ldots, \mu_{k_{0}, m_{k_{0}}}\right) \geqslant 0$.
Let $X(t)$ be the buffer content at time $t$. Then it can not be negative. We write

$$
\Lambda_{k}=\operatorname{diag}\left(\mu_{k, 1}, \mu_{k, 2}, \ldots, \mu_{k, m_{k}}\right), \quad k \geqslant 0 .
$$

Let

$$
d=\sum_{k=0}^{\infty} \pi_{k} \Lambda_{k} e .
$$

Since the change of the process $X(t)$ depends only on its rate, which in turn
changes according to the Markov chain $\{Z(t), t \geqslant 0\}$, it is clear that $\{(X(t), Z(t))$, $t \geqslant 0\}$ is a Markov process. The state space of the Markov process $\{(X(t), Z(t))$, $t \geqslant 0\}$ is given by

$$
\Omega=\left\{(x, k, j): x \geqslant 0, k=0,1,2, \ldots, j=1,2, \ldots, m_{k}\right\} .
$$

If the stochastic environment $\{Z(t), t \geqslant 0\}$ is ergodic, the quantity $d$ is called the mean drift of the process $\{X(t), t \geqslant 0\}$. When the buffer is infinite, the bivariate Markov process $\{(X(t), Z(t)), t \geqslant 0\}$ is ergodic under the mean drift $d<0$.

We define

$$
F(t, x,(k, j) ; y,(l, i))=P\{X(t)<x, Z(t)=(k, j) \mid X(0)=y, Z(0)=(l, i)\}
$$

for $x, y \geqslant 0, k, l=0,1,2, \ldots, 1 \leqslant i \leqslant m_{l}$ and $1 \leqslant j \leqslant m_{k}$. Note that $F(t, x,(k, j) ; y$, $(l, i))$ is the joint conditional probability distribution of the process $\{(X(t), Z(t))$, $t \geqslant 0\}$ at time $t$. When the process $\{(X(t), Z(t)), t \geqslant 0\}$ is ergodic, we write

$$
F_{k, j}(x)=\lim _{t \rightarrow \infty} F(t, x,(k, j) ; y,(l, i)),
$$

which is irrelevant to the initial state $X(0)=y$ and $Z(0)=(l, i)$ according to a standard result in the theory of Markov processes.

Let $\Lambda=\operatorname{diag}\left(\Lambda_{0}, \Lambda_{1}, \Lambda_{2}, \ldots\right), \mathcal{F}(x)=\left(\mathcal{F}_{0}(x), \mathcal{F}_{1}(x), \mathcal{F}_{2}(x), \ldots\right)$, where

$$
\mathcal{F}_{k}(x)=\left(F_{k, 1}(x), F_{k, 2}(x), \ldots, F_{k, m_{k}}(x)\right), \quad k \geqslant 0 .
$$

Using a standard probabilistic analysis, the vector function $\mathcal{F}(x)$ for $x \geqslant 0$ can be shown to satisfy the following system of differential equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} \mathcal{F}(x) \Lambda=\mathcal{F}(x) Q \tag{7.11}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
\mathcal{F}_{0}(0)=\pi_{0} \text { and } \mathcal{F}_{k}(0)=0 \quad \text { for } \quad k \geqslant 1 . \tag{7.12}
\end{equation*}
$$

Now, we provide an approach for solving the system of differential Eq. (7.11) and Eq. (7.12). The approach is based on the $R G$-factorization of the matrix $Q-s \Lambda$ for an arbitrary $s \geqslant 0$.

We write the Laplace transform of the vector function $\mathcal{F}(x)$ as $\mathcal{F}^{*}(s)$, that is, $\mathcal{F}^{*}(s)=\int_{0}^{+\infty} \mathrm{e}^{-s x} \mathcal{F}(x) \mathrm{d} x$. Note that $0<\mathcal{F}^{*}(s) \leqslant 1$ for $s \geqslant 0$. Then

$$
\int_{0}^{+\infty} \mathrm{e}^{-s x} \mathrm{~d} \mathcal{F}(x)=-F(0)+s \mathcal{F}^{*}(s) .
$$

It follows from Eq. (7.11) and Eq. (7.12) that

$$
\begin{equation*}
\mathcal{F}^{*}(s)[Q-s \Lambda]=-\mathcal{F}(0) \Lambda=-\left(\pi_{0} \Lambda_{0}, 0,0,0, \ldots\right) . \tag{7.13}
\end{equation*}
$$

To solve the Eq. (7.13), we first define the $R$ - and $G$-measures of the matrix $Q-s \Lambda$ for an arbitrary $s \geqslant 0$, and then provide the $R G$-factorization.

Let $\left\{R_{k}(s)\right\}$ and $\left\{G_{k}(s)\right\}$ for $s \geqslant 0$ be the minimal nonnegative solutions to the systems of matrix equations

$$
A_{0}^{(l)}+R_{l}(s)\left[A_{1}^{(l+1)}-s \Lambda_{l+1}\right]+R_{l}(s) R_{l+1}(s) A_{2}^{(l+2)}=0, \quad l \geqslant 0,
$$

and

$$
A_{0}^{(k)} G_{k+1}(s) G_{k}(s)+\left[A_{1}^{(k)}-s \Lambda_{k}\right] G_{k}(s)+A_{2}^{(k)}=0, \quad k \geqslant 1,
$$

respectively. Thus, we obtain

$$
U_{l}(s)=A_{1}^{(l)}-s \Lambda_{l}+R_{l}(s) A_{2}^{(l+1)}, \quad l \geqslant 0,
$$

or

$$
U_{l}(s)=A_{1}^{(l)}-s \Lambda_{l}+A_{0}^{(l)} G_{l+1}(s), \quad l \geqslant 0 .
$$

Clearly, the matrix $U_{k}(s)$ is invertible for $k \geqslant 1$ and the matrix $U_{0}(s)$ may not be invertible for some $s \geqslant 0$ due to $\Lambda_{0} \leqq 0$.

The $R G$-factorization of the matrix $Q-s \Lambda$ for $s \geqslant 0$ is given by

$$
\begin{equation*}
Q-s \Lambda=\left[I-R_{U}(s)\right] U_{D}(s)\left[I-G_{L}(s)\right], \tag{7.14}
\end{equation*}
$$

where

$$
\begin{array}{r}
U_{D}(s)=\operatorname{diag}\left(U_{0}(s), U_{1}(s), U_{2}(s), U_{3}(s), \ldots\right), \\
R_{U}(s)=\left(\begin{array}{ccccc}
0 & R_{0}(s) & & & \\
& 0 & R_{1}(s) & & \\
& & 0 & R_{2}(s) & \\
& & & 0 & \ddots \\
& & & & \ddots
\end{array}\right)
\end{array}
$$

and

$$
G_{L}(s)=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1}(s) & 0 & & & \\
& G_{2}(s) & 0 & & \\
& & G_{3}(s) & 0 & \\
& & & \ddots & \ddots
\end{array}\right) .
$$

Let

$$
\begin{equation*}
X_{k}^{(l)}(s)=R_{l}(s) R_{l+1}(s) \ldots R_{l+k-1}(s), \quad l \geqslant 0, k \geqslant 1, \tag{7.15}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{k}^{(l)}(s)=G_{l}(s) G_{l-1}(s) \ldots G_{l-k+1}(s), \quad l \geqslant k \geqslant 1 . \tag{7.16}
\end{equation*}
$$

Then for $s \geqslant 0$,

$$
\left[I-R_{U}(s)\right]^{-1}=\left(\begin{array}{ccccc}
I & X_{1}^{(0)}(s) & X_{2}^{(0)}(s) & X_{3}^{(0)}(s) & \ldots  \tag{7.17}\\
& I & X_{1}^{(1)}(s) & X_{2}^{(1)}(s) & \ldots \\
& & I & X_{1}^{(2)}(s) & \ldots \\
& & & I & \ldots \\
& & & & \ddots
\end{array}\right)
$$

and

$$
\left[I-G_{L}(s)\right]^{-1}=\left(\begin{array}{ccccc}
I & & & &  \tag{7.18}\\
Y_{1}^{(1)}(s) & I & & & \\
Y_{2}^{(2)}(s) & Y_{1}^{(2)}(s) & I & & \\
Y_{3}^{(3)}(s) & Y_{2}^{(3)}(s) & Y_{1}^{(3)}(s) & I & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

To solve the Eq. (7.13), we need the following assumption:
The matrix $U_{0}(s)$ is invertible for $s \in(a, b)$, where $0 \leqslant a<b \leqslant+\infty$.
The following theorem provides the unique solution to the Eq. (7.13).
Theorem 7.1 If the matrix $U_{0}(s)$ is invertible for $s \in(a, b)$, then

$$
\mathcal{F}_{0}^{*}(s)=\pi_{0} \Lambda_{0}\left[-U_{0}(s)^{-1}\right]
$$

and

$$
\mathcal{F}_{k}^{*}(s)=\pi_{0} \Lambda_{0}\left[-U_{0}(s)^{-1}\right] R_{0}(s) R_{1}(s) \ldots R_{k-1}(s), \quad k \geqslant 1 .
$$

Proof It follows from Eq. (7.13) and Eq. (7.14) that

$$
\begin{aligned}
\mathcal{F}^{*}(s) & =-\left(\pi_{0} \Lambda_{0}, 0,0,0, \ldots\right)(Q-s \Lambda)^{-1} \\
& =-\left(\pi_{0} \Lambda_{0}, 0,0,0, \ldots\right)\left[I-G_{L}(s)\right]^{-1} U_{D}(s)^{-1}\left[I-R_{U}(s)\right]^{-1} .
\end{aligned}
$$

Thus, we obtain

$$
\mathcal{F}_{0}^{*}(s)=\pi_{0} \Lambda_{0}\left[-U_{0}(s)^{-1}\right]
$$

and

$$
\begin{aligned}
\mathcal{F}_{k}^{*}(s) & =-\pi_{0} \Lambda_{0} U_{0}(s)^{-1} X_{k}^{(0)}(s) \\
& =\pi_{0} \Lambda_{0}\left[-U_{0}(s)^{-1}\right] R_{0}(s) R_{1}(s) \ldots R_{k-1}(s), \quad k \geqslant 1 .
\end{aligned}
$$

This completes the proof.
We define

$$
G(t, x ; y)=P\{X(t) \leqslant x \mid X(0)=y\}
$$

which is the conditional probability distribution of the process $\{X(t), t \geqslant 0\}$ at time $t$. When the fluid model is ergodic, we write $\mathcal{G}(x)=\lim _{t \rightarrow+\infty} G(t, x ; y)$ for all $y \geqslant 0$.

The following corollary provides the Laplace transform of the stationary probability distribution $\mathcal{G}(x)$ of the buffer content.

Corollary 7.1 If the matrix $U_{0}(s)$ is invertible for $s \in(a, b)$, then

$$
\mathcal{G}^{*}(s)=\pi_{0} \Lambda_{0}\left[-U_{0}(s)^{-1}\right]\left[I+\sum_{l=0}^{\infty} R_{0}(s) R_{1}(s) \ldots R_{l}(s) e\right]
$$

In particular, if the $Q B D$ process is level-independent, that is, $A_{2}^{(k)}=A_{2}$ for all $k \geqslant 2$, and $A_{1}^{(k)}=A_{1}$ and $A_{0}^{(k)}=A_{0}$ for all $k \geqslant 1$, then

$$
\mathcal{G}^{*}(s)=\pi_{0} \Lambda_{0}\left[-U_{0}(s)^{-1}\right]\left\{I+R_{0}(s)[I-R(s)]^{-1}\right\} e
$$

Proof Note that $\mathcal{G}^{*}(s)=\sum_{k=0}^{\infty} \mathcal{F}_{k}^{*}(s) e$, we obtain

$$
\mathcal{G}^{*}(s)=\mathcal{F}_{0}^{*}(s) e+\mathcal{F}_{1}^{*}(s) e+\mathcal{F}_{2}^{*}(s) e+\ldots
$$

Simple computation leads to the stated result.
Now, we express the Laplace-Stieltjes transforms for both the conditional distribution and the conditional mean of a first passage time.

We define a first passage time as

$$
T=\inf \{t>0: X(t)=0\}
$$

It is clear that the first passage time $T$ is finite a.s. if the mean drift $d<0$.
We write the conditional distribution of the first passage time $T$ as

$$
B_{k, i}(t, x)=P\{T \leqslant t \mid Z(0)=(k, i), X(0)=x\} .
$$

Let

$$
B_{k}(t, x)=\left(B_{k, 1}(t, x), B_{k, 2}(t, x), \ldots, B_{k, m_{k}}(t, x)\right)
$$

and

$$
\mathcal{B}(t, x)=\left(B_{0}(t, x), B_{1}(t, x), B_{2}(t, x), \ldots\right) .
$$

Then the vector function $\mathcal{B}(t, x)$ satisfies the following system of differential equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathcal{B}(t, x)+\frac{\partial}{\partial x} \mathcal{B}(t, x) \Lambda=\mathcal{B}(t, x) Q, \quad x>0 \tag{7.19}
\end{equation*}
$$

with the initial conditions

$$
\begin{gathered}
\mathcal{B}(t, 0)=\frac{\pi_{0}}{\pi_{0} e} \stackrel{\text { def }}{=} \theta, \quad \text { if } t \geqslant 0, \\
\mathcal{B}(0, x)=0, \quad \text { if } x>0,
\end{gathered}
$$

and

$$
B_{k}(0,0)=0, \quad \text { if } k \geqslant 1 .
$$

Let

$$
\mathcal{B}^{*}(t, \eta)=\int_{0}^{+\infty} \mathrm{e}^{-\eta x} \mathcal{B}(t, x) \mathrm{d} x, \quad \eta \geqslant 0 .
$$

Then

$$
\int_{0}^{+\infty} \mathrm{e}^{-\eta x} \mathcal{B}(t, x) \mathrm{d} x=\frac{1}{\eta}\left[\mathcal{B}(t, 0)+\mathcal{B}^{*}(t, \eta)\right] .
$$

It follows from Eq. (7.19) that

$$
\frac{\partial}{\partial t}\left\{\frac{1}{\eta}\left[\mathcal{B}(t, 0)+\mathcal{B}^{*}(t, \eta)\right]\right\}+\mathcal{B}^{*}(t, \eta) \Lambda=\frac{1}{\eta}\left[\mathcal{B}(t, 0)+\mathcal{B}^{*}(t, \eta)\right] Q .
$$

Note that $\mathcal{B}(t, 0)=(\theta, 0,0,0, \ldots)$, we obtain

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathcal{B}^{*}(t, \eta)=\mathcal{B}^{*}(t, \eta)(Q-\eta \Lambda)+(\theta, 0,0,0, \ldots) Q . \tag{7.20}
\end{equation*}
$$

Let

$$
\widetilde{\mathcal{B}^{*}}(\xi, \eta)=\int_{0}^{+\infty} \mathrm{e}^{-\xi t} \mathcal{B}^{*}(t, \eta) \mathrm{d} t, \quad \xi \geqslant 0 .
$$

Then

$$
\int_{0}^{+\infty} \mathrm{e}^{-\xi t} \mathcal{B}^{*}(t, \eta) \mathrm{d} t=\frac{1}{\xi}\left[\mathcal{B}^{*}(0, \eta)+\widetilde{\mathcal{B}^{*}}(\xi, \eta)\right]
$$

## Constructive Computation in Stochastic Models with Applications

It follows from Eq. (7.20) that

$$
\widetilde{\mathcal{B}^{*}}(\xi, \eta)=\frac{1}{\xi}\left[\mathcal{B}^{*}(0, \eta)+\widetilde{\mathcal{B}^{*}}(\xi, \eta)\right](Q-\eta \Lambda)+\frac{1}{\xi}(\theta, 0,0,0, \ldots) Q .
$$

According to the initial conditions we obtain $\mathcal{B}^{*}(0, \eta)=0$. Therefore,

$$
\begin{equation*}
\widetilde{\mathcal{B}^{*}}(\xi, \eta)(Q-\eta \Lambda-\xi I)=-\left(\theta A_{1}^{(0)}, \theta A_{0}^{(0)}, 0,0, \ldots\right) . \tag{7.21}
\end{equation*}
$$

We now study the conditional distribution of the first passage time $T$. Let $H(t)=P\{T \leqslant t\}$ and $\widetilde{H}(\xi)=\int_{0}^{+\infty} \mathrm{e}^{-\xi t} \mathrm{~d} H(t)$ for $\xi \geqslant 0$.

Theorem 7.2 Suppose that

$$
P\{Z(0)=(k, i), X(0)=x\}=\left\{\begin{array}{cl}
\phi_{i}(x), & \text { if } k=0 \\
0, & \text { if } k \geqslant 1 .
\end{array}\right.
$$

Let $\Phi(x)=\left(\phi_{1}(x), \phi_{2}(x), \ldots, \phi_{m_{0}}(x)\right)$. Then

$$
\widetilde{H}(\xi)=\int_{0}^{+\infty} \Phi(x) \widetilde{\mathcal{B}}_{0}(\xi, x) \mathrm{d} x,
$$

where $\widetilde{\mathcal{B}}_{0}(\xi, x)$ is determined by

$$
\widetilde{\mathcal{B}}_{0}^{*}(\xi, \eta)=-\theta\left[I+\left(\eta \Lambda_{0}+\xi I\right) U_{0}(\xi, \eta)^{-1}\right] .
$$

Proof Applying the $R G$-factorization, it follows from Eq. (7.21) that

$$
\widetilde{\mathcal{B}}_{0}^{*}(\xi, \eta)=-\theta\left[I+\left(\eta \Lambda_{0}+\xi I\right) U_{0}(\xi, \eta)^{-1}\right] .
$$

Let the initial probability $\Phi_{k}(x)$ of level $k$ be equal to $\Phi(x)$ or 0 according as $k=0$ or $k \geqslant 1$, respectively. By the formula of total probability we obtain

$$
\widetilde{H}(\xi)=\sum_{k=0}^{\infty} \int_{0}^{+\infty} \Phi_{k}(x) \widetilde{\mathcal{B}}_{k}(\xi, x) \mathrm{d} x=\int_{0}^{+\infty} \Phi(x) \widetilde{\mathcal{B}}_{0}(\xi, x) \mathrm{d} x .
$$

This completes the proof.
We write the conditional mean of the first passage time $T$ as

$$
H_{k, i}(x)=E[T \mid Z(0)=(k, i), X(0)=x] .
$$

Let

$$
H_{k}(x)=\left(H_{k, 1}(x), H_{k, 2}(x), \ldots, H_{k, m_{k}}(x)\right) .
$$

and

$$
\mathcal{H}(x)=\left(H_{0}(x), H_{1}(x), H_{2}(x), \ldots\right)
$$

Then the vector function $\mathcal{H}(x)$ satisfies the following system of differential equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} \mathcal{H}(x) \Lambda=\mathcal{H}(x) Q+\mathrm{e}^{\mathrm{T}}, \quad x>0, \tag{7.22}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
\mathcal{H}_{0}(0)=0 \text { and } \mathcal{H}_{k}(x)=\frac{\pi_{k}}{1-\pi_{0} e} \stackrel{\text { def }}{=} \theta_{k}, \quad k \geqslant 1 . \tag{7.23}
\end{equation*}
$$

Let

$$
\mathcal{H}^{*}(s)=\int_{0}^{+\infty} \mathrm{e}^{-s x} \mathrm{~d} \mathcal{H}(x), \quad s \geqslant 0 .
$$

Then

$$
\int_{0}^{+\infty} \mathrm{e}^{-s x} \mathcal{H}(x) \mathrm{d} x=\frac{1}{s}\left[\mathcal{H}(0)+\mathcal{H}^{*}(s)\right] .
$$

It follows from Eq. (7.22) and Eq. (7.23) that

$$
\mathcal{H}^{*}(s)(Q-s \Lambda)=-\left[\left(0, \theta_{1}, \theta_{2}, \ldots\right)+s \mathrm{e}^{\mathrm{T}}\right] .
$$

Therefore, we obtain

$$
\begin{aligned}
\mathcal{H}^{*}(s) & =-\left[\left(0, \theta_{1}, \theta_{2}, \ldots\right)+s \mathrm{e}^{\mathrm{T}}\right](Q-s \Lambda)^{-1} \\
& =-\left[\left(0, \theta_{1}, \theta_{2}, \ldots\right)+s \mathrm{e}^{\mathrm{T}}\right]\left[I-G_{L}(s)\right]^{-1} U_{D}(s)^{-1}\left[I-R_{U}(s)\right]^{-1} .
\end{aligned}
$$

We can further express $\mathcal{H}^{*}(s)$ by means of the $R$-, $U$ - and $G$-measures of the matrix $Q-s \Lambda$ without any difficulty.

### 7.3 A Queue with Negative Customers

In this section, we apply the $R G$-factorizations to analyze a queue with negative customers, and obtain the distributions of the stationary queue length and the busy period.

Consider a single-server FCFS queue with two types of independent arrivals, positive and negative. Positive arrivals join the queue with the intention of being served and then leaving the system. At a negative arrival epoch, the system is affected if and only if customers are present. The arrival of a negative customer removes all the customers in the system.

We assume that the arrivals of both positive and negative customers are MAPs with matrix descriptors $\left(C_{1}, D_{1}\right)$ and ( $C_{2}, D_{2}$ ), respectively. Also, the infinitesimal
generators $C_{1}+D_{1}$ and $C_{2}+D_{2}$ of sizes $m_{1} \times m_{1}$ and $m_{2} \times m_{2}$ are both irreducible. Thus the two Markov chains $C_{1}+D_{1}$ and $C_{2}+D_{2}$ are positive recurrent. Let $\theta_{1}$ and $\theta_{2}$ be the stationary probability vectors of $C_{1}+D_{1}$ and $C_{2}+D_{2}$, respectively. Then $\lambda_{1}=\theta_{1} D_{1} e$ and $\lambda_{2}=\theta_{2} D_{2} e$ are the stationary arrival rates of positive and negative customers, respectively. Further, we assume that the first customer to join the queue, when the server is idle, has the service time distribution given by

$$
B_{0}(x)=1-\exp \left\{-\int_{0}^{x} \mu_{0}(v) \mathrm{d} v\right\}
$$

with mean $1 / \mu_{0} \in(0,+\infty)$. While the service times of all the other customers are i.i.d. random variables whose distribution function is given by

$$
B(x)=1-\exp \left\{-\int_{0}^{x} \mu(v) \mathrm{d} v\right\}
$$

with mean $1 / \mu \in(0,+\infty) . B_{0}(x)$ and $B(x)$ may be different and are referred to as distributions of the special and regular service times, respectively. The service process and the arrival processes of positive and negative customers are assumed to be mutually independent.

### 7.3.1 The Supplementary Variables

We introduce several supplementary variables to construct the differential equations for the queueing model. Further, we provide an approach for solving these equations. The crucial step of solving these equations is the connection of the boundary equations to a Markov chain of $G I / G / 1$ type.

Let $N(t)$ be the number of customers in the system at time $t$, and let $J_{1}(t)$ and $J_{2}(t)$ be the phases of the arrivals of positive and negative customers at time $t$, respectively. We define the states of the server as

$$
I(t)=\left\{\begin{array}{l}
0, \text { if the server is idle, } \\
S, \text { if the server is working with service time distribution } B_{0}(x), \\
G, \text { if the server is working with service time distribution } B(x)
\end{array}\right.
$$

For $t>0$, we define the random variable $S(t)$ as follows: i) If $I(t)=S$, then $S(t)$ represents the elapsed service time received by a customer with the special service time up to time $t$. ii) If $I(t)=G$, then $S(t)$ represents the elapsed service time received by a customer with the regular service time up to time $t$. iii) If $I(t)=0$, then $S(t)$ represents the elapsed time since the last service completion during a busy period up to time $t$. Obviously, $\left\{I(t), N(t), J_{1}(t), J_{2}(t), S(t): t \geqslant 0\right\}$ is a Markov process. Note that $I(t)=0$ is equivalent to $N(t)=0$, the state space
of the process is expressed as

$$
\begin{aligned}
\Omega= & \left\{\left(0, j_{1}, j_{2}, x\right): 1 \leqslant j_{1} \leqslant m_{1}, 1 \leqslant j_{2} \leqslant m_{2}, x \geqslant 0\right\} \\
& \bigcup\left\{\left(S, k, j_{1}, j_{2}, x\right): k \geqslant 1,1 \leqslant j_{1} \leqslant m_{1}, 1 \leqslant j_{2} \leqslant m_{2}, x \geqslant 0\right\} \\
& \bigcup\left\{\left(G, k, j_{1}, j_{2}, x\right): k \geqslant 1,1 \leqslant j_{1} \leqslant m_{1}, 1 \leqslant j_{2} \leqslant m_{2}, x \geqslant 0\right\} .
\end{aligned}
$$

We write

$$
\begin{gathered}
p_{0, i, j}(t, x) \mathrm{d} x=P\left\{I(t)=0, J_{1}(t)=i, J_{2}(t)=j, x \leqslant S(t)<x+\mathrm{d} x\right\}, \\
p_{S k, i, j}(t, x) \mathrm{d} x=P\left\{I(t)=S, N(t)=k, J_{1}(t)=i, J_{2}(t)=j, x \leqslant S(t)<x+\mathrm{d} x\right\}, \\
p_{G k, i, j}(t, x) \mathrm{d} x=P\left\{I(t)=G, N(t)=k, J_{1}(t)=i, J_{2}(t)=j, x \leqslant S(t)<x+\mathrm{d} x\right\}, \\
p_{0, i, j}(x)=\lim _{t \rightarrow+\infty} p_{0, i, j}(t, x), \\
p_{S k, i, j}(x)=\lim _{t \rightarrow+\infty} p_{S k, i, j}(t, x), \\
p_{G k, i, j}(x)=\lim _{t \rightarrow+\infty} p_{G k, i, j}(t, x) ; \\
P_{0}(x)=\left(p_{0,1,1}(x), \ldots, p_{0,1, m_{2}}(x), \ldots, p_{0, m_{1}, 1}(x), \ldots, p_{0, m_{1}, m_{2}}(x)\right), \\
P_{S k}(x)=\left(p_{S k, 1,1}(x), \ldots, p_{S k, 1, m_{2}}(x), \ldots, p_{S k, m_{1}, 1}(x), \ldots, p_{S k, m_{1}, m_{2}}(x)\right), \\
P_{G k}(x)=\left(p_{G k, 1,1}(x), \ldots, p_{G k, 1, m_{2}}(x), \ldots, p_{G k, m_{1}, 1}(x), \ldots, p_{G k, m_{1}, m_{2}}(x)\right) .
\end{gathered}
$$

It is easy to see that $P_{0}(x), P_{S k}(x)$ and $P_{G k}(x)$ for $k \geqslant 1$ are row vectors of size $m_{1} m_{2}$.

Consider the number $N(t)$ of customers in the system at time $t$, the stability conditions of the system can be easily discussed in the same way as that in Jain and Sigman [87]. The arrival of a negative customer removes all the customers in the system. Therefore, the arrival epochs of negative customers with the irreducible MAP descriptor $\left(C_{2}, D_{2}\right)$ form positive recurrent regenerative times of the system. Clearly, $\{N(t), t \geqslant 0\}$ is a positive recurrent regenerative process with a unique stationary distribution. Therefore, the queueing system is stable.

If this system is stable, then the system of stationary differential equations of the joint probability density $\left\{P_{0}(x), P_{S k}(x), P_{G k}(x), k \geqslant 1\right\}$ can be written as

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} x} P_{0}(x)=P_{0}(x)\left[\left(C_{1} \oplus C_{2}\right)+\left(I \otimes D_{2}\right)\right]  \tag{7.24}\\
& \frac{\mathrm{d}}{\mathrm{~d} x} P_{S 1}(x)=P_{S 1}(x)\left[C_{1} \oplus C_{2}-\mu_{0}(x) I\right] \tag{7.25}
\end{align*}
$$

for $k \geqslant 2$,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} P_{S k}(x)=P_{S k}(x)\left[C_{1} \oplus C_{2}-\mu_{0}(x) I\right]+P_{S k-1}(x)\left(D_{1} \otimes I\right), \tag{7.26}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} P_{G 1}(x)=P_{G 1}(x)\left[C_{1} \oplus C_{2}-\mu(x) I\right] \tag{7.27}
\end{equation*}
$$

for $k \geqslant 2$,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} P_{G k}(x)=P_{G k}(x)\left[C_{1} \oplus C_{2}-\mu(x) I\right]+P_{G k-1}(x)\left(D_{1} \otimes I\right) \tag{7.28}
\end{equation*}
$$

The joint probability density function $\left\{P_{0}(x), P_{S k}(x), P_{G k}(x), k \geqslant 1\right\}$ should satisfy the boundary conditions

$$
\begin{gather*}
P_{0}(0)=\int_{0}^{+\infty} \mu_{0}(x) P_{S 1}(x) \mathrm{d} x+\int_{0}^{+\infty} \mu(x) P_{G 1}(x) \mathrm{d} x \\
+\sum_{k=1}^{\infty}\left[\int_{0}^{+\infty} P_{S k}(x) \mathrm{d} x+\int_{0}^{+\infty} P_{G k}(x) \mathrm{d} x\right]\left(I \otimes D_{2}\right),  \tag{7.29}\\
P_{S 1}(0)=\int_{0}^{+\infty} P_{0}(x) \mathrm{d} x\left(D_{1} \otimes I\right),  \tag{7.30}\\
P_{S k}(0)=0, \quad k \geqslant 2,  \tag{7.31}\\
P_{G k}(0)=\int_{0}^{+\infty} \mu_{0}(x) P_{S k+1}(x) \mathrm{d} x+\int_{0}^{+\infty} \mu(x) P_{G k+1}(x) \mathrm{d} x \tag{7.32}
\end{gather*}
$$

for $k \geqslant 1$, and the normalization condition

$$
\begin{equation*}
\left\{\int_{0}^{+\infty} P_{0}(x) \mathrm{d} x+\sum_{k=1}^{\infty}\left[\int_{0}^{+\infty} P_{S k}(x) \mathrm{d} x+\int_{0}^{+\infty} P_{G k}(x) \mathrm{d} x\right]\right\} e=1 . \tag{7.33}
\end{equation*}
$$

### 7.3.2 A Markov Chain of $\boldsymbol{G I} / \boldsymbol{G} / \mathbf{1}$ Type

We provide an approach to solve the equations Eq. (7.24) to Eq. (7.33), which can be described as a Markov chain of GI/G/1 type.

It follows from Eq. (7.24) that

$$
\begin{equation*}
P_{0}(x)=P_{0}(0) \exp \left\{\left[C_{1} \oplus\left(C_{2}+D_{2}\right)\right] x\right\} . \tag{7.34}
\end{equation*}
$$

To solve the equations Eq. (7.25) to Eq. (7.33), we define

$$
Q_{S}^{*}(z, x)=\sum_{k=1}^{\infty} z^{k} P_{S k}(x), \quad Q_{G}^{*}(z, x)=\sum_{k=1}^{\infty} z^{k} P_{G k}(x) .
$$

It follows from Eq. (7.25) and Eq. (7.26) that

$$
\frac{\partial}{\partial x} Q_{S}^{*}(z, x)=Q_{S}^{*}(z, x)\left[\left(C_{1}+z D_{1}\right) \oplus C_{2}-\mu_{0}(x) I\right]
$$

which leads to

$$
\begin{equation*}
Q_{S}^{*}(z, x)=Q_{S}^{*}(z, 0)\left[\exp \left\{\left(C_{1}+z D_{1}\right) x\right\} \otimes \exp \left\{C_{2} x\right\}\right] \bar{B}_{0}(x) . \tag{7.35}
\end{equation*}
$$

Similarly, it follows from Eq. (7.26) and Eq. (7.27) that

$$
\begin{equation*}
Q_{G}^{*}(z, x)=Q_{G}^{*}(z, 0)\left[\exp \left\{\left(C_{1}+z D_{1}\right) x\right\} \otimes \exp \left\{C_{2} x\right\}\right] \bar{B}(x) \tag{7.36}
\end{equation*}
$$

To obtain expressions of the vectors $P_{S k}(x)$ and $P_{G k}(x)$ for $k \geqslant 1$, we need to define the conditional probabilities of the MAP with matrix descriptor $\left(C_{1}, D_{1}\right)$ as

$$
P_{i, j}(n, t)=P\left\{K(t)=n, J_{1}(t)=j \mid K(0)=0, J_{1}(0)=i\right\},
$$

where $K(t)$ denotes the number of arrivals of the MAP during [0,t). Let $P(n, t)=\left(P_{i, j}(n, t)\right)_{m_{1} \times m_{1}}$ and $P^{*}(z, t)=\sum_{n=0}^{\infty} z^{n} P(n, t)$. Then it follows from Chapter 5 of Neuts [24] that

$$
\begin{equation*}
P^{*}(z, t)=\exp \left\{\left(C_{1}+z D_{1}\right) t\right\} . \tag{7.37}
\end{equation*}
$$

Substituting Eq. (7.37) into Eq. (7.35) and Eq. (7.36), we have

$$
\begin{equation*}
P_{S k}(x)=\sum_{j=1}^{k} P_{S j}(0)\left[P(k-j, x) \otimes \exp \left\{C_{2} x\right\}\right] \bar{B}_{0}(x) \tag{7.38}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{G k}(x)=\sum_{j=1}^{k} P_{G j}(0)\left[P(k-j, x) \otimes \exp \left\{C_{2} x\right\}\right] \bar{B}(x) \tag{7.39}
\end{equation*}
$$

Clearly, all the probability vectors $P_{S j}(0)=0$ for $j \geqslant 2$ according to Eq. (7.31) and $P_{S 1}(0)$ can be determined from Eq. (7.34) and Eq. (7.30) as

$$
\begin{equation*}
P_{S 1}(0)=P_{0}(0)\left\{-\left[C_{1} \oplus\left(C_{2}+D_{2}\right)\right]^{-1}\right\}\left(D_{1} \otimes I\right) \tag{7.40}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
P_{S k}(x)=P_{0}(0) L\left[P(k-1, x) \otimes \exp \left\{C_{2} x\right\}\right] \bar{B}_{0}(x), \tag{7.41}
\end{equation*}
$$

where

$$
L=-\left[C_{1} \oplus\left(C_{2}+D_{2}\right)\right]^{-1}\left(D_{1} \otimes I\right),
$$

which is a stochastic matrix.
The equations Eq. (7.40) and Eq. (7.41) provide a solution for the system of differential equations Eq. (7.24) to Eq. (7.28). Further, the boundary Eq. (7.29) to

Eq. (7.33) we used to determine the vectors $P_{0}(0)$ and $P_{G k}(0)$ for $k \geqslant 1$, which are complicated. To that end, we define

$$
\begin{gathered}
T^{(S)}=\int_{0}^{+\infty} \exp \left\{\left(C_{1}+D_{1}\right) x\right\} \otimes \exp \left\{C_{2} x\right\} \bar{B}_{0}(x) \mathrm{d} x, \\
A_{k}^{(S)}=\int_{0}^{+\infty} P(k, x) \otimes \exp \left\{C_{2} x\right\} \mathrm{d} B_{0}(x), \\
A_{k}^{(G)}=\int_{0}^{+\infty} P(k, x) \otimes \exp \left\{C_{2} x\right\} \mathrm{d} B(x), \\
B_{k}^{(G)}=\int_{0}^{+\infty} P(k, x) \otimes \exp \left\{C_{2} x\right\} \bar{B}(x) \mathrm{d} x, \\
H_{0}=L\left[A_{0}^{(S)}+T^{(S)}\left(I \otimes D_{2}\right)\right], \quad H_{k}=L A_{k}^{(S)}, \quad k \geqslant 1, \\
H_{-1}=A_{0}^{(G)}+H_{-2}, \quad H_{-2}=\sum_{j=0}^{\infty} B_{j}^{(G)}\left(I \otimes D_{2}\right) .
\end{gathered}
$$

Then it follows from Eq. (7.29) to Eq. (7.33) that

$$
\begin{equation*}
P_{G} \Lambda=P_{G}, \tag{7.42}
\end{equation*}
$$

where

$$
P_{G}=\left(P_{0}(0), P_{G 1}(0), P_{G 2}(0), P_{G 3}(0), \ldots\right)
$$

and

$$
\Lambda=\left(\begin{array}{ccccc}
H_{0} & H_{1} & H_{2} & H_{3} & \ldots  \tag{7.43}\\
H_{-1} & A_{1}^{(G)} & A_{2}^{(G)} & A_{3}^{(G)} & \ldots \\
H_{-2} & A_{0}^{(G)} & A_{1}^{(G)} & A_{2}^{(G)} & \ldots \\
H_{-2} & & A_{0}^{(G)} & A_{1}^{(G)} & \ldots \\
H_{-2} & & & A_{0}^{(G)} & \ldots \\
\vdots & & & & \ddots
\end{array}\right) .
$$

Theorem 7.3 The matrix $\Lambda$ is irreducible, stochastic and positive recurrent.
Proof According to the definition of $H_{i}$ for $-2 \leqslant i<+\infty$ and $A_{k}^{(G)}$ for $k \geqslant 0$, it is not difficult to see that $\Lambda$ is irreducible.

To prove that $\Lambda$ is stochastic, we only need to check that $\sum_{k=0}^{\infty} H_{k} e=e$, $H_{-1} e+\sum_{k=1}^{\infty} A_{k}^{(G)} e=e$ and $H_{-2} e+\sum_{k=0}^{\infty} A_{k}^{(G)} e=e$. It is easy to see that $H_{-1} e+$ $\sum_{k=1}^{\infty} A_{k}^{(G)} e=H_{-2} e+\sum_{k=0}^{\infty} A_{k}^{(G)} e$. We can obtain

$$
\begin{aligned}
\sum_{k=0}^{\infty} H_{k} e= & L\left[T^{(S)}\left(I \otimes D_{2}\right)+\sum_{k=0}^{\infty} A_{k}^{(S)}\right] e \\
= & L \int_{0}^{+\infty} \exp \left\{\left(C_{1}+D_{1}\right) x\right\} \otimes \exp \left\{C_{2} x\right\} \mathrm{d} B_{0}(x) e \\
& +L \int_{0}^{+\infty} \exp \left\{\left(C_{1}+D_{1}\right) x\right\} \otimes \exp \left\{C_{2} x\right\} \bar{B}_{0}(x) \mathrm{d} x\left(I \otimes D_{2}\right) e \\
= & L \int_{0}^{+\infty} \exp \left\{\left[\left(C_{1}+D_{1}\right) \oplus C_{2}\right] x\right\} \mathrm{d} B_{0}(x) e \\
& +L \int_{0}^{+\infty} \exp \left\{\left[\left(C_{1}+D_{1}\right) \oplus C_{2}\right] x\right\} \bar{B}_{0}(x) \mathrm{d} x\left(I \otimes D_{2}\right) e
\end{aligned}
$$

Note that

$$
\begin{aligned}
& \int_{0}^{+\infty} \exp \left\{\left[\left(C_{1}+D_{1}\right) \oplus C_{2}\right] x\right\} \bar{B}_{0}(x) \mathrm{d} x\left(I \otimes D_{2}\right) e \\
= & e-\int_{0}^{+\infty} \exp \left\{\left[\left(C_{1}+D_{1}\right) \oplus C_{2}\right] x\right\} \mathrm{d} B_{0}(x) e
\end{aligned}
$$

and the matrix $L$ is stochastic, we obtain $\sum_{k=0}^{\infty} H_{k} e=e$. Similarly, we can prove that $H_{-2} e+\sum_{k=0}^{\infty} A_{k}^{(G)} e=e$.

Since $H_{-2}+\sum_{k=0}^{\infty} A_{k}^{(G)}$ is stochastic and $H_{-2} e \nsucceq 0$ the matrix $\sum_{k=0}^{\infty} A_{k}^{(G)}$ is substochastic. The matrix $\Lambda$ is irreducible and stochastic, and the matrix $\sum_{k=0}^{\infty} A_{k}^{(G)}$ is substochastic. Thus $\Lambda$ is positive recurrent by means of theorem 3.16. This completes the proof.

Let $\left(x_{0}, x_{1}, x_{2}, \ldots\right)$ be the stationary probability vector of the matrix $\Lambda$. Then it follows from Eq. (7.42) that

$$
P_{G}=\alpha\left(x_{0}, x_{1}, x_{2}, \ldots\right),
$$

where $\alpha$ is determined by Eq. (7.33) as

$$
\alpha=\frac{1}{x_{0}\left[V+L T^{(S)}\right] e+\sum_{k=1}^{\infty} x_{k} T^{(G)} e}
$$

with

$$
V=-\left[C_{1} \oplus\left(C_{2}+D_{2}\right)\right]^{-1}
$$

and

$$
T^{(G)}=\int_{0}^{+\infty} \exp \left\{\left(C_{1}+D_{1}\right) x\right\} \otimes \exp \left\{C_{2} x\right\} \bar{B}(x) \mathrm{d} x .
$$

We solve the equation $\left(x_{0}, x_{1}, x_{2}, \ldots\right)=\left(x_{0}, x_{1}, x_{2}, \ldots\right) \Lambda$ for $\left(x_{0}, x_{1}, x_{2}, \ldots\right)$ based on the censoring technique and the $R G$-factorization.

Note that the Markov chain $\Lambda$ is of $G I / G / 1$ type, and is analyzed in Chapter 3 in detail. Let $Q=\Lambda^{[\geqslant 1]}$. Then the matrix $Q$ is of $M / G / 1$ type. We denote by $G$ the minimal nonnegative solution to the matrix equation $G=\sum_{i=0}^{\infty} A_{i}^{(G)} G^{i}$. Thus we have

$$
\begin{gather*}
\Phi_{0}=A_{1}^{(G)}+\sum_{i=1}^{\infty} A_{i+1}^{(G)} G^{i},  \tag{7.44}\\
R_{0, j}=\sum_{i=0}^{\infty} H_{i+j} G^{i}\left[I-\Phi_{0}\right]^{-1}, \quad j \geqslant 1, \tag{7.45}
\end{gather*}
$$

and

$$
\begin{equation*}
R_{j}=\sum_{i=1}^{\infty} A_{i+j}^{(G)} G^{i-1}\left[I-\Phi_{0}\right]^{-1}, \quad j \geqslant 1 . \tag{7.46}
\end{equation*}
$$

The following lemma is useful for studying the generating function of the matrix sequence $\left\{R_{k}\right\}$.

Lemma 7.1 The matrix $I-A_{G}^{*}(1)$ is invertible, where $A_{G}^{*}(z)=\sum_{k=0}^{\infty} z^{k} A_{k}^{(G)}$.
Proof Let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m_{1}}$ be the $m_{1}$ eigenvalues of the matrix $C_{1}+D_{1}$ of size $m_{1} \times m_{1}$, and $\mu_{1}, \mu_{2}, \ldots, \mu_{m_{2}}$ the $m_{2}$ eigenvalues of the matrix $C_{2}$ of size $m_{2} \times m_{2}$. We denote by $\lambda_{i_{0}}$ and $\mu_{j_{0}}$ the eigenvalues with largest real parts of the matrices $C_{1}+D_{1}$ and $C_{2}$, respectively. Note that $\left(C_{1}, D_{1}\right)$ and $\left(C_{2}, D_{2}\right)$ are the irreducible matrix descriptors of the MAPs for the positive and negative customers, respectively, it is clear that the matrices $C_{1}+D_{1}$ and $C_{2}$ are infinitesimal generators of two continuous-time Markov chains. Therefore, $\lambda_{i_{0}}=0$ due to $\left(C_{1}+D_{1}\right) e=0$, and $\mu_{j_{0}}<0$ due to both $C_{2} e \leq 0$ and the fact that $C_{2}+D_{2}$ is irreducible. At the same time, the real part $\operatorname{Re}\left(\lambda_{i}\right)<0$ for $i \neq i_{0}$, since $C_{1}+D_{1}$ is irreducible, and $\operatorname{Re}\left(\mu_{j}\right) \leqslant \mu_{j_{0}}<0$ for $j \neq j_{0}$. Note that the eigenvalues of the matrix $\left(C_{1}+D_{1}\right) \oplus C_{2}$ are $\lambda_{i}+\mu_{j}$ for $1 \leqslant i \leqslant m_{1}$ and $1 \leqslant j \leqslant m_{2}$ (a standard result of the Kronecker sum, for example, see 2.4 in Graham [12]), the eigenvalue with largest real part of the matrix $\left(C_{1}+D_{1}\right) \oplus C_{2} \quad$ is $\mu_{j_{0}}$ due to the fact

$$
\operatorname{Re}\left(\lambda_{i}+\mu_{j}\right)=\operatorname{Re}\left(\lambda_{i}\right)+\operatorname{Re}\left(\mu_{j}\right) \leqslant \operatorname{Re}\left(\lambda_{i_{0}}\right)+\operatorname{Re}\left(\mu_{j_{0}}\right)=\lambda_{i_{0}}+\mu_{j_{0}}=\mu_{j_{0}}<0
$$

Since

$$
A_{G}^{*}(1)=\int_{0}^{+\infty} \exp \left\{\left[\left(C_{1}+D_{1}\right) \oplus C_{2}\right] x\right\} \mathrm{d} B(x)
$$

the eigenvalues of the matrix $A_{G}^{*}(1)$ are $\int_{0}^{+\infty} \exp \left\{\left(\lambda_{i}+\mu_{j}\right) x\right\} \mathrm{d} B(x)$ for $1 \leqslant i \leqslant m_{1}$ and $1 \leqslant j \leqslant m_{2}$. Using $\operatorname{Re}\left(\lambda_{i}+\mu_{j}\right)<0$, we obtain

$$
\left|\int_{0}^{+\infty} \exp \left\{\left(\lambda_{i}+\mu_{j}\right) x\right\} \mathrm{d} B(x)\right| \leqslant \int_{0}^{+\infty} \exp \left\{\left[\operatorname{Re}\left(\lambda_{i}+\mu_{j}\right)\right] x\right\} \mathrm{d} B(x)<1
$$

for $1 \leqslant i \leqslant m_{1}$ and $1 \leqslant j \leqslant m_{2}$. This implies that all the $m_{1} m_{2}$ eigenvalues of the matrix $I-A_{G}^{*}(1)$ are not equal to zero. Therefore, the matrix $I-A_{G}^{*}(1)$ is invertible. This completes the proof.

It follows from Theorem 3.5 that

$$
\begin{equation*}
z I-A_{G}^{*}(z)=\left[I-R^{*}(z)\right]\left(I-\Phi_{0}\right)(z I-G) . \tag{7.47}
\end{equation*}
$$

Since $A_{G}^{*}(1) e=e-H_{2} e \lesseqgtr e$, it is clear that $I-A_{G}^{*}(1)$ is invertible, which implies that $I-R^{*}(1), I-\Phi_{0}$ and $I-G$ in Eq. (7.47) are all invertible.

Let $X^{*}(z)=\sum_{k=1}^{\infty} z^{k} x_{k}$. Then

$$
\begin{equation*}
X^{*}(z)=\frac{1-x_{0} e}{x_{0} R_{0}^{*}(1)\left[I-R^{*}(1)\right]^{-1} e} x_{0} R_{0}^{*}(z)\left[I-R^{*}(z)\right]^{-1}, \tag{7.48}
\end{equation*}
$$

or

$$
\begin{equation*}
x_{k}=\frac{1-x_{0} e}{x_{0} R_{0}^{*}(1)\left[I-R^{*}(1)\right]^{-1} e} x_{0} R_{0, k}^{*} \sum_{n=0}^{\infty} R_{k}^{n^{*}}, \quad k \geqslant 1 . \tag{7.49}
\end{equation*}
$$

The following lemma provides the $G$-measure and the censored chain $\Psi_{0}$, both of which are necessary for determining the crucial vector $x_{0}$ given in Eq. (7.49).

Lemma 7.2 The transition probability matrix $\Psi_{0}$ of the censored Markov chain of $\Lambda$ to level 0 is given by

$$
\begin{equation*}
\Psi_{0}=H_{0}+\left(\sum_{i=0}^{\infty} H_{i+1} G^{i}\right) G_{1,0}+\left(\sum_{j=2}^{\infty} \sum_{i=0}^{\infty} H_{i+j} G^{i}\right) G_{2,0}, \tag{7.50}
\end{equation*}
$$

where

$$
G_{2,0}=\left[I-\sum_{l=0}^{\infty} \sum_{k=1}^{\infty} A_{k+l}^{(G)} G^{k-1}\right]^{-1} H_{-2},
$$

and

$$
G_{1,0}=\left[I-\sum_{i=1}^{\infty} A_{i}^{(G)} G^{i-1}\right]^{-1}\left\{H_{-1}+\left[\sum_{j=1}^{\infty} \sum_{i=1}^{\infty} A_{i+j}^{(G)} G^{i-1}\right] G_{2,0}\right\} .
$$
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Proof It follows from Eq. (3.17) that

$$
\Psi_{0}=H_{0}+\sum_{j=1}^{\infty} R_{0, j}\left(I-\Phi_{0}\right) G_{j, 0},
$$

which leads to

$$
\Psi_{0}=H_{0}+\left(\sum_{i=0}^{\infty} H_{i+1} G^{i}\right) G_{1,0}+\left(\sum_{j=2}^{\infty} \sum_{i=0}^{\infty} H_{i+j} G^{i}\right) G_{2,0},
$$

by using Eq. (7.45) and $G_{i, 0}=G_{2,0}$ for $i \geqslant 2$. It follows from Eq. (3.16) that

$$
\left(I-\Phi_{0}\right) G_{k, 0}=H_{-k}+\sum_{j=1}^{\infty} R_{j}\left(I-\Phi_{0}\right) G_{j+k, 0}, \quad k \geqslant 1,
$$

which leads to

$$
\begin{equation*}
\left(I-\Phi_{0}\right) G_{1,0}=H_{-1}+\sum_{j=1}^{\infty} R_{j}\left(I-\Phi_{0}\right) G_{2,0} \tag{7.51}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(I-\Phi_{0}\right) G_{2,0}=H_{-2}+\sum_{j=1}^{\infty} R_{j}\left(I-\Phi_{0}\right) G_{2,0} \tag{7.52}
\end{equation*}
$$

by using $G_{i, 0}=G_{2,0}$ for $i \geqslant 2$. Eq. (7.51) and Eq. (7.52) imply

$$
\left[I-\sum_{i=1}^{\infty} A_{i}^{(G)} G^{i-1}\right] G_{1,0}=H_{-1}+\left[\sum_{j=1}^{\infty} \sum_{i=1}^{\infty} A_{i+j}^{(G)} G^{i-1}\right] G_{2,0},
$$

and

$$
\left[I-\sum_{i=1}^{\infty} A_{i}^{(G)} G^{i-1}\right] G_{2,0}=H_{-2}+\left[\sum_{j=1}^{\infty} \sum_{i=1}^{\infty} A_{i+j}^{(G)} G^{i-1}\right] G_{2,0},
$$

respectively, by applying Eq. (7.44) and Eq. (7.46). Since the matrices $I-\sum_{j=0}^{\infty} \sum_{i=1}^{\infty} A_{i+j}^{(G)} G^{i-1}$ and $I-\sum_{i=1}^{\infty} A_{i}^{(G)} G^{i-1}$ are invertible, we obtain

$$
G_{2,0}=\left[I-\sum_{l=0}^{\infty} \sum_{k=1}^{\infty} A_{k+1}^{(G)} G^{k-1}\right]^{-1} H_{-2}
$$

and

$$
G_{1,0}=\left[I-\sum_{i=1}^{\infty} A_{i}^{(G)} G^{i-1}\right]^{-1}\left\{H_{-1}+\left[\sum_{j=1}^{\infty} \sum_{i=1}^{\infty} A_{i+j}^{(G)} G^{i-1}\right] G_{2,0}\right\} .
$$

This completes the proof.
We now summarize the above discussions into the following theorem.
Theorem 7.4 For the stable system, let $y_{0}$ be the stationary probability vector of the censored Markov chain $\Psi_{0}$ given in Eq. (7.50). Then,

$$
\begin{gathered}
P_{0}(x)=P_{0}(0) \exp \left\{\left[C_{1} \oplus\left(C_{2}+D_{2}\right)\right] x\right\}, \\
P_{S k}(x)=P_{0}(0) L\left[P(k-1, x) \otimes \exp \left\{C_{2} x\right\}\right] \bar{B}_{0}(x), \quad k \geqslant 1,
\end{gathered}
$$

and

$$
P_{G k}(x)=\sum_{j=1}^{k} P_{G j}(0)\left[P(k-j, x) \otimes \exp \left\{C_{2} x\right\}\right] \bar{B}(x), \quad k \geqslant 1,
$$

where

$$
P_{0}(0)=\frac{x_{0}}{x_{0}\left[V+L T^{(S)}\right] e+X^{*}(1) T^{(G)} e},
$$

and

$$
P_{G k}(0)=\frac{x_{0} R_{0, k} * \sum_{n=0}^{\infty} R_{k}^{n *}}{x_{0}\left[V+L T^{(S)}\right] e+X^{*}(1) T^{(G)} e} \frac{1-x_{0} e}{x_{0} R_{0}^{*}(1)\left[I-R^{*}(1)\right]^{-1}}, \quad k \geqslant 1,
$$

with

$$
x_{0}=\frac{y_{0}}{1+\pi_{0} R_{0}^{*}(1)\left[I-R^{*}(1)\right]^{-1} e} .
$$

### 7.3.3 The Stationary Queue Length

Now, we consider the distribution of the stationary queue length. Note that $N(t)$ is the number of customers in the system at time $t$, we write

$$
\begin{gathered}
p_{k}=\lim _{t \rightarrow+\infty} P\{N(t)=k\}, \quad k \geqslant 0, \\
p_{k}^{(S)}=\lim _{t \rightarrow+\infty} P\{N(t)=k, I(t)=S\}, \quad k \geqslant 1,
\end{gathered}
$$

and

$$
\begin{gathered}
p_{k}^{(G)}=\lim _{t \rightarrow+\infty} P\{N(t)=k, I(t)=G\}, \quad k \geqslant 1 . \\
p_{k}=p_{k}^{(S)}+p_{k}^{(G)}, \quad k \geqslant 1 .
\end{gathered}
$$

Theorem 7.5 If the system is stable, then

$$
\left\{\begin{array}{l}
p_{0}=\alpha x_{0} V e \\
p_{k}=\alpha\left[x_{0} L B_{k-1}^{(S)}+\sum_{j=1}^{k} x_{j} B_{k-j}^{(G)}\right] e, \quad k \geqslant 1,
\end{array}\right.
$$

where

$$
B_{k}^{(S)}=\int_{0}^{+\infty} P(k, x) \otimes \exp \left\{C_{2} x\right\} \bar{B}_{0}(x) \mathrm{d} x, \quad k \geqslant 1 .
$$

Proof It follows from Eq. (7.34) that

$$
p_{0}=\int_{0}^{+\infty} P_{0}(x) \mathrm{d} x e=P_{0}(0)\left\{-\left[C_{1} \oplus\left(C_{2}+D_{2}\right)\right]^{-1}\right\} e=\alpha x_{0} V e
$$

and from Eq. (7.39) and Eq. (7.41) that

$$
p_{k}^{(S)}=\int_{0}^{+\infty} P_{S k}(x) \mathrm{d} x e=P_{0}(0) L B_{k-1}^{(S)} e=\alpha x_{0} L B_{k-1}^{(S)} e
$$

and

$$
p_{k}^{(G)}=\int_{0}^{+\infty} P_{G k}(x) \mathrm{d} x e=\sum_{j=1}^{k} P_{G j}(0) B_{k-j}^{(G)} e=\alpha \sum_{j=1}^{k} x_{j} B_{k-j}^{(G)} e .
$$

This completes the proof.
If the system is stable and $N=\lim _{t \rightarrow+\infty} N(t)$, then

$$
\begin{aligned}
E\left[z^{N}\right]= & \alpha x_{0} V e+\alpha x_{0} L z \int_{0}^{+\infty} \exp \left\{\left[\left(C_{1}+z D_{1}\right) \oplus C_{2}\right] x\right\} \bar{B}_{0}(x) \mathrm{d} x e \\
& +\frac{\alpha\left(1-x_{0} e\right)}{x_{0} R_{0}^{*}(1)\left[I-R^{*}(1)\right]^{-1} e} x_{0} R_{0}^{*}(z)\left[I-R^{*}(z)\right]^{-1} \\
& \cdot \int_{0}^{+\infty} \exp \left\{\left[\left(C_{1}+z D_{1}\right) \oplus C_{2}\right] x\right\} \bar{B}(x) \mathrm{d} x e
\end{aligned}
$$

### 7.3.4 The Busy Period

We provide an analysis for the busy period of the negative-customer queue. Let us introduce a new absorbing state 0 and modify the Markov process in the following way: Whenever the process visits state $\left(0, j_{1}, j_{2}, x\right)$, it is absorbed into state 0 . We study the absorbing time of the modified process, given that it starts from the state set $\left\{\left(S, 1, j_{1}, j_{2}, 0\right): 1 \leqslant j_{1} \leqslant m_{1}, 1 \leqslant j_{2} \leqslant m_{2}\right\}$ with probability vector $\theta_{0}$ of size $m_{1} m_{2}$. A similar analysis to the equations Eq. (7.24) to Eq. (7.28) and Eq. (7.29) to Eq. (7.33) can be used to obtain the following differential equations:

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial x}\right) P_{S 1}(t, x)= & P_{S 1}(t, x)\left[C_{1} \oplus C_{2}-\mu_{0}(x) I\right]  \tag{7.53}\\
\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial x}\right) P_{S k}(t, x)= & P_{S k}(t, x)\left[C_{1} \oplus C_{2}-\mu_{0}(x) I\right] \\
& +P_{S k-1}(t, x)\left(D_{1} \otimes I\right)  \tag{7.54}\\
\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial x}\right) P_{G 1}(t, x)= & P_{G 1}(t, x)\left[C_{1} \oplus C_{2}-\mu(x) I\right]  \tag{7.55}\\
\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial x}\right) P_{G k}(t, x)= & P_{G k}(t, x)\left[C_{1} \oplus C_{2}-\mu(x) I\right] \\
& +P_{G k-1}(t, x)\left(D_{1} \otimes I\right) \tag{7.56}
\end{align*}
$$

with the boundary conditions:

$$
\begin{equation*}
P_{S 1}(t, 0)=\theta_{0} \delta(t), \quad P_{S l}(t, 0)=0, \quad l \geqslant 2 \tag{7.57}
\end{equation*}
$$

for $k \geqslant 1$

$$
\begin{align*}
P_{G k}(t, 0)= & \int_{0}^{+\infty} \mu_{0}(x) P_{S k+1}(t, x) \mathrm{d} x \\
& +\int_{0}^{+\infty} \mu(x) P_{G k+1}(t, x) \mathrm{d} x \tag{7.58}
\end{align*}
$$

and the initial conditions:

$$
\begin{equation*}
P_{S 1}(0, x)=\theta_{0} \delta(x), \quad P_{S l}(0, x)=0, \quad l \geqslant 2, \tag{7.59}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{G k}(0, x)=0, \quad k \geqslant 1, \tag{7.60}
\end{equation*}
$$

where

$$
\delta(t)= \begin{cases}0, & \text { if } t=0 \\ 1, & \text { if } t>1\end{cases}
$$

Let

$$
\begin{array}{ll}
\widetilde{P}_{S k}(s, x)=\int_{0}^{+\infty} \mathrm{e}^{-s t} P_{S k}(t, x) \mathrm{d} t, & \widetilde{Q}_{S}^{*}(s, z, x)=\sum_{k=1}^{\infty} z^{k} \widetilde{P}_{S k}(s, x), \\
\widetilde{P}_{G k}(s, x)=\int_{0}^{+\infty} \mathrm{e}^{-s t} P_{G k}(t, x) \mathrm{d} t, & \widetilde{Q}_{G}^{*}(s, z, x)=\sum_{k=1}^{\infty} z^{k} \widetilde{P}_{G k}(s, x) .
\end{array}
$$

Then it follows from Eq. (7.53), Eq. (7.54) and Eq. (7.57) that

$$
\begin{aligned}
\widetilde{Q}_{S}^{*}(s, z, x) & =z \theta_{0} \exp \left\{\left[-s I+\left(C_{1}+z D_{1}\right) \oplus C_{2}\right] x\right\} \bar{B}_{0}(x) \\
& =\theta_{0} \sum_{k=1}^{\infty} z^{k}\left[P(k-1, x) \otimes \exp \left\{C_{2} x\right\}\right] \mathrm{e}^{-s x} \bar{B}_{0}(x) .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\widetilde{P}_{S k}(s, x)=\theta_{0}\left[P(k-1, x) \otimes \exp \left\{C_{2} x\right\}\right] \mathrm{e}^{-s x} \bar{B}_{0}(x), \quad k \geqslant 1 . \tag{7.61}
\end{equation*}
$$

It follows from Eq. (7.55) and Eq. (7.56) that

$$
\begin{aligned}
\widetilde{Q}_{G}^{*}(s, z, x) & =\widetilde{Q}_{G}^{*}(s, z, 0) \exp \left\{\left[-s I+\left(C_{1}+z D_{1}\right) \oplus C_{2}\right] x\right\} \bar{B}(x) \\
& =\sum_{k=1}^{\infty} z^{k} \sum_{j=1}^{k} \widetilde{P}_{G j}(s, 0)\left[P(k-j, x) \otimes \exp \left\{C_{2} x\right\}\right] \mathrm{e}^{-s x} \bar{B}(x) .
\end{aligned}
$$

We obtain that for $k \geqslant 1$,

$$
\begin{equation*}
\widetilde{P}_{G k}(s, x)=\sum_{j=1}^{k} \widetilde{P}_{G j}(s, 0)\left[P(k-j, x) \otimes \exp \left\{C_{2} x\right\}\right] \mathrm{e}^{-s x} \bar{B}(x) . \tag{7.62}
\end{equation*}
$$

Clearly, $\widetilde{P}_{S k}(s, x)$ is explicitly expressed by the given information, while $\widetilde{P}_{G k}(s, x)$ is explicitly expressed by both the given information and the vectors $\widetilde{P}_{G j}(s, 0)$ for $1 \leqslant j \leqslant k$, where $\widetilde{P}_{G j}(s, 0)$ can be determined by the boundary condition Eq. (7.58). It follows from Eq. (7.58) that for $k \geqslant 1$,

$$
\begin{equation*}
\widetilde{P}_{G k}(s, 0)=\int_{0}^{+\infty} \mu_{0}(x) \widetilde{P}_{S k+1}(s, x) \mathrm{d} x+\int_{0}^{+\infty} \mu(x) \widetilde{P}_{G k+1}(s, x) \mathrm{d} x . \tag{7.63}
\end{equation*}
$$

Substituting Eq. (7.61) and Eq. (7.62) into Eq. (7.63) leads to

$$
\begin{equation*}
\widetilde{P}_{G}(s)[I-\widetilde{Q}(s)]=\widetilde{\Gamma}(s), \tag{6.64}
\end{equation*}
$$

where

$$
\begin{aligned}
& \widetilde{P}_{G}(s)=\left(\widetilde{P}_{G 1}(s, 0), \widetilde{P}_{G 2}(s, 0), \widetilde{P}_{G 3}(s, 0), \widetilde{P}_{G 4}(s, 0), \ldots\right), \\
& \widetilde{\Gamma}(s)=\left(\theta_{0} \widetilde{A}_{1}^{(S)}(s), \theta_{0} \widetilde{A}_{2}^{(S)}(s), \theta_{0} \widetilde{A}_{3}^{(S)}(s), \theta_{0} \widetilde{A}_{4}^{(S)}(s), \ldots\right)
\end{aligned}
$$

and

$$
\widetilde{Q}(s)=\left(\begin{array}{cccc}
\widetilde{A}_{1}^{(G)}(s) & \widetilde{A}_{2}^{(G)}(s) & \widetilde{A}_{3}^{(G)}(s) & \ldots \\
\widetilde{A}_{0}^{(G)}(s) & \widetilde{A}_{1}^{(G)}(s) & \widetilde{A}_{2}^{(G)}(s) & \ldots \\
& \widetilde{A}_{0}^{(G)}(s) & \widetilde{A}_{1}^{(G)}(s) & \ldots \\
& & \widetilde{A}_{0}^{(G)}(s) & \ldots \\
& & & \ddots
\end{array}\right)
$$

with

$$
\tilde{A}_{k}^{(S)}(s)=\int_{0}^{+\infty}\left[P(k, x) \otimes \exp \left\{C_{2} x\right\}\right] \mathrm{e}^{-s x} \mathrm{~d} B_{0}(x), \quad k \geqslant 0,
$$

and

$$
\widetilde{A}_{k}^{(G)}(s)=\int_{0}^{+\infty}\left[P(k, x) \otimes \exp \left\{C_{2} x\right\}\right] \mathrm{e}^{-s x} \mathrm{~d} B(x), \quad k \geqslant 0 .
$$

For the discrete-time Markov chain $\widetilde{Q}(s)$ of $M / G / 1$ type without the boundary, we easily obtain the $R$-measure $\left\{\widetilde{R}_{k}(s)\right\}$, the $U$-measure $\widetilde{\Phi}_{0}(s)$, and the $G$-measure $\widetilde{G}(s)$. Therefore, the $R G$-factorization of the matrix $I-\widetilde{Q}(s)$ is given by

$$
\begin{equation*}
I-\widetilde{Q}(s)=\left[I-\widetilde{R}_{U}(s)\right]\left[I-\widetilde{\Psi}_{D}(s)\right]\left[I-\widetilde{G}_{L}(s)\right], \tag{7.65}
\end{equation*}
$$

where

$$
\begin{gathered}
\widetilde{R}_{U}(s)=\left(\begin{array}{ccccc}
0 & \widetilde{R}_{1}(s) & \widetilde{R}_{2}(s) & \widetilde{R}_{3}(s) & \ldots \\
& 0 & \widetilde{R}_{1}(s) & \widetilde{R}_{2}(s) & \ldots \\
& & 0 & \widetilde{R}_{1}(s) & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right), \\
\widetilde{\Psi}_{D}(s)=\operatorname{diag}\left(\widetilde{\Phi}_{0}(s), \widetilde{\Phi}_{0}(s), \widetilde{\Phi}_{0}(s), \widetilde{\Phi}_{0}(s), \ldots\right)
\end{gathered}
$$

and

$$
\widetilde{G}_{L}(s)=\left(\begin{array}{ccccc}
0 & & & & \\
\widetilde{G}(s) & 0 & & & \\
& \widetilde{G}(s) & 0 & & \\
& & \widetilde{G}(s) & 0 & \\
& & & \ddots & \ddots
\end{array}\right) .
$$

If $\operatorname{Re}(s)>0$, then $I-\widetilde{R}_{U}(s), \quad I-\widetilde{\Psi}_{D}(s)$ and $I-\widetilde{G}_{L}(s)$ are invertible, and their inverses are respectively given by

$$
\left[I-\widetilde{R}_{U}(s)\right]^{-1}=\left(\begin{array}{ccccc}
I & X_{1}(s) & X_{2}(s) & X_{3}(s) & \ldots \\
& I & X_{1}(s) & X_{2}(s) & \ldots \\
& & I & X_{1}(s) & \ldots \\
& & & I & \ldots \\
& & & & \ddots
\end{array}\right),
$$
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where

$$
\begin{gathered}
X_{l}(s)=\sum_{i=1}^{\infty} \sum_{\substack{m_{1+n}+,+m_{n}=l \\
n_{j}, t, l i \leqslant i \leqslant i}} \widetilde{R}_{n_{1}}(s) \widetilde{R}_{n_{2}}(s) \ldots \widetilde{R}_{n_{i}}(s), \quad l \geqslant 1, \\
{\left[I-\widetilde{\Psi}_{D}(s)\right]^{-1}=\operatorname{diag}\left(\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1},\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1},\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1}, \ldots\right)}
\end{gathered}
$$

and

$$
\left[I-\widetilde{G}_{L}(s)\right]^{-1}=\left(\begin{array}{ccccc}
I & & & & \\
\widetilde{G}(s) & I & & & \\
\widetilde{G}^{2}(s) & \widetilde{G}(s) & I & & \\
\widetilde{G}^{3}(s) & \widetilde{G}^{2}(s) & \widetilde{G}(s) & I & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

Let $\mathfrak{B}$ be the absorbing time of the modified process, given that it starts from the state set $\left\{\left(S, 1, j_{1}, j_{2}, 0\right): 1 \leqslant j_{1} \leqslant m_{1}, 1 \leqslant j_{2} \leqslant m_{2}\right\}$ with probability vector $\theta_{0}$, where

$$
\theta_{0}=\frac{\alpha x_{0} V\left(D_{1} \otimes I\right)}{\alpha x_{0} V\left(D_{1} \otimes I\right) e}
$$

We write

$$
\bar{B}(t)=P\{\mathfrak{B}>t\} \quad \text { and } \quad \widetilde{\bar{B}}(s)=\int_{0}^{+\infty} \mathrm{e}^{-s t} \bar{B}(t) \mathrm{d} t
$$

Theorem 7.6 If $\operatorname{Re}(s)>0$, then

$$
\begin{aligned}
\widetilde{\bar{B}}(s)= & \theta_{0} \int_{0}^{+\infty} \exp \left\{\left[\left(C_{1}+D_{1}\right) \oplus C_{2}\right] x\right\} \mathrm{e}^{-s x} \bar{B}_{0}(x) \mathrm{d} x e \\
& +\theta_{0}\left\{\sum_{l=1}^{\infty}\left[\widetilde{A}_{l}^{(G)}(s)+\sum_{k=l+1}^{\infty} \widetilde{A}_{k}^{(G)}(s) \widetilde{G}^{k-1}(s)\right]\right\}\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1} \\
& \cdot\left[I-\sum_{k=1}^{\infty} \widetilde{R}_{k}(s)\right]^{-1} \int_{0}^{+\infty} \exp \left\{\left[\left(C_{1}+D_{1}\right) \oplus C_{2}\right] x\right\} \mathrm{e}^{-s x} \bar{B}(s) \mathrm{d} x e .
\end{aligned}
$$

Proof By using the supplementary variable method we can obtain

$$
\widetilde{\widetilde{B}}(s)=\int_{0}^{+\infty} \widetilde{Q}_{S}^{*}(s, 1, x) \mathrm{d} x e+\int_{0}^{+\infty} \widetilde{Q}_{G}^{*}(s, 1, x) \mathrm{d} x e
$$

Note that

$$
\int_{0}^{+\infty} \widetilde{Q}_{S}^{*}(s, 1, x) \mathrm{d} x=\theta_{0} \int_{0}^{+\infty} \exp \left\{\left[\left(C_{1}+D_{1}\right) \oplus C_{2}\right] x\right\} \mathrm{e}^{-s x} \bar{B}_{0}(x) \mathrm{d} x
$$

and

$$
\int_{0}^{+\infty} \widetilde{Q}_{G}^{*}(s, 1, x) \mathrm{d} x=\widetilde{Q}_{G}^{*}(s, 1,0) \int_{0}^{+\infty} \exp \left\{\left[\left(C_{1}+D_{1}\right) \oplus C_{2}\right] x\right\} \mathrm{e}^{-s x} \bar{B}(x) \mathrm{d} x,
$$

we only need to compute $\widetilde{Q}_{G}^{*}(s, 1,0)$.
Since $\widetilde{Q}_{G}^{*}(s, 1,0)=\sum_{k=1}^{\infty} \widetilde{P}_{G k}(s, 0), \widetilde{Q}_{G}^{*}(s, 1,0)=\widetilde{P}_{G}(s)(I, I, I, \ldots)^{\mathrm{T}}$. It follows from Eq. (7.64) and Eq. (7.65) that

$$
\begin{aligned}
\widetilde{Q}_{G}^{*}(s, 1,0)= & \widetilde{\Gamma}(s)[I-\widetilde{Q}(s)]^{-1}(I, I, I, \ldots)^{\mathrm{T}} \\
= & \widetilde{\Gamma}(s)\left[I-\widetilde{G}_{L}(s)\right]^{-1}\left[I-\widetilde{\Psi}_{D}(s)\right]^{-1}\left[I-\widetilde{R}_{U}(s)\right]^{-1}(I, I, I, \ldots)^{\mathrm{T}} \\
= & \theta_{0} \sum_{l=1}^{\infty}\left[\widetilde{A}_{l}^{(G)}(s)+\sum_{k=l+1}^{\infty} \widetilde{A}_{k}^{(G)}(s) \widetilde{G}^{k-1}(s)\right] \\
& \cdot\left[I-\widetilde{\Phi}_{0}(s)\right]^{-1}\left[I-\sum_{k=1}^{\infty} \widetilde{R}_{k}(s)\right]^{-1} .
\end{aligned}
$$

Some simple computations can lead to the desired result.
It is easy to see from Theorem 7.6 that

$$
\begin{aligned}
E[\mathfrak{B}]= & \theta_{0} \int_{0}^{+\infty} \exp \left\{\left[\left(C_{1}+D_{1}\right) \oplus C_{2}\right] x\right\} \bar{B}_{0}(x) \mathrm{d} x e \\
& +\theta_{0}\left\{\sum_{l=1}^{\infty}\left[\widetilde{A}_{l}^{(G)}(0)+\sum_{k=l+1}^{\infty} \widetilde{A}_{k}^{(G)}(0) \widetilde{G}^{k-1}(0)\right]\right\}\left[I-\widetilde{\Phi}_{0}(0)\right]^{-1} \\
& \cdot\left[I-\sum_{k=1}^{\infty} \widetilde{R}_{k}(0)\right]^{-1} \int_{0}^{+\infty} \exp \left\{\left[\left(C_{1}+D_{1}\right) \oplus C_{2}\right] x\right\} \bar{B}(x) \mathrm{d} x e .
\end{aligned}
$$

### 7.4 A Repairable Retrial Queue

In this section, we consider a $B M A P / G / 1 / 1$ retrial queue with a server subject to breakdowns and repairs, obtain the distribution of stationary queue length, the stationary availability and the stationary failure frequency.

The retrial queueing model is described as follows:
The arrival process: The arrivals to the retrial queue are modelled by a BMAP with irreducible matrix descriptor $\left\{D_{k}, k \geqslant 0\right\}$ of size $m$. We assume that $D=\sum_{k=0}^{\infty} D_{k}$ is the infinitesimal generator of an irreducible Markov chain with $D e=0$. Let $\sigma$ be the stationary probability vector of the Markov chain $D$. Then $\lambda=\sigma \sum_{k=1}^{\infty} k D_{k} e$ is the stationary arrival rate of the BMAP.

The service times: The service times $\left\{\chi_{n}, n \geqslant 1\right\}$ of the customers are assume to be i.i.d. random variables whose distribution function is given by

$$
B(t)=P\left\{\chi_{n} \leqslant t\right\}=1-\exp \left\{-\int_{0}^{t} \mu(v) \mathrm{d} v\right\}
$$

with $E\left[\chi_{n}\right]=1 / \mu<+\infty$.
The life time and the repair time: The life time $X$ of the server is exponential with a mean life time $1 / \alpha$, and does not change during the idle period of the server. The repair time $Y$ of the server has the following distribution function

$$
V(y)=P\{Y \leqslant y\}=1-\exp \left\{-\int_{0}^{y} \beta(v) \mathrm{d} v\right\}
$$

with $E[Y]=1 / \beta<+\infty$.
The retrial rule: We assume that there is no waiting space in the retrial queue, and the size of the orbit is infinite. If an arrival, either a primary or a retrial customer, finds that there is no customer in the server, then it enters the server immediately and receives service. Otherwise, it enters the orbit and makes a retrial at a later time. Returning customers behave independently of each other, and are persistently keep making retrials until they receive their requested service. Successive inter-retrial times $\left\{\xi_{k}, k \geqslant 1\right\}$ are i.i.d. exponential random variables with mean inter-retrial time $1 / \theta$.

The service discipline: If the server is busy at the arrival epoch, then all calls join the orbit, If the server is free, then one of the arriving customers begins his service and the others form sources of repeated calls.

The repair discipline: When the server fails, it enters the state of failure and undergoes repair immediately. The customer who has been partially served has to wait to continue service. As soon as the repair of the server is completed, the server enters the working state immediately and continues to serve the customer. We assume that the repaired server is as good as a new server, and the service time is cumulative.

The independence: We assume that all the random variables defined above are mutually independent.

### 7.4.1 The Supplementary Variables

Now, we introduce several supplementary variables to make the model Markovian and set up the system of stationary differential equations for the model.

Let $\widetilde{\chi}_{n}$ be the generalized service time of the $n$th customer, which is the length of time since the beginning of the service for the $n$th customer until the completion of the service. Clearly, $\tilde{\chi}_{n}$ includes the down time of the server due
to server failures during the service period of the $n$th customer. It is easy to see that the sequence $\widetilde{\chi}_{n}$ for $n \geqslant 1$ are i.i.d. random variables and $E\left[\widetilde{\chi}_{n}\right]=\frac{1}{\mu}\left(1+\frac{\alpha}{\beta}\right)$. It follows from Theorem 3 of Dudin and Klimenok [107] or Liang and Kulkarni [119] that if $\rho=\lambda E\left[\tilde{\chi}_{n}\right]=\frac{\lambda}{\mu}\left(1+\frac{\alpha}{\beta}\right)<1$, then the queueing system is stable.

For the repairable $B M A P / G / 1$ retrial queue defined above, we denote by $N(t)$ the number of sources of repeated calls at time $t$, and define the states of the server as

$$
L(t)=\left\{\begin{array}{l}
I, \text { if the server is idle at time } t, \\
W, \text { if the server is working at time } t, \\
R, \text { if the server is under repair at time } t .
\end{array}\right.
$$

We introduce three variables $J(t), S(t)$ and $R(t)$ representing the phase of the arrival process, the elapsed service time and the elapsed repair time at time $t$, respectively. Then $\{(L(t), N(t), J(t), S(t), R(t)): t \geqslant 0\}$ is a Markov process with state space expressed as

$$
\begin{aligned}
\Omega= & \{(I, k, j): k \geqslant 0,1 \leqslant j \leqslant m\} \bigcup\{(W, k, j, x): k \geqslant 0,1 \leqslant j \leqslant m, x \geqslant 0\} \\
& \cup\{(R, k, j, x, y): k \geqslant 0,1 \leqslant j \leqslant m, x \geqslant 0, y \geqslant 0\},
\end{aligned}
$$

where $k, j, x$ and $y$ denote the number of customers in the orbit, the phase of the arrival process, the amount of the elapsed service time and the elapsed repair time, respectively.

For $k \geqslant 0$, we define

$$
\begin{gathered}
P_{(I, k, j)}(t)=P\{L(t)=I, N(t)=k, J(t)=j\} \\
P_{(W, k, j)}(t, x) \mathrm{d} x=P\{L(t)=W, N(t)=1+k, J(t)=j, x \leqslant S(t)<x+\mathrm{d} x\}
\end{gathered}
$$

and

$$
\begin{aligned}
P_{(R, k, j)}(t, x, y) \mathrm{d} y= & P\{L(t)=R, N(t)=1+k, J(t)=j, \\
& S(t)=x, y \leqslant R(t)<y+\mathrm{d} y\} .
\end{aligned}
$$

We write the above probabilities into vector form as

$$
\begin{gathered}
P_{I, k}(t)=\left(P_{(I, k, 1)}(t), P_{(I, k, 2)}(t), \ldots, P_{(I, k, m)}(t)\right), \\
P_{W, k}(t, x)=\left(P_{(W, k, 1)}(t, x), P_{(W, k, 2)}(t, x), \ldots, P_{(W, k, m)}(t, x)\right)
\end{gathered}
$$

and

$$
P_{R, k}(t, x, y)=\left(P_{(R, k, 1)}(t, x, y), P_{(R, k, 2)}(t, x, y), \ldots, P_{(R, k, m)}(t, x, y)\right) .
$$

## Constructive Computation in Stochastic Models with Applications

Since we are interested in the stationary behavior of the system, we define

$$
\begin{aligned}
P_{I, k} & =\lim _{t \rightarrow+\infty} P_{I, k}(t), \\
P_{W, k}(x) & =\lim _{t \rightarrow+\infty} P_{W, k}(t, x), \\
P_{R, k}(x, y) & =\lim _{t \rightarrow+\infty} P_{R, k}(t, x, y) .
\end{aligned}
$$

The joint probability density $\left\{P_{I, k}, P_{W, k}(x), P_{R, k}(x, y), k \geqslant 0\right\}$ satisfies the following system of differential equations

$$
\begin{gather*}
\frac{\mathrm{d}}{\mathrm{~d} x} P_{W, 0}(x)=P_{W, 0}(x)\left\{D_{0}-[\alpha+\mu(x)] I\right\}+\int_{0}^{+\infty} \beta(y) P_{R, 0}(x, y) \mathrm{d} y  \tag{7.66}\\
\frac{\mathrm{~d}}{\mathrm{~d} x} P_{W, k}(x)=P_{W, k}(x)\left\{D_{0}-[\alpha+\mu(x)] I\right\}+\sum_{i=0}^{k} P_{W, i}(x) D_{k-i} \\
\quad+\int_{0}^{+\infty} \beta(y) P_{R, k}(x, y) \mathrm{d} y, \quad k \geqslant 1,  \tag{7.67}\\
\frac{\partial}{\partial y} P_{R, 0}(x, y)=P_{R, 0}(x, y)\left[D_{0}-\beta(y) I\right]  \tag{7.68}\\
\frac{\partial}{\partial y} P_{R, k}(x, y)=P_{(R, k)}(x, y)\left[D_{0}-\beta(y) I\right]+\sum_{i=0}^{k} P_{R, i}(x, y) D_{k-i}, \quad k \geqslant 1, \tag{7.69}
\end{gather*}
$$

with the boundary conditions

$$
\begin{gather*}
P_{I, k}\left(k \theta I-D_{0}\right)=\int_{0}^{+\infty} \mu(x) P_{W, k}(x) \mathrm{d} x, \quad k \geqslant 0,  \tag{7.70}\\
P_{W, k}(0)=\sum_{i=0}^{k} P_{I, i} D_{k+1-i}+(k+1) \theta P_{I, k+1}, \quad k \geqslant 0,  \tag{7.71}\\
P_{R, k}(x, 0)=\alpha P_{W, k}(x), \quad k \geqslant 0 \tag{7.72}
\end{gather*}
$$

and the normalization condition

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left[P_{I, k}+\int_{0}^{+\infty} P_{W, k}(x) \mathrm{d} x+\int_{0}^{+\infty} \int_{0}^{+\infty} P_{R, k}(x, y) \mathrm{d} x \mathrm{~d} y\right] e=1 \tag{7.73}
\end{equation*}
$$

### 7.4.2 A Level-Dependent Markov Chain of $M / G / 1$ Type

Now, we provide an approach for solving the Eq. (7.66) to Eq. (7.73) with two crucial steps: Express $P_{W, k}(x)$ and $P_{R, k}(x, y)$ in terms of boundary probabilistic
vectors $P_{W, k}(0)$ by recognizing a new BMAP, and obtain $P_{I, k}$ and $P_{W, k}(0)$ by converting boundary equations into a level-dependent Markov chain of $M / G / 1$ type.

Let

$$
D^{*}(z)=\sum_{k=0}^{\infty} z^{k} D_{k}, \quad \tilde{v}\left(D^{*}(z)\right)=\int_{0}^{+\infty} \exp \left\{D^{*}(z) y\right\} \mathrm{d} V(y) .
$$

The following lemma recognizes a new BMAP, which appears in the process of solving the system of differential equations.

Lemma 7.3 Let

$$
\begin{equation*}
\Psi^{*}(z)=\sum_{k=0}^{\infty} z^{k} \Psi_{k}=D^{*}(z)-\alpha\left[I-\tilde{v}\left(D^{*}(z)\right)\right] . \tag{7.74}
\end{equation*}
$$

Then $\Psi_{k}$ for $k \geqslant 0$ are coefficient matrices of a BMAP of size $m$.
Proof To prove this lemma, we need to show that the following three conditions are satisfied: i) The diagonal entries of $\Psi_{0}$ are strictly negative, the off-diagonal entries are nonnegative, and $\Psi_{0}$ is invertible. ii) For $k \geqslant 1, \Psi_{k} \geqslant 0$ and $\sum_{k=1}^{\infty} k \Psi_{k}<+\infty$. iii) $\Psi=\sum_{k=0}^{\infty} \Psi_{k}$ is irreducible and $\Psi e=0$.
(1) It follows from Eq. (7.74) that

$$
\begin{equation*}
\Psi_{0}=D_{0}-\alpha\left[I-\tilde{v}\left(D_{0}\right)\right] . \tag{7.75}
\end{equation*}
$$

It is clear from Eq. (7.75) that the off-diagonal entries of $\Psi_{0}$ are nonnegative due to $\tilde{v}\left(D_{0}\right) \geqslant 0$. Note that the $i$ th diagonal entry of the matrix $\tilde{v}\left(D_{0}\right)$ is the conditional probability that the BMAP returns to state $i$ and no arrival occurs during a repair time, given that the BMAP starts in state $i$, we obtain that the $i$ th diagonal entry of the matrix $I-\tilde{v}\left(D_{0}\right)$ is nonnegative. Hence, the diagonal entries of $\Psi_{0}$ are strictly negative according to the assumption of $D_{0}$. It is easy to see from Eq. (7.75) that the off-diagonal entries of $\Psi_{0}$ are nonnegative, and $\Psi_{0} e \lesseqgtr 0$. Therefore, the real parts of the eigenvalues of $\Psi_{0}$ are all negative according to Gerŝgorin Theorem given in Horn and Johnson [112], and so $\Psi_{0}$ is invertible.
(2) It is clear that for $k \geqslant 1, \frac{\mathrm{~d}^{k}}{\mathrm{~d} z^{k}}\left[\tilde{v}\left(D^{*}(z)\right)\right]_{\mid z=0} \geqslant 0$. Since

$$
\Psi_{k}=D_{k}+\alpha \frac{1}{k!\frac{\mathrm{d}^{k}}{\mathrm{~d} z^{k}}\left[\tilde{v}\left(D^{*}(z)\right)\right]_{\mid z=0}, ~, ~}
$$

$D_{k} \geqslant 0$ for $k \geqslant 1$ and $\alpha>0$, we obtain that for $k \geqslant 1, \Psi_{k} \geqslant 0$. Using $\sum_{k=1}^{\infty} k D_{k}<+\infty$, we obtain

$$
\sum_{k=1}^{\infty} k \Psi_{k}=\left[I+\alpha \int_{0}^{+\infty} x \exp \{D x\} \mathrm{d} V(x)\right] \sum_{k=1}^{\infty} k D_{k}<+\infty
$$

(3) Note that

$$
\sum_{k=0}^{\infty} \Psi_{k}=D+\alpha \tilde{v}(D)-\alpha I
$$

it is clear that $\Psi$ is irreducible, since $D$ is irreducible and $\tilde{v}(D) \geqslant 0$. Noting that $D e=0$ and $[I-\tilde{v}(D)] e=0$, it is obvious that $\Psi e=0$. This completes the proof.

Remark 7.2 The BMAP with coefficient matrix sequence $\left\{\Psi_{k}\right\}$ may be regarded as a generalized arrival process, which is composed of the sum of two parts: the first is the original BMAP with coefficient matrix sequence $\left\{D_{k}\right\}$ the is an additional BMAP with coefficient matrix sequence

$$
\left\{-\alpha\left[I-\tilde{v}\left(D_{0}\right)\right], \alpha \frac{1}{k!} \frac{\mathrm{d}^{k}}{\mathrm{~d} z^{k}}\left[\tilde{v}\left(D^{*}(z)\right)\right]_{\mid z=0}, k=1,2, \ldots\right\} .
$$

The additional BMAP is related to the server subject to breakdowns and repairs.
For the two BMAPs having coefficient matrix sequences $\left\{D_{k}\right\}$ and $\left\{\Psi_{k}\right\}$, let $K^{D}(t)$ and $K^{\Psi}(t)$ denote the numbers of arrivals in the time interval $[0, t)$, respectively, and $J^{D}(t)$ and $J^{\psi}(t)$ the phases at time $t$, respectively. We introduce the conditional probabilities for the two BMAPs by

$$
P_{j, j^{\prime}}^{D}(n, t)=P\left\{K^{D}(t)=n, J^{D}(t)=j^{\prime} \mid K^{D}(0)=0, J^{D}(0)=j\right\} .
$$

and

$$
P_{j, j^{\prime}}^{\Psi}(n, t)=P\left\{K^{\Psi}(t)=n, J^{\Psi}(t)=j^{\prime} \mid K^{\Psi}(0)=0, J^{\Psi}(0)=j\right\} .
$$

Let $P^{D}(n, t)$ and $P^{\Psi}(n, t)$ be the matrices with entries $P_{j, j^{\prime}}^{D}(n, t)$ and $P_{j, j^{\prime}}^{\psi}(n, t)$ for $1 \leqslant j, \quad j^{\prime} \leqslant m$, respectively. Then it follows from Neuts [24] or Lucantoni [120] that

$$
\begin{equation*}
P_{D}^{*}(z, t)=\sum_{n=0}^{\infty} z^{n} P^{D}(n, t)=\exp \left\{D^{*}(z) t\right\} \tag{7.76}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{\Psi}^{*}(z, t)=\sum_{n=0}^{\infty} z^{n} P^{\psi}(n, t)=\exp \left\{\Psi^{*}(z) t\right\} . \tag{7.77}
\end{equation*}
$$

We write

$$
\bar{B}(x)=1-B(x), \quad \bar{V}(y)=1-V(y),
$$

$$
P_{W}^{*}(z, x)=\sum_{k=0}^{\infty} z^{k} P_{W, k}(x), \quad P_{R}^{*}(z, x, y)=\sum_{k=0}^{\infty} z^{k} P_{R, k}(x, y) .
$$

Now, we solve the system of matrix equations Eq. (7.66) to Eq. (7.73). It follows from Eq. (7.68) and Eq. (7.69) that

$$
\frac{\partial}{\partial y} P_{R}^{*}(z, x, y)=P_{R}^{*}(z, x, y)\left[D^{*}(z)-\beta(y)\right]
$$

hence from Eq. (7.72) we obtain

$$
\begin{align*}
P_{R}^{*}(z, x, y) & =P_{R}^{*}(z, x, 0) \exp \left\{D^{*}(z) y\right\} \bar{V}(y) \\
& =\alpha P_{W}^{*}(z, x) \exp \left\{D^{*}(z) y\right\} \bar{V}(y) . \tag{7.78}
\end{align*}
$$

It follows from Eq. (7.66) and Eq. (7.67), together with Eq. (7.78), that

$$
\frac{\partial}{\partial x} P_{W}^{*}(z, x)=P_{W}^{*}(z, x)\left\{D^{*}(z)-\alpha\left[I-\tilde{v}\left(D^{*}(z)\right)\right]-\mu(x) I\right\} .
$$

Hence,

$$
\begin{align*}
P_{W}^{*}(z, x) & =P_{W}^{*}(z, 0) \exp \left\{\left\{D^{*}(z)-\alpha\left[I-\tilde{v}\left(D^{*}(z)\right)\right]\right\} x\right\} \bar{B}(x) \\
& =P_{W}^{*}(z, 0) \exp \left\{\Psi^{*}(z) x\right\} \bar{B}(x), \tag{7.79}
\end{align*}
$$

which, together with Eq. (7.77), leads to

$$
\begin{equation*}
P_{W, k}(x)=\sum_{i=0}^{k} P_{W, i}(0) P^{\Psi}(k-i, x) \bar{B}(x) . \tag{7.80}
\end{equation*}
$$

Similarly, Eq. (7.78), together with Eq. (7.76) and Eq. (7.80), leads to

$$
\begin{align*}
P_{R, l}(x, y) & =\alpha \sum_{k=0}^{l} P_{W, k}(x) P^{D}(l-k, y) \bar{V}(y) \\
& =\alpha \sum_{k=0}^{l} \sum_{i=0}^{k} P_{W, i}(0) P^{\Psi}(k-i, x) P^{D}(l-k, y) \bar{B}(x) \bar{V}(y) . \tag{7.81}
\end{align*}
$$

Equations Eq. (7.80) and Eq. (7.81) provide a solution for $P_{W, k}(x)$ and $P_{R, k}(x, y)$ in terms of $P_{W, k}(0), k \geqslant 0$. In order to completely solve the system of differential equations, we still need to determine the vectors $P_{W, k}(0)$ and $P_{I, k}$ for $k \geqslant 0$ from the boundary equations Eq. (7.70) and Eq. (7.71), and the normalization condition Eq. (7.73). We defiue

$$
\begin{gathered}
P_{I W}=\left(P_{I, 0}, P_{W, 0}(0), P_{I, 1}, P_{W, 1}(0), P_{I, 2}, P_{W, 2}(0), P_{I, 3}, P_{W, 3}(0), \ldots\right), \\
C_{k}=\int_{0}^{+\infty} P^{\Psi}(k, x) \mathrm{d} B(x), \quad k \geqslant 0,
\end{gathered}
$$

$$
\begin{gathered}
A_{0}^{(k)}=\left(\begin{array}{cc}
0 & k \theta I \\
0 & 0
\end{array}\right), \quad k \geqslant 1, \\
A_{1}^{(k)}=\left(\begin{array}{cc}
-k \theta I+D_{0} & D_{1} \\
C_{0} & -I
\end{array}\right), \quad k \geqslant 0, \\
A_{k}=\left(\begin{array}{cc}
0 & D_{k} \\
C_{k-1} & 0
\end{array}\right), \quad k \geqslant 2,
\end{gathered}
$$

and

$$
Q=\left(\begin{array}{ccccc}
A_{1}^{(0)} & A_{2} & A_{3} & A_{4} & \ldots  \tag{7.82}\\
A_{0}^{(1)} & A_{1}^{(1)} & A_{2} & A_{3} & \ldots \\
& A_{0}^{(2)} & A_{1}^{(2)} & A_{2} & \ldots \\
& & A_{0}^{(3)} & A_{1}^{(3)} & \ldots \\
& & & \ddots & \ddots
\end{array}\right) .
$$

According to the above definitions and the expression for $P_{W, k}(x)$ in Eq. (7.80), the boundary equations Eq. (7.70) and Eq. (7.71) can be written as

$$
\begin{equation*}
P_{I W} Q=0 \tag{7.83}
\end{equation*}
$$

In what follows, we show that the matrix $Q$ is the infinitesimal generator of a continuous-time positive recurrent Markov chain. Therefore, the unique stationary probability vector $X$ of $Q$ can be used to determine the vectors $P_{W, k}(0)$ and $P_{I, k}$ for $k \geqslant 0$. It is clear that $P_{I W}=\gamma X$. Let $X=\left(x_{0}, x_{1}, x_{2}, \ldots\right)$, where $x_{k}=\left(x_{k, 1}, x_{k, 2}\right)$ for $k \geqslant 0$ and the size of each vector $x_{k, j}, k \geqslant 0$ and $j=1,2$, is $m$. The normalization condition Eq. (7.73) and the expressions for $P_{W, k}(x)$ in Eq. (7.80) and $P_{R, k}(x, y)$ in Eq. (7.82) lead to

$$
\gamma=\frac{1}{\sum_{k=0}^{\infty} \sum_{i=0}^{k}\left(x_{i, 1}+x_{i, 2} F_{k-i}\right) e+\alpha \sum_{l=0}^{\infty} \sum_{k=0}^{l} \sum_{i=0}^{k} x_{i, 2} F_{k-i} H_{l-k}}
$$

where

$$
F_{k}=\int_{0}^{+\infty} P^{\psi}(k, x) \bar{B}(x) \mathrm{d} x, \quad H_{k}=\int_{0}^{+\infty} P^{D}(k, y) \bar{V}(y) \mathrm{d} y .
$$

Theorem 7.7 The matrix $Q$ is the infinitesimal generator of a continuous-time irreducible positive recurrent Markov chain.

Proof It can be easily verified that the matrix $Q$ can be regarded as the infinitesimal generator of a continuous-time irreducible Markov chain based on the definition of $Q$. In what follows we only need to prove that it is positive recurrent.

For each $k \geqslant 1$,

$$
A_{0}^{(k)}+A_{1}^{(k)}+\sum_{l=2}^{\infty} A_{l}=\left(\begin{array}{cc}
D_{0}-k \theta I & D_{+}+k \theta I \\
C & -I
\end{array}\right),
$$

where $D_{+}=\sum_{l=1}^{\infty} D_{l}$ and $C=\sum_{l=0}^{\infty} C_{l}$. It is clear that the transition rate matrix $A_{0}^{(k)}+A_{1}^{(k)}+\sum_{l=2}^{\infty} A_{l}$ is irreducible and positive recurrent. Let $\left(y_{1}^{(k)}, y_{2}^{(k)}\right)$ be the stationary probability vector of $A_{0}^{(k)}+A_{1}^{(k)}+\sum_{l=2}^{\infty} A_{l}$. Then

$$
\left(y_{1}^{(k)}, y_{2}^{(k)}\right)\left(\begin{array}{cc}
D_{0}-k \theta I & D_{+}+k \theta I \\
C & -I
\end{array}\right)=0
$$

hence, solving this equation gives

$$
y_{1}^{(k)}\left[\frac{1}{k \theta}\left(D_{0}+D_{+} C\right)+C-I\right]=0 .
$$

Noting that the matrix $C$ is stochastic and the matrix $D_{0}+D_{+}$is an infinitesimal generator, $\frac{1}{k \theta}\left(D_{0}+D_{+} C\right)+C-I$ is an irreducible infinitesimal generator of size $m$ for each $k \geqslant 1$. Thus, for each $k \geqslant 1$ the Markov chain $\frac{1}{k \theta}\left(D_{0}+D_{+} C\right)+C-I$ is positive recurrent. Let $w^{(k)}$ be the stationary probability vector of $\frac{1}{k \theta}\left(D_{0}+\right.$ $\left.D_{+} C\right)+C-I$. Then

$$
y_{1}^{(k)}=\frac{w^{(k)}}{1+k \theta+w^{(k)} D_{+} e} \quad \text { and } y_{2}^{(k)}=\frac{w^{(k)}\left(D_{+}+k \theta I\right)}{1+k \theta+w^{(k)} D_{+} e} .
$$

Noting that $k \rightarrow \infty$,

$$
\frac{1}{k \theta}\left(D_{0}+D_{+} C\right)+C-I \rightarrow C-I,
$$

it is clear that $w^{(k)} \rightarrow w$, as $k \rightarrow \infty$, where $w$ is the stationary probability vector of the irreducible infinitesimal generator $C-I$. Thus, as $k \rightarrow \infty$,

$$
y_{1}^{(k)}=\frac{w^{(k)}}{1+k \theta+w^{(k)} D_{+} e} \rightarrow 0 \text { and } y_{2}^{(k)}=\frac{w^{(k)}\left(D_{+}+k \theta I\right)}{1+k \theta+w^{(k)} D_{+} e} \rightarrow w .
$$

As $k \rightarrow \infty$, simple computation leads to

$$
\begin{equation*}
\left(y_{1}^{(k)}, y_{2}^{(k)}\right) A_{0}^{(k)} e=k \theta y_{1}^{(k)} e=\frac{w^{(k)} C\left(I-\frac{1}{k \theta} D_{0}\right)^{-1} e}{1+\frac{1}{k \theta} w^{(k)} C\left(I-\frac{1}{k \theta} D_{0}\right)^{-1} e} \rightarrow 1 \tag{7.84}
\end{equation*}
$$

and

$$
\begin{align*}
\left(y_{1}^{(k)}, y_{2}^{(k)}\right) \sum_{l=2}^{\infty}(l-1) A_{l} e & =y_{1}^{(k)} \sum_{l=2}^{\infty}(l-1) D_{l} e+y_{2}^{(k)} \sum_{l=2}^{\infty}(l-1) C_{l-1} e \\
& \rightarrow w \sum_{l=2}^{\infty}(l-1) C_{l-1} e=\frac{\lambda}{\mu}<1 \tag{7.85}
\end{align*}
$$

due to the stable condition $\rho=\frac{\lambda}{\mu}\left(1+\frac{\alpha}{\beta}\right)<1$. It follows from Eq. (7.84) and Eq. (7.85) that

$$
\lim _{k \rightarrow \infty}\left(y_{1}^{(k)}, y_{2}^{(k)}\right) A_{0}^{(k)} e>\lim _{k \rightarrow \infty}\left(y_{1}^{(k)}, y_{2}^{(k)}\right) \sum_{l=2}^{\infty}(l-1) A_{l} e
$$

Thus, there always exists a positive integer $N$ big enough such that for all $k>N$,

$$
\begin{equation*}
\left(y_{1}^{(k)}, y_{2}^{(k)}\right) A_{0}^{(k)} e>\left(y_{1}^{(k)}, y_{2}^{(k)}\right) \sum_{l=2}^{\infty}(l-1) A_{l} e . \tag{7.86}
\end{equation*}
$$

It is easy to check that

$$
\begin{equation*}
\sum_{l=2}^{\infty}(l-1) A_{l} e<+\infty . \tag{7.87}
\end{equation*}
$$

Therefore, it is easy to see from Eq. (7.86) and Eq. (7.87) that the continuoustime irreducible Markov chain $Q$ is positive recurrent based on the principle of the mean drift. This completes the proof.

For the level-dependent Markov chain $Q$ of $M / G / 1$ type, let $\left\{G^{(k)}\right\}$ be the minimal nonnegative solution to the system of matrix equations

$$
A_{0}^{(k)}+A_{1}^{(k)} G^{(k)}+A_{2} G^{(k+1)} G^{(k)}+A_{3} G^{(k+2)} G^{(k+1)} G^{(k)}+\ldots=0, \quad k \geqslant 1 .
$$

Then for $k \geqslant 0$ and $l \geqslant 1$,

$$
R_{l}^{(k)}=\left[A_{l+1}+A_{l+2} G^{(k+2)}+A_{l+3} G^{(k+3)} G^{(k+2)}+\ldots\right]\left(-U_{k+1}^{-1}\right),
$$

and for $k \geqslant 0$,

$$
U_{k}=A_{1}^{(k)}+A_{2} G^{(k+1)}+A_{3} G^{(k+2)} G^{(k+1)}+A_{4} G^{(k+3)} G^{(k+2)} G^{(k+1)}+\ldots
$$

Therefore,

$$
\begin{equation*}
Q=\left(I-R_{U}\right) U_{D}\left(I-G_{L}\right), \tag{7.88}
\end{equation*}
$$

where

$$
\begin{gathered}
\left(I-R_{U}\right)=\left(\begin{array}{ccccc}
I & -R_{1}^{(0)} & -R_{2}^{(0)} & -R_{3}^{(0)} & \ldots \\
& I & -R_{1}^{(1)} & -R_{2}^{(1)} & \ldots \\
& & I & -R_{1}^{(2)} & \ldots \\
& & & I & \ldots \\
& & & & \ddots
\end{array}\right), \\
\left(I-G_{L}\right)=\left(\begin{array}{cccc}
I & I & & \\
-U_{D}^{(1)} & & \\
& -G^{(2)} & I & \\
& & -G^{(3)} & I
\end{array}\right. \\
\\
\end{gathered}
$$

Using the $R G$-factorization, the stationary probability vector of $Q$ is given by

$$
\left\{\begin{array}{l}
x_{0}=\tau y_{0}, \\
x_{k}=\sum_{i=0}^{k-1} x_{i} R_{k-i}^{(i)}, \quad k \geqslant 1,
\end{array}\right.
$$

where $y_{0}$ is the stationary probability vector of the transition rate matrix $U_{0}$ and the scalar $\tau$ is uniquely determined by $\sum_{k=0}^{\infty} x_{k} e=1$.

### 7.4.3 The Stationary Performance Measures

The solution of the system of differential equations for the vectors $P_{I, k}, P_{W, k}(x)$ and $P_{R, k}(x, y)$ for $k \geqslant 0$ is summarized in the following theorem.

Theorem 7.8 If the system is stable, then for $k \geqslant 0$,

$$
\left\{\begin{array}{l}
P_{l, k}=\gamma x_{k, 1}, \\
P_{W, k}(x)=\gamma \sum_{i=0}^{k} x_{k, 2} P^{\Psi}(k-i, x) \bar{B}(x), \\
P_{R, k}(x, y)=\alpha \gamma \sum_{l=0}^{k} \sum_{i=0}^{l} x_{i, 2} P^{\Psi}(l-i, x) P^{D}(k-l, y) \bar{B}(x) \bar{V}(y) .
\end{array}\right.
$$

Remark 7.3 The method proposed in this section can be used in principle to deal with a retrial queue with a more general total retrial rate, where the total retrial rate is a function $f(n, \theta), n$ is the number of customers in the orbit and $\theta$ is a parameter. For example, $f(n, \theta)=\sum_{i=0}^{M} a_{i}(\theta) n^{i}$ or $f(n, \theta)=C_{1} \ln n+C_{2} \mathrm{e}^{n \theta}$. The case with linear retrial rate $f(n, \theta)=n \theta+\gamma$ was studied in Dudin and Klimenok [107].

Now, we express the distribution of stationary queue length. If the system is stable, we write

$$
p_{k}=\lim _{t \rightarrow+\infty} P\{N(t)=k\}, \quad k \geqslant 0 .
$$

Note that

$$
\begin{array}{ll}
p_{k}^{(I)}=\lim _{t \rightarrow+\infty} P\{L(t)=I, N(t)=k\}, & k \geqslant 0, \\
p_{k}^{(W)}=\lim _{t \rightarrow+\infty} P\{L(t)=W, N(t)=k\}, & k \geqslant 1, \\
p_{k}^{(R)}=\lim _{t \rightarrow+\infty} P\{L(t)=R, N(t)=k\}, & k \geqslant 1 .
\end{array}
$$

we have

$$
p_{0}=p_{0}^{(I)}, \quad p_{k}=p_{k}^{(I)}+p_{k}^{(W)}+p_{k}^{(R)}, \quad k \geqslant 1,
$$

which leads to

$$
\begin{gathered}
p_{0}^{(I)}=p_{I, 0} e, \quad p_{k}^{(I)}=p_{I, k} e, \quad k \geqslant 1, \\
p_{k}^{(W)}=\int_{0}^{+\infty} P_{W, k-1}(x) \mathrm{d} x e, \quad p_{k}^{(R)}=\int_{0}^{+\infty} \int_{0}^{+\infty} P_{R, k-1}(x, y) \mathrm{d} x \mathrm{~d} y, \quad k \geqslant 1 .
\end{gathered}
$$

Therefore, the stationary queue length distribution is given by

$$
\begin{aligned}
& p_{0}=\gamma x_{0,1} e \\
& p_{k}=\gamma\left(x_{k, 1} e+\sum_{i=0}^{k-1} x_{i, 2} F_{k-1-i}+\alpha \sum_{j=0}^{k-1} \sum_{i=0}^{j} x_{i, 2} F_{j-i} H_{k-1-j}\right) e, \quad k \geqslant 1 .
\end{aligned}
$$

To obtain the stationary availability and the stationary failure frequency of the server, we need the following lemma.

Lemma 7.4 If the system is stable, then
(1) the probability that the server is idle is $P_{I}=1-\frac{\lambda}{\mu}\left(1+\frac{\alpha}{\beta}\right)$,
(2) the probability that the server is working is $P_{W}=\frac{\lambda}{\mu}$, and
(3) the probability that the server is under repair is $P_{R}=\frac{\lambda}{\mu} \frac{\alpha}{\beta}$.

Proof It follows from Eq. (7.70) and Eq. (7.79) that

$$
\begin{equation*}
\theta z \frac{\mathrm{~d}}{\mathrm{~d} z} P_{I}^{*}(z)-P_{I}^{*}(z) D_{0}=P_{W}^{*}(z, 0) \tilde{b}\left(\Psi^{*}(z)\right) \tag{7.89}
\end{equation*}
$$

where

$$
P_{I}^{*}(z)=\sum_{k=0}^{\infty} z^{k} P_{I, k}, \quad \tilde{b}\left(\Psi^{*}(z)\right)=\int_{0}^{+\infty} \exp \left\{\Psi^{*}(z) x\right\} \mathrm{d} B(x) .
$$

It follows from Eq. (7.71) that

$$
\begin{equation*}
P_{W}^{*}(z, 0)=\frac{1}{z} P_{I}^{*}(z)\left[D^{*}(z)-D_{0}\right]+\theta \frac{\mathrm{d}}{\mathrm{~d} z} P_{I}^{*}(z) . \tag{7.90}
\end{equation*}
$$

From Eq. (7.89) and Eq. (7.90) we obtain

$$
P_{W}^{*}(z, 0)=P_{I}^{*}(z) D^{*}(z)\left[z I-\tilde{b}\left(\Psi^{*}(z)\right)\right]^{-1} .
$$

Noting that

$$
\int_{0}^{+\infty} \exp \left\{\Psi^{*}(z) x\right\} \bar{B}(x) \mathrm{d} x=\left[I-\tilde{b}\left(\Psi^{*}(z)\right)\right]\left[-\Psi^{*}(z)\right]^{-1}
$$

and

$$
\int_{0}^{+\infty} \exp \left\{D^{*}(z) x\right\} \bar{V}(x) \mathrm{d} x=\left[I-\tilde{v}\left(D^{*}(z)\right)\right]\left[-D^{*}(z)\right]^{-1},
$$

using Eq. (7.78), Eq. (7.79) and Eq. (7.90) yields

$$
\begin{align*}
P^{*}(z)= & P_{I}^{*}(z)+\int_{0}^{+\infty} P_{W}^{*}(z, x) \mathrm{d} x+\int_{0}^{+\infty} \int_{0}^{+\infty} P_{R}^{*}(z, x, y) \mathrm{d} x \mathrm{~d} y \\
= & P_{I}^{*}(z)\left\{I+D^{*}(z)\left[z I-\tilde{b}\left(\Psi^{*}(z)\right)\right]^{-1}\left[I-\tilde{b}\left(\Psi^{*}(z)\right)\right]\left[-\Psi^{*}(z)\right]^{-1}\right. \\
& \left.\cdot\left\{I+\alpha\left[I-\tilde{v}\left(D^{*}(z)\right)\right]\left[-D^{*}(z)\right]^{-1}\right\}\right\} . \tag{7.91}
\end{align*}
$$

For $z \geqslant 0$, we denote by $\chi(z)$ and $e(z)$ the eigenvalue with maximal real part of the matrix $D^{*}(z)$ and the associated right eigenvector with the first entry normalized to one, respectively. It is obvious that $\lim _{z \rightarrow 1} \chi(z)=0, \lim _{z \rightarrow 1} \chi^{\prime}(z)=\lambda$ and $\lim _{z \rightarrow 1} e(z)=e$. It follows from Eq. (7.91) that

$$
\begin{equation*}
P^{*}(z) e(z)=P_{I}^{*}(z) e(z) \frac{z-1}{z-\tilde{b}(\chi(z)-\alpha[1-\tilde{v}(\chi(z))])} . \tag{7.92}
\end{equation*}
$$

Noting that, after some calculations,

$$
\lim _{z \rightarrow 1} \frac{z-1}{z-\tilde{b}(\chi(z)-\alpha[1-\tilde{v}(\chi(z))])}=\frac{1}{1-\frac{\lambda}{\mu}\left(1+\frac{\alpha}{\beta}\right)}
$$

and

$$
\lim _{z \rightarrow 1} P^{*}(z) e(z)=1
$$

we obtain

$$
P_{I}=P_{I}^{*}(1) e(1)=1-\frac{\lambda}{\mu}\left(1+\frac{\alpha}{\beta}\right) .
$$

We can similarly obtain that $P_{W}=\frac{\lambda}{\mu}$ and $P_{R}=\frac{\lambda}{\mu} \frac{\alpha}{\beta}$. This completes the proof.
This lemma shows that we can determine the scalar function $P^{*}(z) e(z)$ from Eq. (7.89) to Eq. (7.92). However, we can not explicitly obtain the vector function $P^{*}(z)$. This is the main reason why it is necessary for us to provide an approach for solving the Eq. (7.66) to Eq. (7.73). Meanwhile, it is also easy to see the basic difficulty of using the standard method (e.g., see Subsection 1.2.2 in Falin and Templeton [109]) to deal with the $B M A P / G / 1$ retrial queue and more generally, retrial queues of $M / G / 1$ type.

Let

$$
A(t)=P\{\text { the server is up at time } t\}
$$

and define the stationary availability of the server as $A=\lim _{t \rightarrow+\infty} A(t)$. We denote by $W_{f}$ the stationary failure frequency of the server.

Theorem 7.9 If the system is stable, then
(1) the stationary availability of the server is given by

$$
A=1-\frac{\lambda}{\mu} \frac{\alpha}{\beta}
$$

(2) the stationary failure frequency of the server is given by

$$
W_{f}=\alpha \frac{\lambda}{\mu} .
$$

Proof Noting that

$$
A=\sum_{k=0}^{\infty}\left[P_{I, k}+\int_{0}^{+\infty} P_{W, k}(x) \mathrm{d} x\right] e=\left[P_{I}^{*}(1)+\int_{0}^{+\infty} P_{W}^{*}(1, x) \mathrm{d} x\right] e=P_{I}+P_{W}
$$

and

$$
W_{f}=\alpha\left[\sum_{k=0}^{\infty} \int_{0}^{+\infty} P_{W, k}(x) \mathrm{d} x\right] e=\alpha \int_{0}^{+\infty} P_{W}^{*}(1, x) \mathrm{d} x e=\alpha P_{W} .
$$

This completes the proof.

It is easy to see from Eq. (7.78) to Eq. (7.81) that Lemma 7.3 is a key to express the vector generating function $P_{W}^{*}(z, x)$, which is necessary to derive the two reliability indexes: The stationary availability and failure frequency, as shown in the proof of Theorem 7.9.

### 7.5 Notes in the Literature

In this section, we provide a simple introduction to the literature for processorsharing queues, fluid queues, queues with negative customers, and retrial queues.

### 7.5.1 The Processor-Sharing Queues

Processor-sharing queues are useful in the study of computer and communication systems. Early work on processor-sharing queues was motivated by the study of multiuser mainframe computer systems, e.g., see Kleinrock [16], Coffman and Kleinrock [6] and Coffman, Muntz and Trotter [7]. Recent interest in processorsharing queues is due to their applications to communication networks and web servers, for example, modeling congested links with TCP traffic and job schedulers in web servers. During the last few decades considerable attention has been paid to the study of processor-sharing queues, which have been well documented by, for example, books of Kleinrock [17], Cohen [9] and Asmussen [1] and survey papers of Cohen [8], Yashkov [34,35] and Yashkov and Yashkova [36].

For the $M / M / 1$ processor-sharing queue, Coffman, Muntz and Trotter [7] and O'Donovan [26] derived the Laplace-Stieltjes transform of the sojourn time distribution. Morrison [22] and Guillemin and Boyer [13] obtained an integral representation for the complementary distribution of the sojourn time by means of the Laplace-Stieltjes transform expression and the spectral theory, respectively. Sengupta and Jagerman [31] studied moments of the sojourn time conditioned on the number of customers found by an arriving customer. Braband [3,4] discussed the waiting time distributions of the closed $M / M / N$ processor-sharing queue. Núñez-Queija [25] studied a Markovian processor-sharing queue with a service rate that varies over time, depending on the number of customers and on the state of a stochastic environment. Masuyama and Takine [21] provided a recursive formula to compute the stationary sojourn time distribution in the $M A P / M / 1$ processor-sharing queue. Li, Liu and Lian [20] applied the $R G$-factorization and a level-dependent Markov chain of $M / G / 1$ type to study a $B M A P / M / 1$ generalized processor-sharing queue. For the $G I / M / 1$ processor-sharing queue, the first two moments and the Laplace-Stieltjes transform of the sojourn time were derived in Ramaswami [27], Cohen [10], and Jagerman and Sengupta [14]. For the $M / G / 1$ processor-sharing queue, reader may refer to Schassberger [30], Resing,

Hooghiemstra and Keane [29], Yang and Knessl [33], Zwart and Boxma [37], Sericola, Guillemin and Boyer [32], Li and Lin [19], Cheung, van den Berg and Boucherie [5], and Egorova, Zwart and Boxma [11]. For the processor-sharing queues with bulk arrivals, Kleinrock, Muntz and Rodemich [18] first analyzed a processor-sharing queue with bulk arrivals. Rege and Sengupta [28] studied the $M / G / 1$ processor-sharing queue with bulk arrivals under a general job size distribution. Bansal [2] obtained expression for the expected response time of a job as a function of its size, where the service times of jobs have a generalized hyperexponential distribution and more generally, a distribution with rational Laplace transforms. Li, Liu and Lian [20] applied the $R G$-factorizations to study a $B M A P / M / 1$ generalized processor-sharing queue. Kim and Kim [15] considered concavity of the conditional mean of sojourn time in the $M / G / 1$ processor-sharing queue with batch arrivals.

### 7.5.2 The Fluid Queues

Fluid queues are motivated as modelling, e.g., high-speed communication networks, transportation systems, and manufacturing systems. During the last few decades considerable attention has been paid to the study of fluid queues, which have been well documented, for example, by survey papers of Kulkarni [51] and Ahn and Ramaswami [40].
In most of the studies of the fluid queues, the state space of the external stochastic environment is assumed to be finite. In this case, the stationary probability distribution of the buffer content is the unique solution to a system of differential equations, for example, see (8) in Anick, Mitra and Sondhi [41]. Until now, four methods for solving the system of differential equations have been presented as follows:
(1) A spectral method was proposed in terms of computing the eigenvalues and eigenvectors of the coefficient matrices involved in a fluid model. Readers may refer to Anick, Mitra and Sondhi [41], van Doorn, Jagers and de Wit [65], Mitra [57], Stern and Elwalid [64], Kontovasilis and Mitrou [50], Blaabjerg, Andersson and Andersson [45], Karandikar and Kulkarni [48], Kulkarni [51], Lenin and Parthasarathy [53], Kulkarni and Tzenova [52], Adan, Resing and Kulkarni [39], and Masuyama and Takine [56]. Further, Asmussen [42] and Karandikar and Kulkarni [48] used this spectral method to analyze second-order fluid models with finite states. Rabehasaina and Sericola [60] studied a second-order Markov-modulated fluid queue with linear service rate.
(2) Sericola and Tuffin [63] proposed a stable algorithm for computing the stationary probability distribution of the buffer content. In the stable algorithm, the stationary probability distribution is first assumed to be the product of an exponential function and a power series. Then the determination of the stationary
probability distribution becomes the computation of the coefficients in the product. Barbot, Sericola and Telek [43] and Parthasarathy, Sericola and Vijayashree [59] further applied the stable algorithm to calculate transient distributions of fluid models such as the distribution of the busy period.
(3) Based on the Wiener-Hopf factorization given in Barlow, Rogers and Williams [44], the stationary probability distribution of the buffer content is expressed as a matrix-exponential form by Rogers [62]. Li and Zhao [55] used the $R G$-factorizations to study a block-structured fluid models driven by leveldependent QBD processes with either infinitely-many levels or finitely-many levels.
(4) Ramaswami [61] provided the matrix-analytic method for deriving the stationary probability distribution of the buffer content. He illustrated that the stationary probability distribution is a PH distribution. The matrix-analytic method was further extended by da Silva Soares and Latouche [46], Ahn and Ramaswami [40], and van Lierde, da Silva Soares and Latouche [66].

When the state space of the external stochastic environment is countably infinite, Virtamo and Norros [67] provided a spectral method for a fluid queue driven by an $M / M / 1$ queue, where the generalized eigenvalues are explicitly expressed by means of the Chebyshew Polynomials of the second kind. Adan and Resing [38] presented a method of embedded points, for deriving the stationary probability distribution of the buffer content. Parthasarathy, Vijayashree and Lenin [58] proposed a method of continued fraction to derive Laplace transform of the stationary probability distribution. Li, Liu and Shang [54] discussed the heavy-tailed behavior for the stationary probability distribution of the buffer content in a fluid queue driven by an $M / G / 1$ queue. Konovalov [49] analyzed the stability issue of a fluid queue driven by a $G I / G / 1$ queue. van Doorn and Scheinhardt [65] used the orthogonal Polynomials to express the stationary probability distribution of the buffer content for a fluid queue driven by an irreducible birth-death process. Li and Zhao [55] analyzed a block-structured fluid models driven by level-dependent QBD processes. Guillemin and Sericola [47] provided stationary analysis of a fluid queue driven by some countable state space Markov chain.

### 7.5.3 The Queues with Negative Customers

During the last decade, considerable attention has been paid to the study of queueing systems with negative arrivals. Since the introduction of the concept of negative customers by Gelenbe [77], research on queueing systems with negative arrivals has been greatly motivated by some practical applications such as computers, neural networks, manufacturing systems and communication networks. For a comprehensive analysis of queueing networks with negative arrivals,
readers may refer to Gelenbe and Pujolle [81], Chao, Miyazawa and Pinedo [74], and Serfozo [90].

Gelenbe [77] introduced negative arrivals to queueing networks and established the product form solution for an open queueing network. Subsequent papers have been published on this theme, among which, see Gelenbe and Schassberger [82], Henderson [86], Gelenbe [78,79], Pitel [89], Harrison and Pitel [84], Chao [73], Gelenbe and Pujolle [81], Artalejo and Gómez-Corral [70], Chao, Miyazawa and Pinedo [74], Serfozo [90], Anisimov and Artalejo [68], Zhu and Zhang [92], Dudin and Semenova [76], and Shin [91]. A recent review can be found in Artalejo [69].

Gelenbe, Glynn and Sigman [80] provided necessary and sufficient conditions for stability of single-server queues with negative arrivals. They illustrated that stability conditions may depend upon not only the arrival and service rates, but also the distributions of the interarrival and service times. For the $M / G / 1$ queue with negative arrivals, Harrison and Pitel [85] explicitly expressed the stability conditions. Harrison and Pitel [83] derived expressions for the Laplace transform of the sojourn time density in the $M / M / 1$ queue with Poisson arrivals of negative customers. For the stationary workload for $M / G / 1$ queues with negative arrivals, Boucherie and Boxma [72] studied a generalization in which a negative arrival removes a random amount of positive customers. Jain and Sigman [87] analyzed the case where a negative arrival removes all the customers in the system. They derived a Pollaczek-Khintchine formula. Bayer and Boxma [71] provided WienerHopf analysis for an $M / G / 1$ queue in which positive customers are removed just after a service completion time. Harrison and Pitel [85] studied the distributions of stationary queue length for the $M / G / 1$ queue with negative arrivals. The generating functions are expressed in terms of the Fredholm integral equations of the first kind. Artalejo and Gómez-Corral [96] extended the $M / G / 1$ queue with negative arrivals to handle situations where the positive customers follow a retrial policy. They proved that the distributions of the stationary queue length can still satisfy the Fredholm integral equation of the first kind, and provided an effective algorithm for numerically solving the Fredholm integral equation. Dudin and Nishimura [75] used the matrix-analytic method to analyze a $B M A P / S M / 1$ queue with disasters. Li and Zhao [88] considered the $M A P / G / 1$ queue with MAP arrivals of negative customers under two classes of removal rules.

### 7.5.4 The Retrial Queues

Retrial queues are an important mathematical model for telephone switch systems, digital cellular mobile networks, computer networks and so on. During the last two decades considerable attention has been paid to the study of retrial queues, which has been well documented, for example, by survey papers of Yang
and Templeton [125], Falin [108], Kulkarni and Liang [116], Artalejo [96] and Gómez-Corral [110], and by two books of Falin and Templeton [109] and Artalejo and Gómez-Corral [98].

Retrial queues have been studied by some authors in terms of the matrix-analytic method. Readers may refer to Kulkarni [113,114], Kulkarni and Choi [115], Neuts and Rao [121], Liang and V. G. Kulkarni [118,119], Diamond and Alfa [104,105,106], Choi, Yang and Kim [102], He, Li and Zhao [111], Dudin and Klimenok [107], Choi, Chung and Dudin [103], Breuer, Dudin and Klimenok [99], Chakravarthy and Dudin [100,101], Li, Ying and Zhao [117], Shang, Liu and Li [122].

Retrial queues with unreliable servers have been discussed by some researchers. Readers may refer to Kulkarni and Choi [115], Yang and Li [124], Artalejo [95], Aissani [93], Aissani and Artalejo [94], Artalejo and Gómez-Corral [97], Wang, Cao and Li [123], and Li, Ying and Zhao [117].

## Problems

7.1 Consider an $M / P H / 1$ processor sharing queue, where the server is shared equally by all customers in the system. Compute the distribution of the sojourn time in this system. Further, provide a detailed analysis for a $M A P / P H / 1$ processor sharing queue.
7.2 Consider an $M / M / c$ processor sharing queue with each server being shared equally by all customers in its working space. Compute the distribution of the sojourn time in this system.
7.3 Consider an infinite capacity buffer where the fluid input and output rates are controlled by the idle period and the busy period of a $M A P / G / 1$ queue, respectively. Provide the stable condition of the fluid queue, and compute the stationary distribution of the buffer content.
7.4 Consider a finite capacity buffer where the fluid input and output rates are controlled by the idle period and the busy period of a $M A P / P H / 1$ queue, respectively. Provide the stable condition of the fluid queue, and compute the stationary distribution of the buffer content.
7.5 Analyze a single-server FCFS queue with two types of independent arrivals, positive and negative. Positive arrivals correspond to customers who upon arrival, join the queue with the intention of being served and then leaving the system. At a negative arrival epoch, the system is affected if and only if customers are present. We assume that the arrivals of both positive and negative customers are of MAPs with matrix descriptors $\left(C_{1}, D_{1}\right)$ and $\left(C_{2}, D_{2}\right)$, respectively, where the infinitesimal generators $C_{1}+D_{1}$ and $C_{2}+D_{2}$ of sizes $m_{1} \times m_{1}$ and $m_{2} \times m_{2}$ are irreducible and positive recurrent. The service times of the positive arrivals are i.i.d. and of phase type with irreducible representation $(\beta, S)$ of size $n$. For each
of the following three cases, compute the stationary distribution of the queue length.
(1) The arrival of a negative customer removes all the customers in the system.
(2) The arrival of a negative customer removes the head customer (or the serving customer) in the system.
(3) The arrival of a negative customer removes the final customer in the queue line.
7.6 Analyze a single-server FCFS queue with a finite waiting room and two types of independent arrivals, positive and negative. Positive arrivals correspond to customers who upon arrival, join the queue with the intention of being served and then leaving the system. Each negative arrival is not served while it only occupies the waiting room until it is full. We assume that the arrivals of both positive and negative customers are of MAPs with matrix descriptors ( $C_{1}, D_{1}$ ) and ( $C_{2}, D_{2}$ ), respectively, where the infinitesimal generators $C_{1}+D_{1}$ and $C_{2}+D_{2}$ of sizes $m_{1} \times m_{1}$ and $m_{2} \times m_{2}$ are irreducible and positive recurrent. The service times of the positive arrivals are i.i.d. and of phase type with irreducible representation $(\beta, S)$ of size $n$. Compute the transient distribution of the queue length. 7.7 Consider a $B M A P / G \oplus G / 1 / 1$ retrial queue with no waiting space and the size of the orbit is infinite. If an arrival, either a primary or a retrial customer, finds that there is no customer in the server, then it enters the server immediately and receives service. Otherwise it enters the orbit and makes a retrial at a later time. Returning customers behave independently of each other and keep making retrials until they receive their requested service. Successive inter-retrial times are i.i.d. exponentially distributed random variables with retrial rate $\theta$. The arrivals to the retrial queue are modeled by a BMAP with irreducible matrix descriptor $\left\{D_{k}, k \geqslant 0\right\}$ of size $m$; and the service times for the primary and retrial customers are assumed to be i.i.d. and have two different distribution functions as follows:

$$
B_{1}(t)=1-\exp \left\{-\int_{0}^{t} \mu_{1}(v) \mathrm{d} v\right\}
$$

and

$$
B_{2}(t)=1-\exp \left\{-\int_{0}^{t} \mu_{2}(v) \mathrm{d} v\right\},
$$

respectively. Provide the stable condition of the retrial queue, and compute the stationary distribution of the queue length.
7.8 Consider a $G I / P H / 1 / 1$ retrial queue with no waiting space and the size of the orbit is infinite. If an arrival, either a primary or a retrial customer, finds that there is no customer in the server, then it enters the server immediately and receives service. Otherwise it enters the orbit and makes a retrial at a later time. Returning customers behave independently of each other and keep making
retrials until they receive their requested service. Successive inter-retrial times are i.i.d. exponentially distributed random variables with retrial rate $\theta$. The arrivals to the retrial queue are modeled by a renewal process with interarrival time distribution $F(x)$; and the service times for the primary and retrial customers are assumed to be i.i.d. distributed PH random variables with irreducible representation $(\beta, S)$ of size $n$. Compute the transient distribution of the queue length.
7.9 Consider a $G I / G / 1 / 1$ retrial queue with no waiting space and the size of the orbit is infinite. If an arrival, either a primary or a retrial customer, finds that there is no customer in the server, then it enters the server immediately and receives service. Otherwise it enters the orbit and makes a retrial at a later time. Returning customers behave independently of each other and keep making retrials until they receive their requested service. Successive inter-retrial times are i.i.d. exponentially distributed random variables with retrial rate $\theta$. The arrivals to the retrial queue are modeled by a renewal process with interarrival time distribution $F(x)$; and the service times for the primary and retrial customers are assumed to be i.i.d. distributed random variables with service time distribution $G(x)$. Compute the transient distribution of the queue length.
7.10 Consider a $M A P / P H / 1 / 1$ retrial queue with no waiting space and the size of the orbit is infinite. If an arrival, either a primary or a retrial customer, finds that there is no customer in the server, then it enters the server immediately and receives service. Otherwise it enters the orbit and makes a retrial at a later time. Returning customers behave independently of each other and keep making retrials until they receive their requested service. Successive inter-retrial times are i.i.d. PH distributed random variables with irreducible representation $(\alpha, T)$ of size $n$. The arrivals to the retrial queue are modeled by a MAP with irreducible matrix descriptor $(C, D)$ of size $m$; and the service times for the primary and retrial customers are assumed to be i.i.d. PH distributed random variables with irreducible representation $(\beta, S)$ of size $k$. Compute the transient distribution of the queue length.
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#### Abstract

In this chapter, we apply the $R G$-factorizations to provide a unified algorithmic framework for dealing with transient solution in stochastic models. The transient solution includes the transient probability, the first passage time, the sojourn time and time-inhomogeneous Markov chains. Based on the first passage time, we extends the PH distribution and the MAP to the GPH distribution and the GMAP from finite phases to infinite phases, respectively, and also study the time-inhomogeneous $\mathrm{PH}(\mathrm{PH}(t))$ distribution and the time-inhomogeneous MAP $(\operatorname{MAP}(t))$. Finally, we analyze some queueing examples such as $G M A P / G P H / 1$ and $\operatorname{MAP}(t) / \mathrm{PH}(t) / 1$.
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In this chapter, we apply the $R G$-factorizations to provide a unified algorithmic framework for dealing with transient solution in stochastic models. The transient solution includes the transient probability, the first passage time, the sojourn time, and performance measures of time-inhomogeneous Markov chains. Note that the first passage time has been dealt with in Section 6.7. This chapter extends the PH distribution and the MAP to the generalized PH (GPH) distribution and the generalized MAP (GMAP) from finite phases to infinite phases, respectively. It also studies the time-inhomogeneous $\mathrm{PH}(\mathrm{PH}(t))$ distribution and the time-inhomogeneous MAP $(\operatorname{MAP}(t))$, both of which are useful in the study of time-inhomogeneous stochastic models.

This chapter is organized as follows. Sections 8.1 studies the transient probability of an irreducible Markov chain which is either discrete-time or continuous-time. Also, this section and develops two effective algorithms for computing the
transient probability. Sections 8.2 analyzes the first passage time of an Markov chain. This section gives two effective algorithms for computing the first passage time distribution with respect to the discrete-time and continuous-time cases, respectively. Based on this, we develop the GPH distribution and the GMAP. Sections 8.3 analyzes the sojourn times of an irreducible Markov chain by means of the PH distributions and the $R G$-factorizations. Section 8.4 discusses a time-inhomogeneous discrete-time Markov chain, and analyzes the asymptotic periodic distribution of a $d$-period Markov chain. Finally, Section 8.5 summarizes notes for the references related to the results of this chapter.

### 8.1 Transient Probability

In this section, we provide an algorithmic framework for computing the transient probability of an irreducible Markov chain which is either discrete-time or continuous-time. The algorithmic framework is based on the $R G$-factorizations.

### 8.1.1 Discrete-Time Markov Chains

Consider an irreducible $M$-state Markov chain $\left\{X_{n}, n \geqslant 0\right\}$ whose transition probability matrix is given by $P=\left(p_{i, j}\right)_{1 \leqslant i, j \leqslant M}$, where $M$ is either finite or infinite. Let $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{M}\right)$ be the initial probability vector of the Markov chain, that is, $P\left\{X_{0}=k\right\}=\alpha_{k}$ for $1 \leqslant k \leqslant M$. We write $\pi_{k}(n)=P\left\{X_{n}=k\right\}$ and $\pi(n)=\left(\pi_{1}(n), \pi_{2}(n), \ldots, \pi_{M}(n)\right)$. Thus

$$
\begin{equation*}
\pi(n)=\alpha P^{n}, \quad n \geqslant 0 \tag{8.1}
\end{equation*}
$$

It is necessary to explain the probabilistic setting for $\pi(n)$ with $n \geqslant 0$ in terms of practical systems. The transient probability (8.1) can always be regarded as a forecast method for analyzing many practical issuses. For example, let us consider a market percentage prediction for five electric power companies. Due to dynamic competition, it is a crucial decision-making process to provide the market percentage prediction for each company. To achieve this, we can use the transient probability to compute the market percentage. Let $p_{i, j}$ be a probability that the last periodic customers of the $i$ th electric power company purchase their electric power from the $j$ th electric power company, we write the matrix $P=\left(p_{i, j}\right)_{1 \leqslant i, j \leqslant 5}$. The five different electric power companies are denoted as $A, B$, $C, D$ and $E$. Based on statistical analysis, we can obtain the initial market percentage vector as

$$
\pi(0)=(0.20,0.18,0.16,0.24,0.22)
$$

and the transition probability matrix $P$ as

$$
\begin{array}{r}
A \\
P=\begin{array}{c}
A \\
A \\
B \\
C \\
D \\
E
\end{array}\left(\begin{array}{ccccc}
0.60 & 0.10 & 0.05 & 0.15 & 0.10 \\
0.05 & 0.70 & 0.05 & 0.10 & 0.10 \\
0.10 & 0.20 & 0.50 & 0.15 & 0.05 \\
0.05 & 0.10 & 0.05 & 0.75 & 0.05 \\
0.10 & 0.05 & 0.10 & 0.10 & 0.65
\end{array}\right) .
\end{array}
$$

Therefore, we can predict the market percentages of the five electric power companies in the current year as follows:

$$
\pi(1)=\pi(0) P=(0.18,0.22,0.13,0.27,0.20)
$$

and the market percentages in the next year as follows:

$$
\pi(2)=\pi(1) P=(0.17,0.24,0.12,0.28,0.19)
$$

When the Markov chain $P$ is positive recurrent, we denote by $\pi=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{M}\right)$ its stationary probability vector. In this case, if $\alpha=\pi$, then $\pi(n)=\pi P^{n}=\pi$ for each $n \geqslant 0$. At the same time, it is clear that $\lim _{n \rightarrow \infty} \pi(n)=\pi$, which is independent of any initial probability vector $\alpha$.

Let $\pi^{*}(z)=\sum_{n=0}^{\infty} z^{n} \pi(n)$. Then $\pi^{*}(z)=\alpha(I-z P)^{-1}$. When $0<z \leqslant 1$, it is clear that $z P$ is either stochastic or substochastic. In this case, we can obtain the UL-type $R G$-factorization

$$
I-z P=\left[I-R_{U}(z)\right]\left[I-\Psi_{D}(z)\right]\left[I-G_{L}(z)\right],
$$

which leads to

$$
\pi^{*}(z)=\alpha\left[I-G_{L}(z)\right]^{-1}\left[I-\Psi_{D}(z)\right]^{-1}\left[I-R_{U}(z)\right]^{-1}
$$

and the LU-type $R G$-factorization

$$
I-z P=\left[I-\bar{R}_{L}(z)\right]\left[I-\bar{U}_{D}(z)\right]\left[I-\bar{G}_{U}(z)\right],
$$

which yields

$$
\pi^{*}(z)=\alpha\left[I-\bar{G}_{U}(z)\right]^{-1}\left[I-\bar{U}_{D}(z)\right]^{-1}\left[I-\bar{R}_{L}(z)\right]^{-1} .
$$

Let $N_{i}$ be the return number of the Markov chain $\left\{X_{n}, n \geqslant 0\right\}$ to state $i$, and write $\gamma_{i}=E\left[N_{i} \mid X_{0}=i\right]$ and $\gamma=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{M}\right)$. It is easy to check that

$$
\gamma=\sum_{n=1}^{\infty} n \pi(n)=\alpha P(I-P)^{-2}=\pi(1)\left[(I-P)^{-1}\right]^{2} .
$$

Therefore,
(1) if the markov chain $\left\{X_{n}, n \geqslant 0\right\}$ is transient, then

$$
\gamma=\pi(1)\left[\left(I-G_{L}\right)^{-1}\left(I-\Psi_{D}\right)^{-1}\left(I-R_{U}\right)^{-1}\right]^{2} ;
$$

(2) if $M=\infty$, then

$$
\gamma=\pi(1)\left[\left(I-\bar{G}_{U}\right)^{-1}\left(I-\bar{U}_{D}\right)^{-1}\left(I-\bar{R}_{L}\right)^{-1}\right]^{2} .
$$

### 8.1.2 An Approximate Algorithm

We provide an effective algorithm for computing the transient probability $\pi(n)$ for $n \geqslant 0$ of the Markov chains with infinite states. This algorithm is a key element for constructing the other three algorithms in this chapter.

For the vector $\alpha$ and the matrix $P$, there always exists a monotonously nondecreasing integer sequence $\left\{N_{k}\right\}$ such that for a sufficiently small $\varepsilon>0$, we have

$$
\begin{equation*}
\sum_{j=N_{0}+1}^{\infty} \alpha_{j}<\varepsilon \tag{8.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=N_{n}+1}^{\infty} P_{i, j}<\varepsilon, \quad 1 \leqslant i \leqslant N_{n-1}, \quad n \geqslant 1 . \tag{8.3}
\end{equation*}
$$

Remark 8.1 It is necessary to provide a detailed interpretation or a concrete procedure to determine the integer sequence $\left\{N_{k}\right\}$ based on the following three steps:

Step 1 Since $\alpha e \leqslant 1$, i.e., $\sum_{i=1}^{\infty} \alpha_{i} \leqslant 1$, there exists an integer $N_{0}>1$ such that $\sum_{i=N_{0}+1}^{\infty} \alpha_{i}<\varepsilon$.
Step 2 Once determining $N_{0}$, using $\sum_{j=1}^{\infty} p_{i, j} \leqslant 1$, there exists an integer $N_{1}^{(i)} \geqslant N_{0}$ such that $\sum_{j=N_{1}^{(i)}+1}^{\infty} p_{i, j}<\varepsilon$ for $1 \leqslant i \leqslant N_{0}$. Let

$$
N_{1}=\max \left\{N_{1}^{(i)}: 1 \leqslant i \leqslant N_{0}\right\} .
$$

Step 3 When determining $N_{k}$ for $k \geqslant 1$, using $\sum_{j=1}^{\infty} p_{i, j} \leqslant 1$, there exists an integer $N_{k+1}^{(i)} \geqslant N_{k}$ such that $\sum_{j=N_{k+1}^{(i)}+1}^{\infty} p_{i, j}<\varepsilon$ for $1 \leqslant i \leqslant N_{k}$. Let

$$
N_{k+1}=\max \left\{N_{k+1}^{(i)}: 1 \leqslant i \leqslant N_{k}\right\} .
$$

Lemma 8.1 Let $\pi(n)=\alpha P^{n}$ for $n \geqslant 0$. Then for each $n \geqslant 0$, we have

$$
\sum_{j=N_{n}+1}^{\infty} \pi_{j}(n)<\varepsilon .
$$

Proof Since $\pi(n) e=\alpha P^{n} e \leqslant 1$ for $n \geqslant 0$. we obtain that $\sum_{j=1}^{\infty} \pi_{j}(n) \leqslant 1$. Hence, we have

$$
\begin{aligned}
\sum_{j=N_{n}+1}^{\infty} \pi_{j}(n) & =\sum_{j=N_{n}+1}^{\infty} \sum_{l=1}^{\infty} \pi_{l}(n) p_{l, j}=\sum_{l=1}^{\infty} \pi_{l}(n-1) \sum_{j=N_{n}+1}^{\infty} p_{l, j} \\
& <\varepsilon \sum_{l=1}^{\infty} \pi_{l}(n-1) \leqslant \varepsilon .
\end{aligned}
$$

This completes the proof.
For a positive integer $N$, we write

$$
{ }_{N} \pi(n)=\left({ }_{N} \pi_{1}(n),{ }_{N} \pi_{2}(n),{ }_{N} \pi_{3}(n), \ldots,{ }_{N} \pi_{N-1}(n),{ }_{N} \pi_{N}(n)\right) .
$$

Specifically,

$$
\begin{equation*}
{ }_{N_{0}} \pi_{j}(0)=\alpha_{j}, \quad 1 \leqslant j \leqslant N_{0}, \tag{8.4}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{N_{n}} \pi_{j}(n)=\sum_{i=1}^{N_{n-1}}{ }_{n-1} \pi_{i}(n-1) p_{i, j}, \quad 1 \leqslant j \leqslant N_{n}, n \geqslant 1 . \tag{8.5}
\end{equation*}
$$

Theorem 8.1 For $1 \leqslant j \leqslant N_{n}, n \geqslant 1$,

$$
0 \leqslant \pi_{j}(n)-{ }_{N_{n}} \pi_{j}(n) \leqslant \sum_{j=1}^{N_{n}}\left[\pi_{j}(n)-{ }_{N_{n}} \pi_{j}(n)\right]<\frac{1}{2} n(n+1) \varepsilon .
$$

Proof This proof contains the following three steps.
Step 1 By induction, we first prove that $\pi_{j}(n)-{ }_{N_{n}} \pi_{j}(n) \geqslant 0$ for $1 \leqslant j \leqslant N_{n}$, $n \geqslant 1$.

## Constructive Computation in Stochastic Models with Applications

When $n=1$,

$$
\begin{aligned}
\pi_{j}(1)-{ }_{N_{1}} \pi_{j}(1) & =\sum_{i=1}^{\infty}\left[\pi_{i}(0)-{ }_{N_{0}} \pi_{i}(0)\right] p_{i, j}+\sum_{i=N_{0}+1}^{\infty} \pi_{i}(0) p_{i, j} \\
& =\sum_{i=N_{0}+1}^{\infty} \pi_{i}(0) p_{i, j} \geqslant 0,
\end{aligned}
$$

since $\pi_{i}(0)={ }_{N_{0}} \pi_{i}(0)=\alpha_{i}$ for $1 \leqslant i \leqslant N_{0}$.
We assume that when $n=k, \pi_{j}(k)-{ }_{N_{n}} \pi_{j}(k) \geqslant 0$. Then for $n=k+1$,

$$
\pi_{j}(k+1)-{ }_{N_{k+1}} \pi_{j}(k+1)=\sum_{i=1}^{N_{k}}\left[\pi_{i}(k)-{ }_{N_{k}} \pi_{i}(k)\right] p_{i, j}+\sum_{i=N_{k}+1}^{\infty} \pi_{i}(k) p_{i, j} \geqslant 0 .
$$

Therefore, we obtain that $\pi_{j}(n)-{ }_{N_{n}} \pi_{j}(n) \geqslant 0$ for $1 \leqslant j \leqslant N_{n}, n \geqslant 1$.
Step 2 Note that $\pi_{j}(n)-{ }_{N_{n}} \pi_{j}(n) \geqslant 0$ for $1 \leqslant j \leqslant N_{n}$ and $n \geqslant 1$, it is clear that

$$
\pi_{j}(n)-{ }_{N_{n}} \pi_{j}(n) \leqslant \sum_{j=1}^{N_{n}}\left[\pi_{j}(n)-{ }_{N_{n}} \pi_{j}(n)\right] .
$$

Step 3 We prove that $\sum_{j=1}^{N_{n}}\left[\pi_{j}(n){ }_{N_{n}} \pi_{j}(n)\right]<\frac{1}{2} n(n+1) \varepsilon$ for $n \geqslant 1$ by induction. When $n=1$,

$$
\begin{aligned}
\sum_{j=1}^{N_{1}}\left[\pi_{j}(1)-{ }_{N_{n}} \pi_{j}(1)\right] & =\sum_{j=1}^{N_{1}} \sum_{i=N_{0}+1}^{\infty} \pi_{i}(0) p_{i, j}=\sum_{i=N_{0}+1}^{\infty} \pi_{i}(0) \sum_{j=1}^{N_{1}} p_{i, j} \\
& \leqslant \sum_{i=N_{0}+1}^{\infty} \pi_{i}(0)=\sum_{i=N_{0}+1}^{\infty} \alpha_{i}<\varepsilon .
\end{aligned}
$$

We assume that when $n=k, \sum_{j=1}^{N_{k}}\left[\pi_{j}(k){ }_{N_{n}} \pi_{j}(k)\right]<\frac{1}{2} k(k+1) \varepsilon$. Then for $n=k+1$,

$$
\begin{aligned}
\sum_{j=1}^{N_{k+1}}\left[\pi_{j}(k+1)-{ }_{N_{n}} \pi_{j}(k+1)\right]= & \sum_{j=1}^{N_{k+1}}\left[\sum_{i=1}^{N_{k}}\left[\pi_{i}(k)-{ }_{N_{n}} \pi_{i}(k)\right] p_{i, j}+\sum_{i=N_{k}+1}^{\infty} \pi_{i}(k) p_{i, j}\right] \\
& \leqslant \sum_{i=1}^{N_{k}}\left[\pi_{i}(k)-{ }_{N_{n}} \pi_{i}(k)\right]+\sum_{i=N_{k}+1}^{\infty} \pi_{i}(k) \\
& <\frac{1}{2} k(k+1) \varepsilon+\varepsilon<\frac{1}{2}(k+1)(k+2) \varepsilon .
\end{aligned}
$$

Therefore, we obtain that $\sum_{j=1}^{N_{n}}\left[\pi_{j}(n)-{ }_{N_{n}} \pi_{j}(n)\right]<\frac{1}{2} n(n+1) \varepsilon$ for $n \geqslant 1$.

This completes the proof.
Note that the sequence $\left\{{ }_{N_{n}} \pi_{j}(n)\right\}$ can be computed effectively based on both the vector $\alpha$ and the matrix $P$, thus ${ }_{N_{n}} \pi_{j}(n)$ can be used to approximate the transient probability $\pi_{j}(n)$ under a sufficiently small error $\varepsilon>0$.

Algorithm 8.1 Computation of Transient Probability
INPUT: The vector $\alpha$, the matrix $P$, and the error $\varepsilon>0$.
COMPUTATION:
Step 1 Generating the integer sequence $\left\{N_{k}\right\}$ according to (8.2) and (8.3).
Step 2 Iteratively computing $\left\{_{N_{n}} \pi_{j}(n)\right\}$ according to (8.4) and (8.5).
OUTPUT: The approximate transient probability $\left\{_{N_{n}} \pi_{j}(n)\right\}$.
As an illustration, we consider a Geom/Geom/1 queue, the customer arrivals form a Bernoulli process: During a time interval ( $n, n^{+}$) there is an arrival with probability $p \in(0,1)$ while there is no arrival with probability $\bar{p}=1-p$. The service time $S$ is geometric with distribution function $P\{S=k\}=\mu \bar{\mu}^{k-1}$ for $\mu \in(0,1), \bar{\mu}=1-\mu$ and $k \geqslant 1$. The customer departure can only occur in the time interval $\left(n^{-}, n\right)$. In this system, there is a single server, the service discipline is FCFS, and all the service times and the interarrival times are independent of each other. Let $L_{n}^{-}$be the number of customers in the system at time $n^{-}$for $n \geqslant 0$. Then $\left\{L_{n}^{-}: n \geqslant 0\right\}$ is a discrete-time birth-death process whose transition probability matrix is given by

$$
P=\left(\begin{array}{ccccc}
\bar{p} & p & & & \\
\bar{p} \mu & 1-\bar{p} \mu-p \bar{\mu} & p \bar{\mu} & & \\
& \bar{p} \mu & 1-\bar{p} \mu-p \bar{\mu} & p \bar{\mu} & \\
& & \ddots & \ddots & \ddots
\end{array}\right)
$$

For the discrete-time birth-death process, it is easy to compute its transient probability $\pi(n)=\alpha P^{n}$ for $n \geqslant 0$ in terms of Algorithm 8.1.

### 8.1.3 Continuous-Time Markov Chains

We consider an irreducible continuous-time $M$-state Markov chain $\left\{X_{t}, t \geqslant 0\right\}$ whose infinitesimal generator is given by $Q=\left(q_{i, j}\right)_{1 \leqslant i, j \leqslant M}$. Let $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{M}\right)$ be the initial probability vector of the Markov chain. We write $h_{k}(t)=P\left\{X_{t}=k\right\}$ and $H(t)=\left(h_{1}(t), h_{2}(t), \ldots, h_{M}(t)\right)$. It is easy to see that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} H(t)=H(t) Q
$$

with the initial condition $H(0)=\alpha$. Thus we obtain

$$
\begin{equation*}
H(t)=\alpha \exp \{Q t\}, \quad t \geqslant 0 . \tag{8.6}
\end{equation*}
$$

When the Markov chain $Q$ is positive recurrent, we denote by $\pi=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{M}\right)$ its stationary probability vector. In this case, if $\alpha=\pi$, then $H(t)=\pi \exp \{Q t\}=\pi$ for each $t \geqslant 0$. At the same time, $\lim _{t \rightarrow \infty} H(t)=\pi$, which is independent of any initial probability vector $\alpha$.

Remark 8.2 Let $V(t)=H(t)^{\mathrm{T}}$ for $t \geqslant 0$. Then

$$
\frac{\mathrm{d}}{\mathrm{~d} t} V(t)=Q V(t)
$$

with the initial condition $V(0)=e$, Where $e$ is a column vector of ones with suitable size. Thus we obtain

$$
V(t)=\exp \{Q t\} e, \quad t \geqslant 0 .
$$

It is clear that $H(t) e=\alpha V(t)$ for each $t \geqslant 0$.
Let $\tilde{H}(s)=\int_{0}^{+\infty} \mathrm{e}^{-s t} H(t) \mathrm{d} t$. Then $\tilde{H}(s)=\alpha(s I-Q)^{-1}$. When $s>0$, it is clear that $Q-s I$ is the infinitesimal generator of a continuous-time Markov chain. In this case, we can obtain the UL-type $R G$-factorization

$$
s I-Q=\left[I-R_{U}(s)\right]\left[-U_{D}(s)\right]\left[I-G_{L}(s)\right],
$$

which leads to

$$
\tilde{H}(s)=\alpha\left[I-G_{L}(s)\right]^{-1}\left[-U_{D}(s)\right]^{-1}\left[I-R_{U}(s)\right]^{-1}
$$

and the LU-type $R G$-factorization

$$
s I-Q=\left[I-\bar{R}_{L}(s)\right]\left[-\bar{U}_{D}(s)\right]\left[I-\bar{G}_{U}(s)\right],
$$

which yields

$$
\tilde{H}(s)=\alpha\left[I-\bar{G}_{U}(s)\right]^{-1}\left[-\bar{U}_{D}(s)\right]^{-1}\left[I-\bar{R}_{L}(s)\right]^{-1} .
$$

As an illustrating example, we consider a $B M A P / P H(M / P H) / 1$ queue with a repairable server. The customer arrival process is a BMAP with irreducible matrix descriptor $\left\{D_{k}, k=0,1,2, \ldots\right\}$ of size $m$, the service times are i.i.d. and are of phase type with irreducible representation $(\beta, S)$ of size $n$, the life time of the server is exponential with mean $1 / \gamma>0$ and its repair time is of phase type. Now, we need to compute the mean of the first failure time $\chi$ of the server. To this end, we denote by $N(t), I(t)$ and $J(t)$ the number of customers in the system and the two phases of the arrival and service processes at time $t$, respectively. At the same time, let the set of all the failed states be an absorbing state. Then $\{N(t), I(t), J(t): t \geqslant 0\}$ is an irreducible continuous-time Markov chain whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{ccccc}
D_{0} & D_{1} & D_{2} & D_{3} & \cdots \\
I \otimes S^{0} & D_{0} \oplus S-\gamma I & D_{1} & D_{2} & \cdots \\
& I \otimes\left(S^{0} \beta\right) & D_{0} \oplus S-\gamma I & D_{1} & \ldots \\
& & I \otimes\left(S^{0} \beta\right) & D_{0} \oplus S-\gamma I & \ldots \\
& & & \ddots & \ddots
\end{array}\right) .
$$

Note that the Markov chain $Q$ is transient due to $Q^{0}=-Q e=\left(0, \gamma^{e^{\mathrm{T}}}, \gamma^{e^{\mathrm{T}}}, \ldots\right)^{\mathrm{T}}$. It is easy to see that the first failure time $\chi$ is of phase type with irreducible representation $(\omega, Q)$ of infinite size, where $\omega$ is the initial probability vector. For example, we may take $\omega=(\theta, 0,0, \ldots)$ and $\theta$ is the stationary probability vector of the Markov chain $\sum_{k=0}^{\infty} D_{k}$. Let the reliability function $R(t)=P\{\chi>t\}$. Then

$$
R(t)=\omega \exp \{Q t\} e
$$

Thus

$$
E[\chi]=-\omega Q^{-1} e=-\omega\left(I-G_{L}\right)^{-1} U_{D}^{-1}\left(I-R_{U}\right)^{-1} e
$$

Now, we provide an effective algorithm for computing the transient probability vector $H(t)$ for $t \geqslant 0$ when $M=\infty$. Our algorithmic analysis is classified into the following two cases.

Case I Bounded diagonal elements
We now discuss an irreducible infinite-state Markov chain $Q$ with bounded diagonal elements, that is, $c=\sup _{k \geqslant 1}\left\{-q_{k, k}\right\}<+\infty$. In this case, we write

$$
P=I+\frac{1}{c} Q .
$$

It is easy to check that $P$ is either stochastic or substochastic. At the same time, $P$ is irreducible if and only if $Q$ is irreducible.

Note that $H(t)=\alpha \exp \{Q t\}$ and $Q=c P-c I$, we obtain

$$
H(t)=\alpha \exp \{(c P-c I) t\}=\mathrm{e}^{-c t} \sum_{n=0}^{\infty} \alpha P^{n} \frac{(c t)^{n}}{n!} .
$$

For the term $\alpha P^{n}$, we write

$$
\begin{gathered}
\pi(0)=\alpha, \\
\pi(n)=\alpha P^{n}, \quad n \geqslant 1 .
\end{gathered}
$$

Obviously, $\pi(n)=\pi(n-1) P$ for $n \geqslant 1$. At the same time, for $t \geqslant 0$ we have

$$
\begin{equation*}
H(t)=\mathrm{e}^{-c t} \sum_{n=0}^{\infty} \pi(n) \frac{(c t)^{n}}{n!} \tag{8.7}
\end{equation*}
$$

It is seen from Eq. (8.7) that computations of $H(t)$ for $t \geqslant 0$ can be related to the approximate computation of $\pi(n)=\alpha P^{n}$ for $n \geqslant 0$.

We write

$$
{ }_{N_{0}} \pi_{j}(0)=\alpha_{j}, \quad 1 \leqslant j \leqslant N_{0},
$$

and

$$
{ }_{N_{n}} \pi_{j}(n)=\sum_{i=1}^{N_{n-1}}{ }_{N_{n-1}} \pi_{i}(n-1) p_{i, j}, \quad 1 \leqslant j \leqslant N_{n}, n \geqslant 1 .
$$

For a sufficiently large positive integer $M$, we write

$$
\begin{equation*}
{ }_{M} H(t)=\mathrm{e}^{-c t} \sum_{n=0}^{M}{ }_{N_{n}} \pi(n) \frac{(c t)^{n}}{n!} . \tag{8.8}
\end{equation*}
$$

Therefore, the function sequence $\left\{_{M} H(t)\right\}$ converges to the transient probability $H(t)$ for each $t \geqslant 0$, and this convergence is uniform for $t \in[0, T]$.

Algorithm 8.2 Computation of Transient Probability
INPUT: The vector $\alpha$, the matrix $Q$, the error $\varepsilon>0$.
COMPUTATION:
Step 1 Generating the integer sequence $\left\{N_{k}\right\}$.
Step 2 Iteratively computing $\left\{_{N_{n}} \pi(n)\right\}$.
Step 3 Determining the function sequence $\left\{_{M} H(t)\right\}$ according to Eq. (8.8).
OUTPUT: The approximate transient probability $\left\{_{M} H(t)\right\}$.
We consider a $B M A P / M / 1$ processor-sharing queue, where the customer arrivals form a BMAP with irreducible matrix descriptor $\left\{D_{k}, k \geqslant 0\right\}$ of size $m$. The service times are i.i.d. and are exponential with mean $1 / \mu$. The service discipline is that when there are $n$ customers in the system, each customer receives service at rate $1 / n$. We now compute the sojourn time distribution. To this end, we introduce the following description. A randomly chosen customer who finds $n$ customers in the system on arrival is called Customer $C_{n}$. Let $w_{n}$ denote the sojourn time of Customer $C_{n}$ for $n \geqslant 1$. We write $W_{n}(x)=P\left\{w_{n}>x\right\}$. Then it is easy to check that

$$
\frac{\mathrm{d}}{\mathrm{~d} x} W_{n}(x)=W_{n}(x) Q
$$

with the initial condition $W_{n}(0)=\alpha$, where $a$ is a probability vector and

$$
Q=\left(\begin{array}{ccccccc}
D_{0}-\mu I & D_{1} & D_{2} & & D_{3} & D_{4} & \ldots \\
\frac{1}{2} \mu I & D_{0}-\mu I & D_{1} & & D_{2} & D_{3} & \ldots \\
& \frac{2}{3} \mu I & D_{0}-\mu I & D_{1} & D_{2} & \ldots \\
& & \frac{3}{4} \mu I & D_{0}-\mu I & D_{1} & \ldots \\
& & & \ddots & \ddots & \ddots
\end{array}\right) .
$$

Further, we obtain

$$
W_{n}(x)=a \exp \{Q x\} e
$$

and

$$
E\left[w_{n}\right]=\alpha(-Q)_{\min }^{-1} e=-\alpha\left(I-G_{L}\right)^{-1} U_{D}^{-1}\left(I-R_{U}\right)^{-1} e .
$$

Let $d_{0, j}$ be the $j$ th diagonal element of the matrix $D_{0}$ for $1 \leqslant j \leqslant m$. It is easy to see that $c=\max _{1 \leqslant j \leqslant m}\left\{\mu-d_{0, j}\right\}=\mu-\min _{1 \leqslant j \leqslant m}\left\{d_{0, j}\right\}<+\infty$. Thus we can use Algorithm 8.2 for computing the sequence $\left\{_{M} W(t)\right\}$ which approximates the sojourn time distribution $W(t)$ for each $t \geqslant 0$.

Case II Unbounded diagonal elements
For the continuous-time Markov chains, there exist many infinitesimal generators whose diagonal elements are unbounded. For example, we consider an $M / M / 1$ retrial queue, where the input is a Poisson process with rate $\lambda>0$, the service times are i.i.d. and are exponential with mean $1 / \mu>0$. When there are $n$ customers in the system, the retrial time of each customer in the orbit is exponential with mean $1 /(n \theta)>0$. Let $N(t)$ be the number of customers in the system at time $t$ and

$$
I(t)= \begin{cases}0, & \text { if the server is idle } \\ 1, & \text { if the server is busy }\end{cases}
$$

Then $\{(N(t), I(t)): t \geqslant 0\}$ is an irreducible continuous-time level-dependent QBD process whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{ccccc}
A_{0,0} & A_{0,1} & & &  \tag{8.9}\\
A_{1,0} & A_{1,1} & A_{1,2} & & \\
& A_{2,1} & A_{2,2} & A_{2,3} & \\
& & \ddots & \ddots & \ddots
\end{array}\right),
$$

where for $k \geqslant 0$,

$$
\begin{gathered}
A_{k, k}=\left(\begin{array}{cc}
-\lambda-k \theta & \lambda \\
\mu & -\lambda-\mu
\end{array}\right), \\
A_{k, k+1}=\left(\begin{array}{ll}
0 & 0 \\
0 & \lambda
\end{array}\right)
\end{gathered}
$$

and

$$
A_{k+1, k}=\left(\begin{array}{cc}
0 & k \theta \\
0 & 0
\end{array}\right) .
$$

It is clear that $c=\sup _{k \geqslant 0}\{\lambda+k \theta, \lambda+\mu\}=+\infty$.

When the diagonal elements of the matrix $Q$ are unbounded, we introduce three different approximate methods for computing the transient probability $H(t)$ for each $t \geqslant 0$.
(1) The censored technique

For the state space $\Omega=\{1,2,3, \ldots\}$, we take two sets $E=\{1,2, \ldots, N\}$ and $E^{c}=\{N+1, N+2, N+3, \ldots\}$. Based on the two state sets, the infinitesimal generator $Q$ is partitioned as

$$
Q=\begin{gathered}
E \\
E \\
E^{c}
\end{gathered}\left(\begin{array}{cc}
E & E^{c} \\
T & V \\
U & W
\end{array}\right)
$$

and the initial probability vector $\alpha$ is partitioned as $\alpha=\left(\alpha^{(1)}, \alpha^{(2)}\right)$. Then the infinitesimal generator of the censored chain $Q^{E}$ to set $E$ is given by

$$
Q^{E}=T+V(-W)_{\min }^{-1} U
$$

and the initial probability vector of the censored chain $Q^{E}$ is given by

$$
\alpha^{E}=\alpha^{(1)}+\alpha^{(2)}(-W)_{\min }^{-1} U
$$

Thus the transient probability vector of the censored Markov chain $Q^{E}$ is given by

$$
H_{N}^{(C)}(t)=\alpha^{E} \exp \left\{Q^{E} t\right\}, \quad t \geqslant 0
$$

In order to show the approximate precision, we introduce a performance measure

$$
c_{N}=\frac{\alpha^{E}\left(-Q^{E}\right)^{-1} e}{\alpha(-Q)_{\min }^{-1} e}
$$

As the value of $c_{N}$ tends to one, the approximate precision tends to increase.
(2) The truncated approximation

We directly truncate the infinitesimal generator $Q$ as the matrix $T$ of size $N$. Let

$$
H_{N}^{(T)}(t)=\alpha^{(1)} \exp \{T t\}, \quad t \geqslant 0
$$

Then we can use the function $H_{N}^{(T)}(t)$ to approximate the transient probability $H(t)$ for each $t \geqslant 0$. In order to indicate the approximate precision, we introduce a performance measure

$$
t_{N}=\frac{\alpha^{(1)}(-T)^{-1} e}{\alpha(-Q)_{\min }^{-1} e}
$$

As the value of $c_{N}$ tends to one, the approximate precision tends to increase.
(3) The modified approximation

A modified approximation is a better idea that when changing some elements of the infinitesimal generator $Q$ such that the modified matrix $Q_{\text {new }}$ has the bounded diagonal elements, while the modified Markov chain $Q_{\text {new }}$ is suitable to Algorithm 8.2. For example, a level-dependent Markov chain of GI/M/1 type may be modified as a level-independent Markov chain of $G I / M / 1$ type, and a leveldependent Markov chain of $M / G / 1$ type may be modified as a level-independent Markov chain of $M / G / 1$ type. For example, we modify the QBD process $Q$ given in (8.9) as a level-independent QBD process as follows:

$$
Q_{\mathrm{new}}=\left(\begin{array}{cccccc}
B_{1} & B_{0} & & & & \\
B_{2} & A_{K, K} & A_{K, K+1} & & & \\
& A_{K-1, K} & A_{K, K} & A_{K, K+1} & & \\
& & A_{K-1, K} & A_{K, K} & A_{K, K+1} & \\
& & & \ddots & \ddots & \ddots
\end{array}\right) \text {, }
$$

where $K$ is a sufficiently large integer,

$$
\begin{gathered}
B_{1}=\left(\begin{array}{ccccc}
A_{0,0} & A_{0,1} & & \\
A_{1,0} & A_{1,1} & A_{1,2} & & \\
& \ddots & \ddots & \ddots & \\
& & A_{K-2, K-3} & A_{K-2, K-2} & A_{K-2, K-1} \\
& & A_{K-1, K-2} & A_{K-1, K-1}
\end{array}\right), \\
B_{0}=\left(\begin{array}{l} 
\\
\\
A_{K-1, K}
\end{array}\right), \quad B_{2}=\left(A_{K-1, K}\right) .
\end{gathered}
$$

### 8.2 The First Passage Times

The first passage time for an irreducible discrete-time Markov chain with finite states is a discrete-time PH distribution, while the first passage time for an irreducible continuous-time Markov chain with finite states is a continuous-time PH distribution. Reader may refer to Chapter 2 in Neuts [39] for more details. In this section, we analyze the first passage time of an irreducible Markov chain with infinite states, which is either discrete-time or continuous-time. Note that the first passage time may be regarded as a generalized PH (GPH) distribution, which can be easily obtained from the $N$-state PH distribution as $N \rightarrow \infty$. Based on this, many useful properties of the $N$-state PH distribution can be formally
extended to the GPH distribution. Also, we provide effective algorithms for computing the GPH distribution and its associated moments. Further, we discuss the GPH renewal processes and more generally, the generalized Markovian arrival processes (GMAPs), which have with infinite-many levels.

### 8.2.1 Discrete-Time GPH Distribution

Consider an irreducible discrete-time Markov chain with state space $\Omega=\{0,1,2, \ldots\}$ whose transition probability matrix is given by

$$
\left.P=\begin{array}{c}
0 \\
0  \tag{8.10}\\
E
\end{array} \begin{array}{cc}
0 & E \\
T^{0} & T
\end{array}\right)
$$

where $E=\{1,2, \ldots), T^{0} \not \geqslant 0$ and $T e+T^{0}=e$. We assume that state 0 is an absorbing state and all the others are transient.

Let $\left(\alpha_{0}, \alpha\right)$ be the initial probability vector of the Markov chain, where $\alpha_{0}+$ $\alpha e=1$. For the Markov chain given in Eq. (8.10), the probability distribution $\left\{p_{k}, k \geqslant 0\right\}$ of the number $N$ of state transitions until absorption into the absorbing state 0 is called a discrete-time GPH distribution with representation $(\alpha, T)$. If $T+T^{0} \alpha$ is the transition probability matrix of an irreducible Markov chain, then this representation $(\alpha, T)$ is called an irreducible representation. In this case, we have

$$
p_{k}= \begin{cases}\alpha_{0}, & k=0 \\ \alpha T^{k-1} T^{0}, & k \geqslant 1\end{cases}
$$

Let $P^{*}(z)=\sum_{k=0}^{\infty} z^{k} p_{k}$. Then

$$
P^{*}(z)=\alpha_{0}+z \alpha(I-z T)^{-1} T^{0}
$$

When $0<z \leqslant 1$, it is clear that $z T$ is substochastic. In this case, we can obtain the UL-type $R G$-factorization

$$
I-z T=\left[I-R_{U}(z)\right]\left[I-\Psi_{D}(z)\right]\left[I-G_{L}(z)\right],
$$

which leads to

$$
P^{*}(z)=\alpha_{0}+z \alpha\left[I-G_{L}(z)\right]^{-1}\left[I-\Psi_{D}(z)\right]^{-1}\left[I-R_{U}(z)\right]^{-1} ;
$$

and the LU-type $R G$-factorization

$$
I-z T=\left[I-\bar{R}_{L}(z)\right]\left[I-\bar{U}_{D}(z)\right]\left[I-\bar{G}_{U}(z)\right],
$$

which yields

$$
P^{*}(z)=\alpha_{0}+z \alpha\left[I-\bar{G}_{U}(z)\right]^{-1}\left[I-\bar{U}_{D}(z)\right]^{-1}\left[I-\bar{R}_{L}(z)\right]^{-1} .
$$

Using the generating function $P^{*}(z)$, we can obtain the mean

$$
E(N)=\alpha(I-T)^{-1} e
$$

and its factorial moment of order $k$

$$
E[N(N-1) \ldots(N-k+1)]=k!\alpha T^{k-1}(I-T)^{-k} e, \quad k \geqslant 2 .
$$

Note that

$$
\frac{\mathrm{d}^{k}}{\mathrm{~d} z^{k}} P^{*}(z)_{\mid z=1}=E[N(N-1) \ldots(N-k+1)] .
$$

It is easy to see that the $R G$-factorizations can be used to compute the factorial moments by using the UL-type $R G$-factorization

$$
I-T=\left(I-R_{U}\right)\left(I-\Psi_{D}\right)\left(I-G_{L}\right)
$$

or the LU-type $R G$-factorization

$$
I-T=\left(I-\bar{R}_{L}\right)\left(I-\bar{U}_{D}\right)\left(I-\bar{G}_{U}\right) .
$$

Now, we list some useful properties for the discrete-time GPH distribution. The proofs are easy, thus they are omitted here.

Property 8.1 Let $\left\{p_{k}\right\}$ and $\left\{q_{k}\right\}$ be two discrete-time GPH distributions with irreducible representations $(\alpha, T)$ and $(\beta, S), \alpha_{0}=1-\alpha e, \beta_{0}=1-\beta e$. Then the discrete convolution $\left\{p_{k}\right\} *\left\{q_{k}\right\}$ is a discrete-time GPH distribution with irreducible representations $(\gamma, L)$, where

$$
\begin{array}{cc}
\gamma=\left(\alpha, \alpha_{0} \beta\right), & \gamma_{0}=\alpha_{0} \beta_{0}, \\
L=\left(\begin{array}{cc}
T & T^{0} \beta \\
S
\end{array}\right), & L^{0}=\binom{T^{0} \beta_{0}}{S^{0}} .
\end{array}
$$

Property 8.2 Let $\left\{p_{k}\right\}$ be a discrete-time GPH distribution with irreducible representations $(\alpha, T)$ and mean $\mu$. The residual distribution

$$
q_{k}=\frac{1}{\mu} \sum_{j=k+1}^{\infty} p_{k}, \quad k \geqslant 0
$$

is a discrete-time GPH distribution with irreducible representations $(\gamma, T)$, where

$$
\gamma=\frac{1}{\mu} \alpha(I-T)^{-1} T, \quad \gamma_{0}=\frac{1}{\mu}\left(1-\alpha_{0}\right) .
$$
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Property 8.3 Let $\left\{p_{k}\right\}$ and $\left\{q_{k}\right\}$ be two discrete-time GPH distributions with irreducible representations $(\alpha, T)$ and $(\beta, S)$. Then the mixture $\sum_{v=0}^{\infty} p_{v}\left(q_{k}\right)^{v^{*}}$ is of generalized phase type with irreducible representations $(\gamma, L)$, where

$$
\begin{gathered}
\gamma=\alpha \otimes \beta\left(I-\alpha_{0} S\right)^{-1}, \\
\gamma_{0}=\beta_{0}+\alpha_{0} \beta\left(I-\alpha_{0} S\right)^{-1} S^{0} ; \\
L=T \otimes I+\left(T^{0} \alpha\right) \otimes\left[\left(I-\alpha_{0} S\right)^{-1} S\right], \\
L^{0}=T^{0} \otimes\left[\left(I-\alpha_{0} S\right)^{-1} S^{0}\right] .
\end{gathered}
$$

Property 8.4 Let

$$
g_{k}=\sum_{n=k}^{\infty} p_{n}\binom{n}{k} p^{k}(1-p)^{n-k}, \quad k \geqslant 0 .
$$

If $\left\{p_{k}\right\}$ is a discrete-time GPH distribution with irreducible representations $(\alpha, T)$, then $\left\{g_{k}\right\}$ is also of generalized phase type with irreducible representations $(\gamma, L)$, where

$$
\begin{gathered}
\gamma=\alpha p[I-(1-p) T]^{-1}, \\
\gamma_{0}=\alpha_{0}+\alpha(1-p)[I-(1-p) T]^{-1} T^{0} ; \\
L=p T[I-(1-p) T]^{-1}, \\
L^{0}=[I-(1-p) T]^{-1} T^{0} .
\end{gathered}
$$

In what follows we provide an approximate algorithm for computing the probabilities $p_{k}$ for $k \geqslant 0$.

For the vector $\alpha$ and the matrix $T=\left(T_{i, j}\right)$, there always exists a monotonously non-decreasing integer sequence $\left\{N_{k}\right\}$ such that for a sufficiently small $\varepsilon>0$, we have

$$
\sum_{j=N_{0}+1}^{\infty} \alpha_{j}<\varepsilon
$$

and

$$
\sum_{j=N_{n}+1}^{\infty} T_{i, j}<\varepsilon, \quad 1 \leqslant i \leqslant N_{n-1}, n \geqslant 1 .
$$

Let $\pi(n)=\alpha T^{n}$ for $n \geqslant 0$. Then $\pi(0)=\alpha$ and $\pi(n)=\pi(n-1) T$ for $n \geqslant 1$. It is clear that $p_{n}=\pi(n) T^{0}$ for $n \geqslant 0$.

We write

$$
{ }_{N_{0}} \pi_{j}(0)=\alpha_{j}, \quad 1 \leqslant j \leqslant N_{0},
$$

and

$$
{ }_{N_{n}} \pi_{j}(n)=\sum_{i=1}^{N_{n-1}}{ }_{N_{n-1}} \pi_{i}(n-1) T_{i, j}, \quad 1 \leqslant j \leqslant N_{n}, n \geqslant 1 .
$$

It is clear that the sequence $\left\{_{N_{n}} \pi_{j}(n), n \geqslant 0\right\}$ is used to approximate the value $\pi_{j}(n)$. Based on this, we write

$$
\begin{equation*}
{ }_{N_{n}} p(n)=\sum_{i=1}^{N_{n}}{ }_{N_{n}} \pi_{i}(n-1) T_{i}^{0} . \tag{8.11}
\end{equation*}
$$

It is easy to check that the sequence $\left\{_{N_{n}} p(n)\right\}$ can effectively approximate the probability $p_{n}$ at time $n$ for $n \geqslant 0$.

Algorithm 8.3 Computation of the GPH Distribution
INPUT: The vector $\alpha, T^{0}$, the matrix $T$, the error $\varepsilon>0$.
COMPUTATION:
Step 1 Generating the integer sequence $\left\{N_{k}\right\}$.
Step 2 Iteratively computing $\left\{_{N_{n}} \pi(n)\right\}$.
Step 3 Determining the function sequence $\left\{_{N_{n}} p(n)\right\}$ according to Eq. (8.11). OUTPUT: The approximate transient probability $\left\{_{N_{n}} p(n)\right\}$.
We consider a Geom/Geom/c queue. The customer arrivals form a Bernoulli process during a time interval $\left(n, n^{+}\right)$, there is an arrival with probability $p \in(0,1)$, while there is no arrival with probability $\bar{p}=1-p$. The service time $S$ is geometric with distribution function $P\{S=k\}=\mu \bar{\mu}^{k-1}$ for $\mu \in(0,1), \bar{\mu}=1-\mu$ and $k \geqslant 1$. The customer departure can only occur in the time interval $\left(n^{-}, n\right)$. In this system, there are $c$ identical servers, the service discipline is FCFS, and all the service times and the interarrival times are independent of each other. Let $L_{n}^{+}$ be the number of customers in the system at time $n^{+}$for $n \geqslant 0$. We define

$$
\tau=\inf \left\{n: L_{n}^{+} \leqslant c\right\} .
$$

Then it is clear that the random variable $\tau$ is the busy period of the system. It is easy to check that the busy period $\tau$ is of generalized phase type with irreducible representation $(\alpha, T)$, where

$$
\begin{gathered}
\alpha=\left(\alpha_{c+1}, \alpha_{c+2}, \alpha_{c+3}, \ldots\right), \\
T=\left(\begin{array}{ccccccccc}
t_{c+1} & t_{c} & t_{c-1} & \ldots & t_{1} & t_{0} & & & \\
& t_{c+1} & t_{c} & \ldots & t_{2} & t_{1} & t_{0} & & \\
& & t_{c+1} & \ldots & t_{3} & t_{2} & t_{1} & t_{0} & \\
& & & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots
\end{array}\right)
\end{gathered}
$$

and for $0 \leqslant k \leqslant c+1$,

$$
t_{k}=\bar{p}\binom{c}{k-1} \mu^{k-1} \bar{\mu}^{c-k+1}+p\binom{c}{k} \mu^{k} \bar{\mu}^{c-k} .
$$

For the discrete-time Markov chain $T$, it is easy to compute the GPH distribution $p_{n}$ for $n \geqslant 0$ in terms of Algorithm 8.3.

### 8.2.2 Continuous-Time GPH Distribution

We consider an irreducible continuous-time Markov chain with state space $\Omega=\{0,1,2, \ldots\}$ whose infinitesimal generator is given by

$$
\left.Q=\begin{array}{c} 
 \tag{8.12}\\
0 \\
E
\end{array} \begin{array}{cc}
0 & E \\
0 & 0 \\
T^{0} & T
\end{array}\right)
$$

where $E=\{1,2, \ldots\}, T^{0} \geqslant 0$ and $T e+T^{0}=0$. We assume that state 0 is an absorbing state and all the others are transient. Let $\left(\alpha_{0}, \alpha\right)$ be the initial probability vector of the Markov chain, where $\alpha_{0}+\alpha e=1$. For the Markov chain given in Eq. (8.12), the probability distribution $F(x)$ of the time $X$ until absorption into the absorbing state 0 is called a continuous-time GPH distribution with representation $(\alpha, T)$. If $T+T^{0} \alpha$ is the infinitesimal generator of an irreducible Markov chain, then this representation $(\alpha, T)$ is called an irreducible representation. In this case, it is easy to check that

$$
F(x)=1-\alpha \exp \{T x\} e
$$

or

$$
\bar{F}(x)=\alpha \exp \{T x\} e
$$

Let the Laplace-Stieljes transform of $F(x)$ be $\tilde{f}^{*}(s)=\int_{0}^{+\infty} \exp \{-s x\} \mathrm{d} F(x)$. Then

$$
\tilde{f}^{*}(s)=\alpha(s I-T)^{-1} T^{0}
$$

for $s>0$. It is clear that $T-s I$ is the infinitesimal generator of a Markov chain. In this case, we can obtain the UL-type $R G$-factorization

$$
s I-T=\left[I-R_{U}(s)\right]\left[-U_{D}(s)\right]\left[I-G_{L}(s)\right],
$$

which leads to

$$
\tilde{f}^{*}(s)=\alpha\left[I-G_{L}(s)\right]^{-1}\left[-U_{D}(s)\right]^{-1}\left[I-R_{U}(s)\right]^{-1} T^{0}
$$

and the LU-type $R G$-factorization

$$
s I-T=\left[I-\bar{R}_{L}(s)\right]\left[-\bar{U}_{D}(s)\right]\left[I-\bar{G}_{U}(s)\right],
$$

which yields

$$
\tilde{f}^{*}(s)=\alpha\left[I-\bar{G}_{U}(s)\right]^{-1}\left[-\bar{U}_{D}(s)\right]^{-1}\left[I-\bar{R}_{L}(s)\right]^{-1} T^{0} .
$$

It is clear that the noncentral moment of order $i$

$$
E\left[X^{i}\right]=i!(-1)^{i} \alpha T^{-i} e, \quad i \geqslant 1 .
$$

Note that we can use the $R G$-factorizations to compute the moments by using the UL-type $R G$-factorization

$$
T=\left(I-R_{U}\right) \Psi_{D}\left(I-G_{L}\right)
$$

or the LU-type $R G$-factorization

$$
T=\left(I-\bar{R}_{L}\right) \bar{U}_{D}\left(I-\bar{G}_{U}\right) .
$$

Now, we list some useful properties for the continuous-time GPH distribution. Note that Properties 1.5 to 1.12 in Chapter 1 can directly be extended here, we only choose some of them under a new different notation. Note that the proofs of the properties are easy, and thus are omitted here.

Property 8.5 If $X \sim \operatorname{GPH}(\alpha, T)$ and $Y \sim \operatorname{GPH}(\beta, S)$, then $X+Y \sim \operatorname{PH}(\gamma, L)$, where $\gamma=\left(\alpha, \alpha_{0} \beta\right)$ and

$$
L=\left(\begin{array}{cc}
T & T^{0} \beta \\
0 & S
\end{array}\right)
$$

Property 8.6 If $X \sim \operatorname{GPH}(\alpha, T)$ and $Y \sim \operatorname{GPH}(\beta, S)$, then min $\{X, Y\} \sim$ $\operatorname{PH}(\alpha \otimes \beta, T \oplus S)$, and max $\{X, Y\} \sim \operatorname{PH}(\gamma, L)$, where

$$
\begin{gathered}
\gamma=\left(\alpha \otimes \beta, \beta_{0} \alpha, \alpha_{0} \beta\right), \\
L=\left(\begin{array}{ccc}
T \oplus S & I \otimes S^{0} & T^{0} \otimes I \\
0 & T & 0 \\
0 & 0 & S
\end{array}\right) .
\end{gathered}
$$

Property 8.7 If $\left\{s_{k}\right\} \sim \operatorname{GPH}(\beta, S)$ and $F(x) \sim \operatorname{GPH}(\alpha, T)$, then the infinite mixture $G(x)=\sum_{k=0}^{\infty} s_{k} F^{k^{*}}(x) \sim \operatorname{GPH}(\gamma, L)$, where

$$
\begin{gathered}
\gamma=\alpha \otimes \beta\left(I-\alpha_{0} S\right)^{-1}, \\
L=T \otimes I+\left(1-\alpha_{0}\right) T^{0} \alpha \otimes\left(I-\alpha_{0} S\right)^{-1} S .
\end{gathered}
$$

Now, we provide an approximate algorithm for computing the function $\bar{F}(x)=$ $\alpha \exp \{T x\} e$ for $x \geqslant 0$.

Let $\pi(n)=\alpha T^{n}$ for $n \geqslant 0$. Then $\pi(0)=\alpha$ and $\pi(n)=\pi(n-1) T$ for $n \geqslant 1$. Thus we obtain

$$
\bar{F}(x)=\alpha \sum_{k=0}^{\infty} T^{n} \frac{x^{n}}{n!} e=\sum_{n=0}^{\infty} \pi(n) \frac{x^{n}}{n!} e .
$$

We write

$$
{ }_{N_{0}} \pi_{j}(0)=\alpha_{j}, \quad 1 \leqslant j \leqslant N_{0},
$$

and

$$
{ }_{N_{n}} \pi_{j}(n)=\sum_{i=1}^{N_{n-1}}{ }_{N_{n-1}} \pi_{i}(n-1) T_{i, j}, \quad 1 \leqslant j \leqslant N_{n}, n \geqslant 1 .
$$

It is clear that the sequence $\left\{{ }_{N_{n}} \pi_{j}(n)\right\}$ is used to approximate the value $\pi_{j}(n)$. For a sufficiently large positive integer $M$, we write

$$
\begin{equation*}
{ }_{M} \bar{F}(x)=\sum_{n=0}^{M}{ }_{N_{n}} \pi(n) \frac{x^{n}}{n!} . \tag{8.13}
\end{equation*}
$$

It is easy to check that the sequence $\left\{_{M} \bar{F}(x)\right\}$ converges to the transient solution $\bar{F}(x)$ for each $x \geqslant 0$, and this convergence is uniform for $x \in[0, T]$.

## Algorithm 8.4 Computation of the GPH Distribution

INPUT: The vector $\alpha, T^{0}$, the matrix $T$, the error $\varepsilon>0$.
COMPUTATION:
Step 1 Generating the integer sequence $\left\{N_{k}\right\}$.
Step 2 Iteratively computing $\left\{{ }_{N_{n}} \pi(n)\right\}$.
Step 3 Determining the function sequence $\left\{_{M} \bar{F}(x)\right\}$ according to Eq. (8.13).
OUTPUT: The approximate transient probability $\left\{_{M} \bar{F}(x)\right\}$.
We now compute the busy period distribution of a $P H / P H^{\mathrm{x}} / 1$ queue, where the interarrival and service times are all of phase type with irreducible representations $(\alpha, T)$ of size $m$ and $(\beta, S)$ of size $n$, respectively. The service batch size has the discrete probability distribution $\left\{p_{n}\right\}$. It is clear that the busy period $\chi$ is of generalized phase type with irreducible representations $(\gamma, W)$, where

$$
\gamma=(\alpha \otimes \beta, 0,0, \ldots)
$$

and

$$
\begin{gathered}
W=\left(\begin{array}{cccccc}
A_{1} & A_{0} & & & \\
A_{2} & A_{1} & A_{0} & & \\
A_{3} & A_{2} & A_{1} & A_{0} & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right), \\
A_{0}=\left(T^{0} \alpha\right) \otimes I, \quad A_{1}=I \otimes S, \quad A_{k}=p_{k} I \otimes\left(S^{0} \beta\right), \quad k \geqslant 2 .
\end{gathered}
$$

Let

$$
B(x)=P\{\chi>x\} .
$$

Then using Algorithm 8.4 we can approximate $B(x)$ in terms of the sequence $\left\{B_{M}(x)\right\}$ for $x \in[0, a]$.

### 8.2.3 GMAPs

Similar to Section 5.1 we can provide a GPH renewal process based on the GPH distribution. Now, we consider a GMAP with irreducible matrix descriptor $(C, D)$ of infinite size. Note the GMAP is a special case of the CMAP given in Section 5.7.

We write $P(k ; t)=\left(P_{j, j^{\prime}}(k ; t)\right)_{j, j^{\prime} \geqslant 1}$, where $P_{j, j^{\prime}}(k ; t)$ is a conditional probability that the Markov chain $C+D$ is in the phase $j^{\prime}$ at time $t$ and that $k$ renewals occur in $[0, t$ ), given that the Markov chain starts in the phase $j$ at time 0 . The matrix sequence $\{P(k ; t)\}$ satisfies the forward Chapman-Kolmogorov differential equations

$$
\begin{gathered}
P^{\prime}(0 ; t)=P(0 ; t) C, \\
P^{\prime}(k ; t)=P(k ; t) C+P(k-1 ; t) D, \quad k \geqslant 1 ;
\end{gathered}
$$

or the backward Chapman-Kolmogorov differential equations

$$
\begin{gathered}
P^{\prime}(0 ; t)=C P(0 ; t), \\
P^{\prime}(k ; t)=C P(k ; t)+D P(k-1 ; t), \quad k \geqslant 1 .
\end{gathered}
$$

At the same time, the initial condition is given by

$$
P(k, 0)= \begin{cases}I, & k=0, \\ 0, & k \geqslant 1 .\end{cases}
$$

Let $P^{*}(z ; t)=\sum_{k=0}^{\infty} z^{k} P(k ; t)$. Then it is easy to see that

$$
P^{*}(z ; t)=\exp \{(C+z D) t\} .
$$

If the Markov chain $C+D$ is irreducible and positive recurrent, we denote by $\theta$ the stationary probability vector of the Markov chain $C+D$. The stationary arrival rate of the GMAP is given by $\lambda=\theta D e$.

In what follows we discuss the inter-dependent structure of the GMAP. To do this, we assume that an arrival occurs at time 0 . Let $\tau_{k}$ be the $k$ th arrival epoch of the GMAP for $k \geqslant 0$, where $\tau_{0}=0$. Let $X_{n}=\tau_{n}-\tau_{n-1}$. Then $X_{n}$ is the $n$th interarrival time of the GMAP for $n \geqslant 1$. In general, these random variables $X_{n}$ for $n \geqslant 1$ are not independent but they are identically distributed with
marginal densities given by

$$
f(t)=\theta \exp \{C t\} D e
$$

Define the matrix $W(t)$ with the $(i, j)$ th element $W_{i, j}(t)$ which is a conditional probability density for an interarrival time $[0, t)$, terminating at phase $j$ and beginning at the initial phase $i$. It is easy to check that $W(t)=\exp \{C t\} D$. When the environment stochastic process $\{J(t) ; t \geqslant 0\}$ evolves from one arrival epoch to the next one, the transition probability matrix of the GMAP is given by

$$
W=-\int_{0}^{+\infty} \exp \{C t\} D \mathrm{~d} t=-C_{\max }^{-1} D
$$

where

$$
C_{\max }^{-1}=\left(I-G_{L}\right)^{-1} U_{D}^{-1}\left(I-R_{U}\right)^{-1} .
$$

It is clear that $\theta W=\theta$. The joint probability density of the two random variables $X_{l}$ and $X_{l+k}$ is given by

$$
f_{k, l}(x, y)=\theta \exp \{C t\} D W^{k-1} \exp \{C t\} D e
$$

Therefore, we obtain

$$
E\left[X_{l} X_{l+k}\right]=\int_{0}^{+\infty} \int_{0}^{+\infty} x y f_{k, l}(x, y) \mathrm{d} x \mathrm{~d} y=\theta C_{\max }^{-1} W^{k} C_{\max }^{-1} e
$$

Note that

$$
E\left[X_{l}\right] E\left[X_{l+k}\right]=\left(\theta C_{\max }^{-1} e\right)^{2}=\theta C_{\max }^{-1} e \theta W^{k} C_{\max }^{-1} e
$$

the correlation between the two random variables $X_{l}$ and $X_{l+k}$ is given by

$$
\rho_{k}=\frac{\theta C_{\max }^{-1}(I-e \theta) W^{k} C_{\max }^{-1} e}{\theta C_{\max }^{-1}(2 I-e \theta) C_{\max }^{-1} e}
$$

### 8.2.4 Time-Inhomogeneous $\mathbf{P H}(t)$ Distribution

We consider a time-inhomogeneous continuous-time Markov chain with state space $\Omega=\{1,2, \ldots, m, m+1\}$ whose infinitesimal generator is given by

$$
Q=\underset{(1,2, \ldots, m)}{ } \begin{gathered}
(1,2, \ldots, m)
\end{gathered} \begin{gathered}
m+1 \\
m+1
\end{gathered}\left(\begin{array}{cc}
T(t) & T^{0}(t) \\
0 & 0
\end{array}\right),
$$

where $T^{0}(t) \nsucceq 0$ and $T(t) e+T^{0}(t)=0$. It is clear that state $m+1$ is an absorbing state and all the others are transient. Let $\left(\alpha, \alpha_{m+1}\right)$ be the initial probability vector of the Markov chain, where $\alpha e+\alpha_{m+1}=1$. For the time-inhomogeneous Markov chain, the distribution $F(x)$ of the time $X$ until absorption into the absorbing state $m+1$ is called a time-inhomogeneous PH distribution ( $\mathrm{PH}(t)$ ) with representation $(\alpha, T(t))$. If $T(t)+T^{0}(t) \alpha$ is the infinitesimal generator of an irreducible Markov chain, then this representation $(\alpha, T(t))$ is called an irreducible representation. In this case, we have

$$
F(x)=1-\alpha \exp \left\{\int_{0}^{x} T(t) \mathrm{d} t\right\} e .
$$

### 8.2.5 Time-Inhomogeneous MAP ( $\boldsymbol{t}$ )

we consider a $\operatorname{MAP}(t)$ with irreducible matrix descriptor $(C(t), D(t))$. We write $P(k ; t)=\left(P_{j, j^{\prime}}(k ; t)\right)_{j, j^{\prime} \geqslant 1}$, where $P_{j, j^{\prime}}(k ; t)$ is a conditional probability that the Markov chain $C(t)+D(t)$ is in the phase $j^{\prime}$ at time $t$ and that $k$ renewals occur in $[0, t)$, given that the Markov chain starts in the phase $j$ at time 0 . The matrix sequence $\{P(k ; t)\}$ satisfies the forward Chapman-Kolmogorov differential equations

$$
\begin{gathered}
P^{\prime}(0 ; t)=P(0 ; t) C(t), \\
P^{\prime}(k ; t)=P(k ; t) C(t)+P(k-1 ; t) D(t), \quad k \geqslant 1 ;
\end{gathered}
$$

or the backward Chapman-Kolmogorov differential equations

$$
\begin{gathered}
P^{\prime}(0 ; t)=C(t) P(0 ; t), \\
P^{\prime}(k ; t)=C(t) P(k ; t)+D(t) P(k-1 ; t), \quad k \geqslant 1 .
\end{gathered}
$$

At the same time, the initial condition is given by

$$
P(k, 0)= \begin{cases}I, & k=0, \\ 0, & k \geqslant 1 .\end{cases}
$$

Let $P^{*}(z ; t)=\sum_{k=0}^{\infty} z^{k} P(k ; t)$. Then it is easy to see that

$$
P^{*}(z ; t)=\exp \left\{\int_{0}^{t}(C(u)+z D(u)) \mathrm{d} u\right\} .
$$

### 8.2.6 A Time-Inhomogeneous MAP(t)/PH(t)/1 Queue

We consider a time-inhomogeneous $\operatorname{MAP}(t) / \mathrm{PH}(t) / 1$ queue, where the arrival
process is a $\operatorname{MAP}(t)$ with irreducible matrix descriptor $(C(t), D(t))$ and the service time distribution is of phase type with irreducible representation $(\alpha, T(t))$. The corresponding time-inhomogeneous QBD process is given by

$$
Q(t)=\left(\begin{array}{ccccc}
C(t) \otimes I & D(t) \otimes I & & & \\
I \otimes\left[T^{0}(t) \alpha\right] & C(t) \oplus T(t) & D(t) \otimes I & & \\
& I \otimes\left[T^{0}(t) \alpha\right] & C(t) \oplus T(t) & D(t) \otimes I & \\
& & \ddots & \ddots & \ddots
\end{array}\right)
$$

The transient probability vector of the QBD process is given by

$$
\pi(t)=\pi(0) \exp \left\{\int_{0}^{t} Q(u) \mathrm{d} u\right\} .
$$

### 8.3 The Sojourn Times

In this section, we study the sojourn times of an irreducible $M$-state Markov chain which is either discrete-time or continuous-time, and derive expressions for the probability distributions of the sojourn times. Note that $M$ may be either finite or infinite.

### 8.3.1 Discrete-Time Markov Chains

Consider an irreducible discrete-time $M$-state Markov chain $\left\{X_{n}\right\}$ whose transition probability matrix $P=\left(p_{i, j}\right)_{1 \leqslant i, j \leqslant M}$. Let $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{M}\right)$, where $\alpha_{i}=P\left\{X_{0}=i\right\}$ for $1 \leqslant i \leqslant M$. Let $E=\{1,2, \ldots, K\}$ and $E^{c}=\{K+1, K+2, \ldots, M\}$.Then according to the two sets $E$ and $E^{c}, \alpha$ and $P$ are partitioned as

$$
\alpha=\left(\alpha^{(1)}, \alpha^{(2)}\right)
$$

and

$$
P=\left(\begin{array}{ll}
P_{1,1} & P_{1,2} \\
P_{2,1} & P_{2,2}
\end{array}\right)
$$

respectively. It is easy to see that the order of the matrix $P_{2,2}$ is finite if $M<\infty$ or is infinite if $M=\infty$. Since the Markov chain is irreducible, the two matrices $I-P_{1,1}$ and $I-P_{2,2}$ are both invertible. Specifically, this section only uses the minimal nonnegative inverse $\left(I-P_{2,2}\right)_{\min }^{-1}$ when $M=\infty$. For simplicity of description, we still use the notation $\left(I-P_{2,2}\right)^{-1}$ for the minimal nonnegative inverse $\left(I-P_{2,2}\right)_{\min }^{-1}$.

Let

$$
\Theta_{1}=P_{1,2}\left(I-P_{2,2}\right)^{-1} P_{2,1}\left(I-P_{1,1}\right)^{-1}
$$

and

$$
\Theta_{2}=P_{2,1}\left(I-P_{1,1}\right)^{-1} P_{1,2}\left(I-P_{2,2}\right)^{-1} .
$$

Lemma 8.2 If the Markov chain $P$ is positive recurrent and $\pi=\left(\pi^{(1)}, \pi^{(2)}\right)$ is its stationary probability vector, then $\pi^{(1)} \Theta_{1}=\pi^{(1)}$ and $\pi^{(2)} \Theta_{2}=\pi^{(2)}$.

Proof Note that $\pi^{(1)}$ is the stationary probability vector of the censored chain $\Psi_{1}=P_{1,1}+P_{1,2}\left(I-P_{2,2}\right)^{-1} P_{2,1}$ to set $E$, we obtain that $\pi^{(1)} \Psi_{1}=\pi^{(1)}$, that is

$$
\pi^{(1)}\left[P_{1,1}+P_{1,2}\left(I-P_{2,2}\right)^{-1} P_{2,1}\right]=\pi^{(1)},
$$

which leads to $\pi^{(1)} \Theta_{1}=\pi^{(1)}$. Similarly, we can yield $\pi^{(2)} \Theta_{2}=\pi^{(2)}$. This completes the proof.

A sojourn of the Markov chain $\left\{X_{n}\right\}$ in set $E$ is the state sequence $X_{m}$, $X_{m+1}, \ldots, X_{m+k}$ for $k \geqslant 1$, where $X_{m}, X_{m+1}, \ldots, X_{m+k-1} \in E$, while $X_{m-1}, X_{m+k} \notin E$. This sojourn lasts $k$ time units, and begins at time $m$ and finishes at time $m+k$.

Let $V_{k}$ be a random variable representing the $k$ th sojourn of the Markov chain $\left\{X_{n}\right\}, k \geqslant 1$. It is clear that the irreducibility of the Markov chain assures the existence of infinite sojourns in $E$ with probability 1 . For each $k \geqslant 1$, we write

$$
\begin{gathered}
v_{k}(i)=P\left\{V_{k}=i\right\}, \\
v_{k}=\left(v_{k}(1), v_{k}(2), \ldots, v_{k}(K)\right), \quad E=\{1,2, \ldots, k\} .
\end{gathered}
$$

The following theorem provides expression for the vector $v_{k}$ for $k \geqslant 1$.
Theorem 8.2

$$
\begin{equation*}
v_{1}=\alpha^{(1)}+\alpha^{(2)}\left(I-P_{2,2}\right)^{-1} P_{2,1} . \tag{1}
\end{equation*}
$$

(2) For $k \geqslant 2$,

$$
v_{k}=v_{1} L^{k-1},
$$

where

$$
\begin{aligned}
L & =\left(I-P_{1,1}\right)^{-1} P_{1,2}\left(I-P_{2,2}\right)^{-1} P_{2,1} \\
& =\left(I-P_{1,1}\right)^{-1} \Theta_{1}\left(I-P_{1,1}\right) .
\end{aligned}
$$

Proof (1) For $i \in E^{c}$ and $j \in E$, we write

$$
h_{i, j}=P\left\{V_{1}=j \mid X_{0}=i\right\}
$$

and $H=\left(h_{i, j}\right)_{1 \leqslant i, j \leqslant K}$. It is easy to see that $H$ is the matrix of absorption probabilities from $E^{c}$ to $E$, thus we obtain

$$
H=\left(I-P_{2,2}\right)^{-1} P_{2,1} .
$$

Therefore,

$$
P\left\{V_{1}=j\right\}=\alpha_{j}^{(1)}+\sum_{i \in E^{c}} P\left\{X_{0}=i\right\} h_{i, j} .
$$

This gives, in matrix notation,

$$
v_{1}=\alpha^{(1)}+\alpha^{(2)}\left(I-P_{2,2}\right)^{-1} P_{2,1} .
$$

(2) Let $V_{1}^{c}$ be a random variable representing the state of $E^{c}$ in which the first sojourn of the Markov chain $\left\{X_{n}\right\}$ begins. We write

$$
w_{i, j}=P\left\{V_{1}^{c}=j \mid X_{0}=i\right\}, \quad i \in E, j \in E^{c},
$$

and $W=\left(w_{i, j}\right)_{i \in E, j \in E^{c}}$. Then

$$
W=\left(I-P_{1,1}\right)^{-1} P_{1,2}
$$

Let

$$
l_{i, j}=P\left\{V_{2}=j \mid X_{0}=i\right\}, \quad i \in E, j \in E,
$$

and $L=\left(l_{i, j}\right)_{1 \leqslant i, j \leqslant K}$. Then

$$
\begin{aligned}
l_{i, j} & =\sum_{k \in E^{c}} P\left\{V_{1}^{c}=k \mid X_{0}=i\right\} P\left\{V_{2}=j \mid V_{1}^{c}=k, X_{0}=i\right\} \\
& =\sum_{k \in E^{c}} P\left\{V_{1}^{c}=k \mid X_{0}=i\right\} P\left\{V_{2}=j \mid V_{1}^{c}=k\right\} \\
& =\sum_{k \in E^{c}} w_{i, k} h_{k, j},
\end{aligned}
$$

thus we obtain

$$
L=W H .
$$

Note that

$$
\begin{aligned}
P\left\{V_{k}=j\right\} & =\sum_{i \in E} P\left\{V_{1}=i\right\} P\left\{V_{k}=j \mid V_{1}=i\right\} \\
& =\sum_{i \in E} v_{i} l_{i, j}^{(k-1)}, \quad k \geqslant 2
\end{aligned}
$$

hence we can obtain, in matrix notation,

$$
v_{k}=v_{1} L^{k-1}, \quad k \geqslant 2 .
$$

This completes the proof.
Remark 8.3 When the size of the set $E$ or $E^{c}$ is large or infinite, we may use the $R G$-factorizations to compute the matrix $L$. We write

$$
I-P_{1,1}=\left[I-R_{U}^{(1)}\right]\left[I-\Psi_{D}^{(1)}\right]\left[I-G_{L}^{(1)}\right]
$$

and

$$
I-P_{2,2}=\left[I-R_{U}^{(2)}\right]\left[I-\Psi_{D}^{(2)}\right]\left[I-G_{L}^{(2)}\right] .
$$

Then

$$
\begin{aligned}
L= & {\left[I-G_{L}^{(1)}\right]^{-1}\left[I-\Psi_{D}^{(1)}\right]^{-1}\left[I-R_{U}^{(1)}\right]^{-1} P_{1,2} } \\
& \cdot\left[I-G_{L}^{(2)}\right]^{-1}\left[I-\Psi_{D}^{(2)}\right]^{-1}\left[I-R_{U}^{(2)}\right]^{-1} P_{2,1} \cdot
\end{aligned}
$$

Now, we further simplify the two important matrices $L$ and $H$ according to the structure of the Markov chain $P$. Let

$$
E_{1}=\left\{j \in E: p_{i, j}>0, i \in E^{c}\right\} .
$$

Then $E_{1}$ is the state set of $E$ directly accessible from $E^{c}$ in one-step transition. We write $E_{2}=E-E_{1}$. Then according to the two sets $E_{1}$ and $E_{2}$, the two matrices $L$ and $H$ are partitioned as

$$
L=\begin{gathered}
E_{1} \\
E_{1} \\
E_{2} \\
E_{2} \\
L_{1}
\end{gathered} 0
$$

and

$$
\begin{array}{cc}
E_{1} & E_{2} \\
H=E^{c}\left(\begin{array}{ll}
H_{1} & 0
\end{array}\right) .
\end{array}
$$

At the same time, the matrix $P$ is partitioned as

$$
\begin{aligned}
& E_{1} \quad E_{2} \quad E^{c} \\
& P=\begin{array}{l}
E_{1} \\
E_{2} \\
E^{c}
\end{array}\left(\begin{array}{ccc}
T_{1,1} & T_{1,2} & T_{1,3} \\
T_{2,1} & T_{2,2} & T_{2,3} \\
T_{3,1} & 0 & T_{3,3}
\end{array}\right) .
\end{aligned}
$$

The following theorem provides expressions for the matrices $L_{1}, L_{2}$ and $H_{1}$ in terms of the matrices $T_{i, j}$ for $1 \leqslant i, j \leqslant 3$.

Theorem 8.3 Based on the sets $E_{1}, E_{2}$ and $E^{c}$, we have

$$
\begin{aligned}
L_{1}= & {\left[I-T_{1,1}-T_{1,2}\left(I-T_{2,2}\right)^{-1} T_{2,1}\right]^{-1} } \\
& \cdot\left[T_{1,3}+T_{1,2}\left(I-T_{2,2}\right)^{-1} T_{2,3}\right]\left(I-T_{3,3}\right)^{-1} T_{3,1}, \\
H_{1}= & \left(I-T_{3,3}\right)^{-1} T_{3,1} L_{1}
\end{aligned}
$$

and

$$
L_{2}=\left(I-T_{2,2}\right)^{-1} T_{2,1} L_{1}+\left(I-T_{2,2}\right)^{-1} T_{2,3} H_{1} .
$$

Proof Note that

$$
L=W H=\left(I-P_{1,1}\right)^{-1} P_{1,3} H,
$$

we obtain

$$
\left(I-P_{1,1}\right) L=P_{1,3} H,
$$

that is, in block-structured notation,

$$
\left\{\begin{array}{l}
L_{1}=T_{1,1} L_{1}+T_{1,2} L_{2}+T_{1,3} H_{1}, \\
L_{2}=T_{2,1} L_{1}+T_{2,2} L_{2}+T_{2,3} H_{1}, \\
H_{1}=T_{3,1} L_{1}+T_{3,3} H_{1},
\end{array}\right.
$$

simple computation leads to the desired results. This completes the proof.
We denote by $N_{E, r}$ the time units spent in the $r$ th sojourn of the Markov chain $\left\{X_{n}\right\}$ in the set $E$.

Theorem 8.4 The random variable $N_{E, r}$ is of phase type with irreducible representation $\left(v_{r}, P_{1,1}\right)$ for $r \geqslant 1$.

Proof First, we derive the distribution of the random variable $N_{E, 1}$.
For $i \in E$, we write

$$
\beta_{k}(i)=P\left\{N_{E, 1}=k \mid V_{1}=i\right\}
$$

and

$$
\beta_{k}=\left(\beta_{k}(1), \beta_{k}(2), \ldots, \beta_{k}(K)\right) .
$$

Then

$$
\beta_{1}(i)=\sum_{j \in E^{c}} p_{i, j}
$$

and for $k \geqslant 2$,

$$
\beta_{k}(i)=\sum_{l \in E} p_{i, l} P\left\{N_{E, 1}=k \mid V_{2}=l\right\}
$$

Hence, we obtain, in matrix notation,

$$
\beta_{1}=P_{1,2} e=\left(I-P_{1,1}\right) e
$$

and for $k \geqslant 2$,

$$
\beta_{k}=P_{1,1} \beta_{k-1}=P_{1,1}^{k-1} \beta_{1}=P_{1,1}^{k-1}\left(I-P_{1,1}\right) e .
$$

Therefore,

$$
\begin{aligned}
P\left\{N_{E, 1}=k\right\} & =\sum_{i \in E} P\left\{V_{1}=i\right\} P\left\{N_{E, 1}=k \mid V_{1}=i\right\} \\
& =v_{1} P_{1,1}^{k-1}\left(I-P_{1,1}\right) e,
\end{aligned}
$$

which indicates that the random variable $N_{E, 1}$ is of phase type with irreducible representation $\left(v_{1}, P_{1,1}\right)$.

Now, we derive the distribution of the random variable $N_{E, r}$ for $r \geqslant 2$. With similar analysis to that for $N_{E, 1}$, we obtain

$$
\begin{aligned}
P\left\{N_{E, r}=k\right\} & =\sum_{i \in E} P\left\{V_{r}=i\right\} P\left\{N_{E, r}=k \mid V_{r}=i\right\} \\
& =v_{r} P_{1,1}^{k-1}\left(I-P_{1,1}\right) e,
\end{aligned}
$$

which indicates that the random variable $N_{E, r}$ is of phase type with irreducible representation ( $v_{r}, P_{1,1}$ ).

This completes the proof.
Using the moments of the discrete-time PH distribution, we have

$$
E\left[N_{E, r}^{m}\right]=v_{r} \cdot m!P_{1,1}^{m-1}\left(I-P_{1,1}\right)^{-m} e, \quad m \geqslant 1 .
$$

Remark 8.4 The random vector $\left(N_{E, 1}, N_{E, 2}, \ldots, N_{E, r}\right)$ is of r-dimensional phase type with the r-dimensional distribution function

$$
\begin{aligned}
& P\left\{N_{E, 1}=n_{1}, N_{E, 2}=n_{2}, \ldots, N_{E, r}=n_{r}\right\} \\
= & v_{1} P_{1,1}^{n_{1}-1} P_{1,2} \prod_{i=2}^{r}\left\{\left(I-P_{2,2}\right)^{-1} P_{2,1} P_{1,1}^{n_{i}-1} P_{1,2}\right\} e
\end{aligned}
$$

for $n_{1}, n_{2}, \ldots, n_{r} \geqslant 1$.

### 8.3.2 Continuous-Time Markov Chains

This analysis is similar to that for the discrete-time case. Therefore, only a simple description for the sojourn times of a continuous-time Markov chain is provided.

Consider an irreducible continuous-time $M$-state Markov chain $\left\{X_{t}, t \geqslant 0\right\}$
whose infinitesimal generator $Q=\left(q_{i, j}\right)_{1 \leqslant i, j \leqslant M}$. Let $E=\{1,2, \ldots, K\}$ and $E^{c}=$ $\{K+1, K+2, \ldots, M\}$. Then the matrix $Q$ is partitioned as

$$
Q=E\left(\begin{array}{cc}
E & E^{c} \\
E^{c}\left(\begin{array}{ll}
Q_{1,1} & Q_{1,2} \\
Q_{2,1} & Q_{2,2}
\end{array}\right)
\end{array}\right.
$$

A sojourn of the Markov chain $\left\{X_{t}, t \geqslant 0\right\}$ in the state set $E$ is a sequence $X_{t_{m}}, X_{t_{m+1}}, \ldots, X_{t_{m+k}}$ for $k \geqslant 1$, where $t_{i}$ is an instant of the $i$ th state transition; $X_{t_{m}}$, $X_{t_{m+1}}, \ldots, X_{t_{m+k-1}} \in E, X_{t_{m-1}}, X_{t_{m+k}} \notin E$. This sojourn lasts a time length $X_{t_{m+k}}-X_{t_{m}}$, and begins at time $X_{t_{m}}$ and finishes at time $X_{t_{m+k}}$.

Let $V_{k}$ be the state of $E$ in which the $k$ th sojourn of the Markov chain $\left\{X_{t}, t \geqslant 0\right\}$ begins. We write

$$
v_{k}(i)=P\left\{V_{k}=i\right\}
$$

and

$$
v_{k}=\left(v_{k}(1), v_{k}(2), \ldots, v_{k}(K)\right) .
$$

Then we obtain

$$
v_{1}=\alpha^{(1)}+\alpha^{(2)}\left(-Q_{2,2}\right)^{-1} Q_{2,1}
$$

and for $k \geqslant 2$,

$$
v_{k}=v_{1} L^{k-1}
$$

where

$$
L=\left(-Q_{1,1}\right)^{-1} Q_{1,2}\left(-Q_{2,2}\right)^{-1} Q_{2,1}
$$

We denote by $T_{E, k}$ the time length spent during the $k$ th sojourn of the Markov chain $\left\{X_{t}, t \geqslant 0\right\}$ in the state set $E$. Then for $k \geqslant 1$, the random variable $T_{E, k}$ is of phase type with irreducible representation $\left(v_{k}, Q_{1,1}\right)$, and

$$
E\left[T_{E, k}^{m}\right]=v_{k} \cdot m!\left(-Q_{1,1}\right)^{-m} e
$$

Remark 8.5 When the size of the set $E$ or $E^{c}$ is large or infinite, we may use the $R G$-factorizations to compute the matrix $L$ and the mean $E\left[T_{E, k}\right]$. We write

$$
Q_{1,1}=\left[I-R_{U}^{(1)}\right]\left[U_{D}^{(1)}\right]\left[I-G_{L}^{(1)}\right]
$$

and

$$
Q_{2,2}=\left[I-R_{U}^{(2)}\right]\left[U_{D}^{(2)}\right]\left[I-G_{L}^{(2)}\right] .
$$

Then

$$
\begin{aligned}
L= & {\left[I-G_{L}^{(1)}\right]^{-1}\left[-U_{D}^{(1)}\right]^{-1}\left[I-R_{U}^{(1)}\right]^{-1} } \\
& \cdot Q_{1,2}\left[I-G_{L}^{(2)}\right]^{-1}\left[-U_{D}^{(2)}\right]^{-1}\left[I-R_{U}^{(2)}\right]^{-1} Q_{2,1}
\end{aligned}
$$

and

$$
E\left[T_{E, k}\right]=v_{k}\left[I-G_{L}^{(1)}\right]^{-1}\left[-U_{D}^{(1)}\right]^{-1}\left[I-R_{U}^{(1)}\right]^{-1} e
$$

The random vector ( $T_{E, 1}, T_{E, 2}, \ldots, T_{E, k}$ ) is of $k$-dimensional phase type with the $m$-dimensional distribution function

$$
\begin{aligned}
P\left\{T_{E, 1}>t_{1}, T_{E, 2}>t_{2}, \ldots, T_{E, k}>t_{k}\right\}= & v_{1}\left(-Q_{1,1}\right)^{-1}\left[I-\exp \left\{Q_{1,1} t_{1}\right\}\right] Q_{1,2} \\
& \cdot \prod_{i=2}^{k}\left\{\left(-Q_{2,2}\right)^{-1} Q_{2,1}\left(-Q_{1,1}\right)^{-1}\left[I-\exp \left\{Q_{1,1} t_{i}\right\}\right] Q_{1,2}\right\} e .
\end{aligned}
$$

Now, we analyze a $\mathrm{MAP} / \mathrm{PH} / 1$ queue, where the customer arrivals are a MAP with irreducible matrix descriptor $\left(D_{0}, D_{1}\right)$ of size $m$ and the service times are of phase type with irreducible representation $(\beta, S)$ of size $n$. Let $N(t), I(t)$ and $J(t)$ be the number of customers in the system, the phases of the arrival and service processes at time $t$, respectively. Then $\{(N(t), I(t), J(t)): t \geqslant 0\}$ is a level-independent QBD process whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{ccccc}
D_{0} & D_{1} \otimes \beta & & & \\
I \otimes S^{0} & D_{0} \oplus S & D_{1} \otimes I & & \\
& I \otimes\left(S^{0} \beta\right) & D_{0} \oplus S & D_{1} \otimes I & \\
& & I \otimes\left(S^{0} \beta\right) & D_{0} \oplus S & D_{1} \otimes I \\
& & \ddots & \ddots & \ddots
\end{array}\right) .
$$

We consider the following two cases:
Case I $E=\{$ Level 0 , Level 1$\}$ and $\alpha=\left(\alpha_{0}, \alpha_{1}, \ldots\right)$. Then

$$
v_{1}=\left(\alpha_{0}, \alpha_{1}\right)+\left(\alpha_{2}, \alpha_{3}, \ldots\right)\left(-Q_{2,2}\right)^{-1} Q_{2,1}
$$

and

$$
v_{k}=v_{1}\left[\left(-Q_{1,1}\right)^{-1} Q_{1,2}\left(-Q_{2,2}\right)^{-1} Q_{2,1}\right]^{k-1}, \quad k \geqslant 2 .
$$

Case II $E=\{$ Level 1,Level 2$\}$ and $\alpha=\left(\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots\right)$. We take $E_{1}^{c}=\{$ Level 0$\}$ and $E_{2}^{c}=\{$ Level 3, Level $4, \ldots\}$. Then the matrix $Q$ is partitioned as

$$
Q=\begin{gathered}
E_{1}^{c} \\
E \\
E \\
E_{2}^{c}
\end{gathered}\left(\begin{array}{ccc}
Q_{1,1}^{c} & E & E_{2}^{c} \\
Q_{1,2} & Q_{1,3} \\
Q_{2,1} & Q_{2,2} & Q_{2,3} \\
Q_{3,1} & Q_{3,2} & Q_{3,3}
\end{array}\right) .
$$

In this case, we write

$$
Q=\begin{gathered}
E \\
E_{1}^{c} \\
E_{2}^{c}
\end{gathered}\left(\begin{array}{ccc}
E & E_{1}^{c} & E_{2}^{c} \\
Q_{2,2} & Q_{2,1} & Q_{2,3} \\
Q_{1,2} & Q_{1,1} & Q_{1,3} \\
Q_{3,1} & Q_{3,3}
\end{array}\right) .
$$

Hence, we obtain

$$
v_{1}=\left(\alpha_{1}, \alpha_{2}\right)+\left(\alpha_{0}, \alpha_{3}, \alpha_{4}, \ldots\right)\left(\begin{array}{ll}
-Q_{1,1} & -Q_{1,3} \\
-Q_{3,1} & -Q_{3,3}
\end{array}\right)^{-1}\binom{Q_{1,2}}{Q_{3,2}}
$$

and for $k \geqslant 2$

### 8.4 Time-Inhomogeneous Discrete-Time Models

In this section, we discuss an irreducible time-inhomogeneous discrete-time Markov chain, and provide expression for its transient probability. Further, when the Markov chain is periodic, we obtain a new expression for the asymptotic periodic distribution.

Consider an irreducible time-inhomogeneous discrete-time Markov chain $\left\{\left(X_{n}, J_{n}\right): n \geqslant 0\right\}$ whose transition probability matrix is given by

$$
P(n)=\left(\begin{array}{cccc}
P_{0,0}^{(n)} & P_{0,1}^{(n)} & P_{0,2}^{(n)} & \ldots \\
P_{1,0}^{(n)} & P_{1,1}^{(n)} & P_{1,2}^{(n)} & \ldots \\
P_{2,0}^{(n)} & P_{2,1}^{(n)} & P_{2,2}^{(n)} & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right), \quad n \geqslant 0,
$$

where $P_{k, k}^{(n)}$ is a matrix of size $m_{k}$ for $k \geqslant 0$, the sizes of all the other matrices can be determined accordingly. The $(i, j)$ th entry of the matrix $P_{l, k}^{(n)}$ is given by

$$
\left(P_{l, k}^{(n)}\right)_{i, j}=P\left\{X_{n+1}=k, J_{n+1}=j \mid X_{n}=l, J_{n}=i\right\}
$$

which depends on the time $n$ for $n \geqslant 0$.

### 8.4.1 The Transient Probability Vector

We write

$$
\begin{gathered}
\pi_{k, j}(n)=P\left\{X_{n}=k, J_{n}=j\right\}, \\
\pi_{k}(n)=\left(\pi_{k, 1}(n), \pi_{k, 2}(n), \ldots, \pi_{k, m_{k}}(n)\right), \\
\pi(n)=\left(\pi_{0}(n), \pi_{1}(n), \pi_{2}(n), \ldots\right), \quad n \geqslant 0 .
\end{gathered}
$$

It is clear that if $\pi(0)=\alpha$ is the initial probability vector, then

$$
\pi(1)=\pi(0) P(0)
$$

and for $n \geqslant 1$,

$$
\begin{equation*}
\pi(n)=\pi(n-1) P(n-1) . \tag{8.14}
\end{equation*}
$$

Hence we obtain that for $1 \leqslant m \leqslant n$

$$
\begin{equation*}
\pi(n)=\pi(n-m) P(n-m) P(n-m+1) \ldots P(n-1), \tag{8.15}
\end{equation*}
$$

we have

$$
\begin{equation*}
\pi(n)=\alpha P(0) P(1) P(2) \ldots P(n-1), \quad n \geqslant 1 . \tag{8.16}
\end{equation*}
$$

Based on (8.15), we introduce a notation

$$
\begin{equation*}
\mathcal{P}(m, n)=P(n-m) P(n-m+1) \ldots P(n-1) P(n), \quad 1 \leqslant m \leqslant n . \tag{8.17}
\end{equation*}
$$

Then

$$
\begin{equation*}
\pi(n)=\pi(n-m) \mathcal{P}(m, n-1), \quad 1 \leqslant m \leqslant n . \tag{8.18}
\end{equation*}
$$

The following two propositions provide some closure properties for the matrix $\mathcal{P}(m, n)$ for $1 \leqslant m \leqslant n$.

Proposition 8.1 For $1 \leqslant m \leqslant n$, we have
(1) if $P(n)$ is stochastic for each $n \geqslant 1$, then $\mathcal{P}(m, n)$ is also stochastic;
(2) if $P(n)$ is irreducible for each $n \geqslant 1$, then $\mathcal{P}(m, n)$ is also irreducible.

Proposition 8.2 For $1 \leqslant m \leqslant n$, we have
(1) If the Markov chain $P(n)$ is recurrent for each $n \geqslant 1$, then the Markov chain $\mathcal{P}(m, n)$ is also recurrent.
(2) If the Markov chain $P(n)$ is positive recurrent for each $n \geqslant 1$, then the Markov chain $\mathcal{P}(m, n)$ is also positive recurrent.
(3) If the Markov chain $P(n)$ is recurrent for each $n \geqslant 1$, and there exists a Markov chain $P(n-k)$ which is null recurrent for $0 \leqslant k \leqslant m$, then the Markov
chain $\mathcal{P}(m, n)$ is null recurrent.
(4) If there exists a Markov chain $P(n-k)$ which is transient for $0 \leqslant k \leqslant m$, then the Markov chain $\mathcal{P}(m, n)$ is transient.

In what follows we analyze the block structure for the matrix $\mathcal{P}(m, n)$ with respect to some special Markov chains such as the QBD processes, the Markov chains of $G I / M / 1$ type and the Markov chains of $M / G / 1$ type.
(1) The QBD processes

If the Markov chain $P(n)$ is a QBD process for each $n \geq 1$, then the Markov chain $\mathcal{P}(m, n)$ is also a QBD process for $1 \leqslant m \leqslant n$.

We provide a computational illustration. Let

$$
P(n)=\left(\begin{array}{ccccc}
A_{0,0}^{(n)} & A_{0,1}^{(n)} & & & \\
A_{1,0}^{(n)} & A_{1,1}^{(n)} & A_{1,2}^{(n)} & & \\
& A_{2,1}^{(n)} & A_{2,2}^{(n)} & A_{2,3}^{(n)} \\
& \ddots & \ddots & \ddots
\end{array}\right), \quad n \geqslant 1 .
$$

Then

$$
P(n-1) P(n)=\left(\begin{array}{llll}
\left(\begin{array}{ll}
* & * \\
* & *
\end{array}\right) & \left(\begin{array}{ll}
* & \\
* & *
\end{array}\right) & & \\
\left(\begin{array}{ll}
* & * \\
* & *
\end{array}\right) & \left(\begin{array}{ll}
* & * \\
* & *
\end{array}\right) & \left(\begin{array}{ll}
* & \\
* & *
\end{array}\right) \\
& \left(\begin{array}{ll}
* & * \\
* & *
\end{array}\right) & \left(\begin{array}{ll}
* & * \\
* & *
\end{array}\right) & \\
& \ddots & \ddots & \ddots
\end{array}\right),
$$

where $*$ represents a non-zero block which can be obtained easily.
(2) Markov chains of $G I / M / 1$ type

If the Markov chain $P(n)$ is a Markov chain of $G I / M / 1$ type for each $n \geqslant 0$, then the Markov chain $\mathcal{P}(m, n)$ is also a Markov chain of $G I / M / 1$ type for $1 \leqslant m \leqslant n$.
(3) Markov chains of $M / G / 1$ type

If the Markov chain $P(n)$ is a Markov chain of $M / G / 1$ type for each $n \geqslant 0$, then the Markov chain $\mathcal{P}(m, n)$ is also a Markov chain of $M / G / 1$ type for $1 \leqslant m \leqslant n$.

### 8.4.2 The Asymptotic Periodic Distribution

We assume that the irreducible time-inhomogeneous discrete-time Markov chain
$\left\{\left(X_{n}, J_{n}\right): n \geqslant 0\right\}$ is $d$-periodic, that is,

$$
P(n)=P(n+k d), \quad k \geqslant 1,0 \leqslant n \leqslant d-1 .
$$

In this case, if $m=n+k d$ for $k \geqslant 1$ and $0 \leqslant n \leqslant d-1$, then

$$
P(m)=P(n) .
$$

This indicates that the dynamical behavior of the Markov chain $\left\{\left(X_{n}, J_{n}\right)\right.$ : $n \geqslant 0\}$ is completely determined by the $d$ matrices $P(0), P(1), \ldots, P(d-1)$.

Let $m=n+k d$ for $k \geqslant 1$ and $0 \leqslant n \leqslant d-1$. Then

$$
\begin{aligned}
\pi(m)= & \pi(m-1) P(m-1) \\
= & \pi(n) P(n) P(n+1) \ldots P(n+d-1) \\
& \cdot P(n+d) P(n+d+1) \ldots P(n+2 d-1) \\
& \ldots \\
& \cdot P(n+(k-1) d) P(n+(k-1) d+1) \ldots P(n+k d-1) \\
= & \pi(n)[P(n) P(n+1) \ldots P(n+d-1)]^{k} .
\end{aligned}
$$

Hence, we obtain

$$
\begin{equation*}
\pi(m)=\alpha P(0) P(1) P(2) \ldots P(n-1)[P(n) P(n+1) \ldots P(n+d-1)]^{k} . \tag{8.19}
\end{equation*}
$$

Let

$$
\mathfrak{J}(n, d)=\lim _{k \rightarrow \infty} \pi(n+k d) .
$$

If $P(k)$ is stochastic for each $k \geqslant 1$, then

$$
\mathcal{P}(n, n+d-1)=P(n) P(n+1) \ldots P(n+d-1)
$$

is also stochastic. Under the stochastic condition, the Cesaro limit

$$
\mathcal{P}^{*}(n, n+d-1)=\lim _{N \rightarrow \infty} \frac{1}{N+1} \sum_{l=0}^{N}[\mathcal{P}(n, n+d-1)]^{l}
$$

always exists. Thus, we obtain

$$
\begin{align*}
\mathfrak{J}(n, d) & =\pi(n) \mathcal{P}^{*}(n, n+d-1) \\
& =\alpha P(0) P(1) P(2) \ldots P(n-1) \mathcal{P}^{*}(n, n+d-1) . \tag{8.20}
\end{align*}
$$

Specifically, if the Markov chain $\mathcal{P}(n, n+d-1)$ is positive recurrent, then

$$
\theta(n, d) P(n, n+d-1)=\theta(n, d)
$$

and $\theta(n, d) e=1$. Hence we have

$$
\mathcal{P}^{*}(n, n+d-1)=e \theta(n, d) .
$$

In this case, it is clear that

$$
\begin{equation*}
\mathfrak{J}(n, d)=\alpha P(0) P(1) P(2) \ldots P(n-1) e \theta(n, d)=\theta(n, d) . \tag{8.21}
\end{equation*}
$$

This shows that $\mathfrak{J}(n, d)$ can be expressed by the stationary probability vector $\theta(n, d)$ of the Markov chain $\mathcal{P}(n, n+d-1)$.

For the limit $\mathfrak{J}(n, d)$ for $0 \leqslant n \leqslant d-1$, Eq. (8.20) provides expression of $\mathfrak{J}(n, d)$ under a weaker condition in which the matrix $P(k)$ is stochastic for each $k \geqslant 1$; while Eq. (8.21) provides expression of $\mathfrak{J}(n, d)$ under a stronger condition under which the Markov chain $\mathcal{P}(n, n+d-1)$ is positive recurrent. Therefore, it is necessary that we discuss the conditions under which the Markov chain $\mathcal{P}(n, n+d-1)$ is positive recurrent, and provide effective algorithms for computing the stationary probability vector $\theta(n, d)$. Here, we only discuss the Markov chain of $G I / M / 1$ type. The other Markov chains can be similarly dealt with by the results of Chapter 2.

If the Markov chain $P(n)$ is a level-independent Markov chain of $G I / M / 1$ type for each $n \geqslant 1$, then the Markov chain $\mathcal{P}(m, n)$ is also a level-independent Markov chain of $G I / M / 1$ type for $1 \leqslant m \leqslant n$. Let

$$
P(n)=\left(\begin{array}{ccccc}
B_{1}^{(n)} & B_{0}^{(n)} & & & \\
B_{2}^{(n)} & A_{1}^{(n)} & A_{0}^{(n)} & & \\
B_{3}^{(n)} & A_{2}^{(n)} & A_{1}^{(n)} & A_{0}^{(n)} & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right), \quad n \geqslant 1 .
$$

Then

The state space of the Markov chain $\mathcal{P}(1, n)=P(n-1) P(n)$, in $G I / M / 1$ type, is given by

$$
\Omega(n-1 \text { to } n)=\left\{\bigcup_{i=k \times 2}^{(k+1) \times 2-1}(\text { Level } i): k=0,1,2, \ldots\right\} .
$$

By induction, the state space of the Markov chain

$$
P(m, n)=P(n-m) P(n-m+1) \ldots P(n),
$$

in $G I / M / 1$ type, is given by

$$
\Omega(n-m \text { to } n)=\left\{\bigcup_{i=k \times 2^{m}}^{(k+1) \times 2^{m}-1}(\text { Level } i): k=0,1,2, \ldots\right\}, \quad 1 \leqslant m \leqslant n .
$$

That is, for the level-independent Markov chain $\mathcal{P}(m, n)$ of $G I / M / 1$ type, the new $k$ th level of $\Omega(n-m$ to $n)$ is given by

$$
\overline{\operatorname{Level} k}=\bigcup_{i=k \times 2^{m}}^{(k+1) \times 2^{m}-1}(\text { Level } i) .
$$

In this case, we have

$$
P(m, n)=\left(\begin{array}{ccccc}
B_{1}^{(m, n)} & B_{0}^{(m, n)} & & & \\
B_{2}^{(m, n)} & A_{1}^{(m, n)} & A_{0}^{(m, n)} & & \\
B_{3}^{(m, n)} & A_{2}^{(m, n)} & A_{1}^{(m, n)} & A_{0}^{(m, n)} & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right), \quad 1 \leqslant m \leqslant n .
$$

When the Markov chain $P(k)$ is $d$-periodic for each $k \geqslant 0$, we are interested in the matrix

$$
\mathcal{P}(n, n+d-1)=P(n) P(n+1) \ldots P(n+d-1), \quad 0 \leqslant n \leqslant d-1 .
$$

We assume that the Markov chain $\mathcal{P}(n, n+d-1)$ is irreducible and positive recurrent. Let $\omega(n, n+d-1)$ be the stationary probability vector of the Markov chain. Then

$$
\omega(n, n+d-1)=\left(\omega_{0}(n, n+d-1), \omega_{1}(n, n+d-1), \omega_{2}(n, n+d-1), \ldots\right)
$$

partitioned according to Level $k$ for $k \geqslant 0$, and $\theta(n, n+d-1)$ its stationary probability vector

$$
\theta(n, n+d-1)=\left(\theta_{0}(n, n+d-1), \theta_{1}(n, n+d-1), \theta_{2}(n, n+d-1), \ldots\right)
$$

partitioned according to $\overline{\text { Level } k}$ for $k \geqslant 0$. Obviously, $\omega(n, n+d-1)=\theta(n$, $n+d-1$ ). Let $\eta=2^{d-1}$. Then for $k \geqslant 0$,

$$
\begin{aligned}
\omega_{k}(n, n+d-1)= & \left(\theta_{k \eta}(n, n+d-1), \theta_{k \eta+1}(n, n+d-1),\right. \\
& \left.\ldots, \theta_{(k+1) \eta-1}(n, n+d-1)\right) .
\end{aligned}
$$

Let $R(n, n+d-1)$ be the minimal nonnegative solution to the matrix equation

$$
R(n, n+d-1)=\sum_{k=0}^{\infty}[R(n, n+d-1)]^{k} A_{k}^{(n, n+d-1)}
$$

Then

$$
\omega_{k}(n, n+d-1)=\omega_{0}(n, n+d-1)[R(n, n+d-1)]^{k}, \quad k \geqslant 1,
$$

where $\omega_{0}(n, n+d-1)$ is the stationary probability vector of the censored chain

$$
U_{0}(n, n+d-1)=\sum_{k=0}^{\infty}[R(n, n+d-1)]^{k} B_{k+1}^{(n, n+d-1)}
$$

to Level 0 . In this case, we have

$$
\mathfrak{J}(n, d)=\omega(n, n+d-1), \quad 0 \leqslant n \leqslant d-1 .
$$

### 8.5 Notes in the Literature

Transient solution is always useful in the study of stochastic models such as the first passage time, the sojourn time and the fundamental period. The exact transient solution for the queue length and the busy period in an $M / M / 1$ queue was studied in terms of the modified Bessel functions, e.g., see, Lederman and Reuter [30], Champernowne [13], Clarke [15], Grassmann [19], Massey [36], Massey and Whitt [37,38], Abate and Whitt [1-2], Parthasarathy [42], Baccelli and Massey [5], and Zhang and Coyle [55]. Griffiths, Leonenko and Williams [20] considered the transient solution to the $M / E_{k} / 1$ queue. Lucantoni, Choudhury and Whitt [32] analyzed the transient performance measures of the $B M A P / G / 1$ queue. Choudhury, Lucantoni and Whitt [14] analyzed the $M_{t} / G_{t} / 1$ queue. Taaffe and Ong [53] discussed a nonstationary $P H(t) / M(t) / s / c$ queue, and Ong and Taaffe [41] analyzed the $P H(t) / P H(t) / 1 / c$ queue. Dormuth and Alfa [17] discussed the $\operatorname{MAP}(t) / P H(t) / 1 / K$ queue.

Hsu and He [22] analyzed the distribution of the first passage time for Markov chains of GI/M/1 type. Hsu and Yuan [23] studied the transient solution of denumerable Markov chains. Hsu and Yuan [24] discussed the first passage times of Markov chains and the associated algorithms. Hsu, Yuan and Li [25] discussed the first passage time of Markov renewal processes.

Aggregated Markov chains provide natural models of partially observable stochastic models, e.g., see Kemeny and Snell [28], Stewart [51], Fredkin and Rice [18], Ball and Sansom [9], Sumita and Rieders [52], Iordache, Bucurescu and Pascu [26], Ball [6], Ball, Milne and Yeo [7], Rubino and Sericola [45,47], Jalali and Hawkes [27], Ball and Yeo [10], Rydén [48], Ball, Milne, Tame and Yeo [8], Larget [29], and Stadje [50]. Based on the block-structured analysis, the sojourn times of Markov chains were discussed in, such as, Rubino and Sericola [46], Sericola [49] and Csenki [16].

Harrison and Lemoine [21] first studied the limits of the periodic queues. Readers may further refer to Asmussen and Thorisson [4], Bambos and Walrand [11], Lemoine [31], Rolski [43,44], Whillie [54], Breuer [12], and Alfa and Margolius [3].

Baccelli and Massey [5] and Margolius [33] provided a sample path analysis for the $M_{t} / M_{t} / 1$ queue. Margolius [34] analyzed transient and periodic solution to the time-inhomogeneous continuous-time QBD processes, and Margolius [35] further introduced the two crucial matrices $R(s, t)$ and $\widetilde{R}(s, t)$ to express the transient and periodic solution.

This chapter is based on Hsu and Yuan [23,24], Hsu, Yuan and Li [25], Rubino and Sericola [46], Sericola [49], Csenki [16] and Alfa and Margolius [3].

## Problems

8.1 Consider the classical $M / M / 1$ queue with arrival rate $\lambda$ and service rate $\mu$, compute the following transient performance measures:
(1) The queue length distribution,
(2) the waiting time distribution, and
(3) the busy period distribution.
8.2 Consider the classical $M / M / 1$ queue with arrival rate $\lambda$ and service rate $\mu$. Let $\rho=\lambda / \mu$. For the three cases: $\rho<1, \rho=1$ and $\rho>1$, apply the censoring technique to compute the following transient performance measures:
(1) The queue length distribution, and
(2) the busy period distribution.
8.3 Consider the classical $M / M / 1$ queue with arrival rate $\lambda$ and service rate $\mu$. Let $\rho=\lambda / \mu$. For the three cases: $\rho<1, \rho=1$ and $\rho>1$, apply the directed truncation to compute the busy period distribution.
8.4 Consider the classical $M / M^{X} / 1$ queue with arrival rate $\lambda$, service rate $\mu$ and the service batch size distribution $\left\{a_{k}\right\}$ with $a=\sum_{k=1}^{\infty} k a_{k}$. Let $\rho=\lambda /(\mu a)$. For the three cases: $\rho<1, \rho=1$ and $\rho>1$, apply the censoring technique to compute the busy period distribution under each following condition:
(1) $a_{k}=p^{k-1}(1-p)$ for $k \geqslant 1$ and $0<p<1$.
(2) $a_{k}=\frac{\varsigma}{k^{2}}$ for $k \geqslant 1$ and $\varsigma=\sum_{k=1}^{\infty} \frac{1}{k^{2}}$.
8.5 Consider an irreducible continuous-time birth-death process $\left\{X_{t}, t \geqslant 0\right\}$ whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{ccccc}
-\lambda & \lambda & & & \\
\mu & -(\lambda+\mu) & \lambda & & \\
& \mu & -(\lambda+\mu) & \lambda & \\
& & \ddots & \ddots & \ddots
\end{array}\right) .
$$

Let $\alpha=\left(\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots\right)$ with $\alpha_{i}=P\left\{X_{0}=i\right\}$ for $i \geqslant 0$, and $B(x)=P\{\tau>x\}$ where $\tau=\inf \left\{X_{t}=0\right\}$. Numerically compute the function $B(x)$ under each following condition:
(1) $\alpha_{k}=\delta_{k, 1}$ for $k \geqslant 0$.
(2) $\alpha_{k}=p^{k-1}(1-p)$ for $k \geqslant 1$ and $0<p<1$.
(3) $a_{k}=\frac{\varsigma}{k^{2}}$ for $k \geqslant 1$ and $\varsigma=\sum_{k=1}^{\infty} \frac{1}{k^{2}}$.
8.6 Consider the classical MAP/PH/1 queue with the MAP irreducible matrix descriptor $(C, D)$ of size $m$ and the PH irreducible representation $(\beta, S)$ of size $n$. Let $\theta$ be the stationary probability vector of the Markov chain $C+D$. We write $\rho=(\theta D e) /\left(-\beta S^{-1} e\right)$. For the three cases: $\rho<1, \rho=1$ and $\rho>1$, analyze the departure process of this queue by means of the GMAP.
8.7 Consider the classical $M^{X} / M^{X} / 1$ queue with the arrival rate $\lambda$, the arrival batch size distribution $\left\{a_{k}\right\}$ with $a=\sum_{k=1}^{\infty} k a_{k}<+\infty$, the service rate $\mu$, and the service batch size distribution $\left\{b_{k}\right\}$ with $b=\sum_{k=1}^{\infty} k b_{k}<+\infty$. Let $\rho=(\lambda a) /(\mu b)$. For the three cases: $\rho<1, \rho=1$ and $\rho>1$, compute the probability vectors $v_{1}$ of the first sojourn of this queue in the state set $E=\{2,3,4\}$.
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#### Abstract

In this chapter, we study quasi-stationary distributions for blockstructured Markov chains with either finitely-many levels or infinitely-many levels. We derive the $R G$-factorizations for the $\beta$-discounted block-structured transition matrix. We provide conditions for the state $\alpha$-classification, and derive two sets of expressions for the quasi-stationary distribution. As important examples, we analyze Markov chains of $M / G / 1$ type, Markov chains of $G I / M / 1$ type, Markov chains of $G I / G / 1$ type and level-dependent QBD processes.


Keywords Stochastic models, $R G$-factorization, quasi-stationary distribution, $\beta$-discounted block-structured transition matrix, state $\alpha$-classification, decay parameter.

In this chapter, we study quasi-stationary distributions for block-structured Markov chains with either finitely-many levels or infinitely-many levels. To achieve this, we give a detailed analysis for $\beta$-discounted block-structured transition matrices in terms of the $R G$-factorizations. We provide conditions for the state $\alpha$-classification, and derive two sets of expressions for the quasi-stationary distribution based on the UL-type $R G$-factorization. As important examples, we analyze Markov chains of $M / G / 1$ type, Markov chains of $G I / M / 1$ type, Markov chains of $G I / G / 1$ type and level-dependent QBD processes. It is worthwhile to note that this chapter provides a new theoretical interpretation for the matrix-geometric solution for Markov chains of $G I / M / 1$ type and the matrix-iterative solution for Markov chains of $M / G / 1$ type, e.g., see Neuts [21,22]. Also, this chapter extends the $R G$-factorizations to a more general class: The $\beta$-discounted transition matrices. The results of this chapter are useful in many applied areas such as Markov reward processes, Markov decision processes, and stochastic game theory.

This chapter is organized as follows. Section 9.1 uses the Perron-Frobenius theorem to compute the quasi-stationary distributions for a block-structured Markov chain with finitely-many levels. Based on the $R G$-factorizations, Section 9.2
provides conditions for the state $\alpha$-classification and expressions for the quasistationary distributions of a block-structured Markov chain with infinitely-many levels. Sections 9.3 to 9.6 discuss Markov chains of $M / G / 1$ type, Markov chains of $G I / M / 1$ type, Markov chains of $G I / G / 1$ type, and level-dependent QBD processes, respectively. Sections 9.7 analyzes the quasi-stationary distributions of continuoustime Markov chains. Sections 9.8 and 9.9 provide two important applications: Determining the decay parameter for the GPH distribution, and tailed analysis for the QBD processes with infinitely-many phases. Finally, Section 9.10 summarizes notes for the references related to the results of this chapter.

Throughout this chapter, the block-structured transition probability matrix $P=\left(p_{(i, r),(j, s)}\right)$, given in Eq. (2.1), is assumed to be irreducible. Let $\alpha$ be the radius of convergence for the matrix $P$. Then

$$
\alpha=\sup \left\{z \geqslant 1: \sum_{n=0}^{\infty} z^{n} p_{(i, r),(j, s)}^{(n)}<\infty\right\},
$$

where $p_{(i, r),(j, s)}^{(n)}$ is the $n$-step transition probability of the Markov chain $P$ from state $(i, r)$ to state $(j, s)$. Note that the radius $\alpha$ of convergence is independent of states $(i, r)$ and $(j, s)$. It is clear that $\alpha=1$ if $P$ is recurrent, while $\alpha>1$ if $P$ is transient.

When $P$ is transient, the states of $P$ can be further classified as $\alpha$-recurrent or $\alpha$-transient according to that $\widehat{\alpha P}=\sum_{k=0}^{\infty} \alpha^{k} P^{k}$ is infinite or finite, respectively. The matrix $\widehat{\alpha P}=\sum_{k=0}^{\infty}(\alpha P)^{k}$ is referred as the fundamental matrix of $\alpha P$. If $P$ is $\alpha-$ recurrent, either $\lim _{n \rightarrow \infty} \alpha^{n} p_{(i, r),(j, s)}^{(n)}>0$ for all states $(i, r)$ and $(j, s)$, or $\lim _{n \rightarrow \infty} \alpha^{n} p_{(i, r),(j, s)}^{(n)}=0$ for all states $(i, r)$ and $(j, s)$. In the former case, $P$ is called $\alpha$-positive recurrent and in the latter case, $\alpha$-null recurrent.

For $1<\beta \leqslant \alpha$, a nonnegative non-zero row vector $\pi(\beta)$ is said to be the quasi-stationary distribution of $P$ if $\pi(\beta)=\pi(\beta) \beta P$ and $\pi(\beta) e=1$, where $e$ is a column vector of ones with suitable size. This chapter focuses on the following three issues:
(1) How to determine the radius $\alpha$ of convergence,
(2) how to provide conditions for the state $\alpha$-classification if $\alpha>1$, and
(3) how to express the quasi-stationary distribution $\pi(\beta)$ for $1<\beta \leqslant \alpha$.

### 9.1 Finitely-Many Levels

In this section, we consider an irreducible block-structured Markov chain with finitely-many levels, provide conditions for the state $\alpha$-classification and give
expression for the quasi-stationary distribution in terms of the $R G$-factorizations.
We consider an irreducible block-structured Markov chain with finitely-many levels whose transition probability matrix is given by

$$
P=\left(\begin{array}{cccc}
P_{0,0} & P_{0,1} & \ldots & P_{0, M} \\
P_{1,0} & P_{1,1} & \ldots & P_{1, M} \\
\vdots & \vdots & & \vdots \\
P_{M, 0} & P_{M, 1} & \ldots & P_{M, M}
\end{array}\right)
$$

Then the $\beta$-discounted transition matrix $\beta P$ is given by

$$
\beta P=\left(\begin{array}{cccc}
\beta P_{0,0} & \beta P_{0,1} & \ldots & \beta P_{0, M}  \tag{9.1}\\
\beta P_{1,0} & \beta P_{1,1} & \ldots & \beta P_{1, M} \\
\vdots & \vdots & & \vdots \\
\beta P_{M, 0} & \beta P_{M, 1} & \ldots & \beta P_{M, M}
\end{array}\right)
$$

Similar to the analysis in Section 2.6, for the discounted transition matrix $\beta P$ we can define the $R-, U$ - and $G$-measures which lead to the $R G$-factorizations.

### 9.1.1 The UL-Type $\boldsymbol{R} \boldsymbol{G}$-Factorization

For $0 \leqslant i, j \leqslant \mathrm{k}$ and $0 \leqslant k \leqslant M$, it is clear from Section 2.6 that

$$
P_{i, j}^{[\leqslant k]}(\beta)=\beta P_{i, j}+\sum_{n=k+1}^{M} P_{i, n}^{[\leqslant n]}(\beta)\left\{I-P_{n, n}^{[\leqslant n]}(\beta)\right\}^{-1} P_{n, j}^{[\leqslant n]}(\beta)
$$

Note that $P_{i, j}^{[\leqslant M]}(\beta)=\beta P_{i, j}$ and $P_{i, j}^{[\leqslant 0]}(\beta)=P_{i, j}^{[0]}(\beta)$.
Let

$$
\begin{gathered}
\Psi_{n}(\beta)=P_{n, n}^{[\leqslant n]}(\beta), \quad 0 \leqslant n \leqslant M, \\
R_{i, j}(\beta)=P_{i, j}^{[\leqslant j]}(\beta)\left[I-\Psi_{j}(\beta)\right]^{-1}, \quad 0 \leqslant i<j \leqslant M
\end{gathered}
$$

and

$$
G_{i, j}(\beta)=\left[I-\Psi_{i}(\beta)\right]^{-1} P_{i, j}^{[<i]}(\beta), \quad 0 \leqslant j<i \leqslant M .
$$

Then the UL-type $R G$-factorization is given by

$$
I-\beta P=\left[I-R_{U}(\beta)\right]\left[I-\Psi_{D}(\beta)\right]\left[I-G_{L}(\beta)\right]
$$

where

$$
R_{U}(\beta)=\left(\begin{array}{ccccccc}
0 & R_{0,1}(\beta) & R_{0,2}(\beta) & R_{0,3}(\beta) & \ldots & R_{0, M-1}(\beta) & R_{0, M}(\beta) \\
& 0 & R_{1,2}(\beta) & R_{1,3}(\beta) & \ldots & R_{1, M-1}(\beta) & R_{1, M}(\beta) \\
& & 0 & R_{2,3}(\beta) & \ldots & R_{2, M-1}(\beta) & R_{2, M}(\beta) \\
& & & \ddots & \ddots & \vdots & \vdots \\
& & & & 0 & R_{M-2, M-1}(\beta) & R_{M-2, M}(\beta) \\
& & & & & 0 & R_{M-1, M}(\beta) \\
& & & & & & 0
\end{array}\right),
$$

$$
\Psi_{D}(\beta)=\operatorname{diag}\left(\Psi_{0}(\beta), \Psi_{1}(\beta), \Psi_{2}(\beta), \Psi_{3}(\beta), \ldots, \Psi_{M-1}(\beta), \Psi_{M}(\beta)\right)
$$

and

$$
G_{L}(\beta)=\left(\begin{array}{ccccccc}
0 & & & & & & \\
G_{1,0}(\beta) & 0 & & & & & \\
G_{2,0}(\beta) & G_{2,1}(\beta) & 0 & & & & \\
G_{3,0}(\beta) & G_{3,1}(\beta) & G_{3,2}(\beta) & 0 & & & \\
G_{4,0}(\beta) & G_{4,1}(\beta) & G_{4,2}(\beta) & G_{4,3}(\beta) & 0 & & \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \\
G_{M, 0}(\beta) & G_{M, 1}(\beta) & G_{M, 2}(\beta) & G_{M, 3}(\beta) & \ldots & G_{M, M-1}(\beta) & 0
\end{array}\right) .
$$

For the UL-type $R G$-factorization, the following proposition provides properties for the diagonal block matrix $\Psi_{D}(\beta)$. The proof is clear, and thus is omitted here.

Proposition 9.1 (1) If $1 \leqslant \beta<\alpha$, then $I-\Psi_{i}(\beta)$ is invertible for $0 \leqslant i \leqslant M$.
(2) If $P$ is $\alpha$-transient, then $I-\Psi_{i}(\alpha)$ is invertible for $0 \leqslant i \leqslant M$.
(3) If $P$ is $\alpha$-recurrent, then $I-\Psi_{i}(\alpha)$ is invertible for $1 \leqslant i \leqslant M$ but $I-\Psi_{0}(\alpha)$ is singular.

Now, we provive a new expression for the radius $\alpha$ of convergence. Let

$$
\begin{aligned}
\Psi_{0}(\beta)= & \beta P_{0,0}+\beta^{2}\left(P_{0,1}, P_{0,2}, \ldots, P_{0, M}\right)\left[I-\beta P^{[\geqslant 1]}\right]^{-1} \\
& \cdot\left(P_{1,0}^{\mathrm{T}}, P_{2,0}^{\mathrm{T}}, \ldots, P_{M, 0}^{\mathrm{T}}\right)^{\mathrm{T}}
\end{aligned}
$$

Then

$$
\alpha=\sup \left\{\beta \geqslant 1: \operatorname{det}\left(I-\Psi_{0}(\beta)\right) \neq 0\right\} .
$$

### 9.1.2 The LU-Type $\boldsymbol{R} G$-Factorization

For $k \leqslant i, j \leqslant M$ and $0 \leqslant k \leqslant M$, it is clear from Section 2.6 that

$$
P_{i, j}^{[\gtrless k+1]}(\beta)=\beta P_{i, j}+\sum_{n=0}^{k} P_{i, n}^{[\gtrless n]}(\beta)\left\{I-P_{n, n}^{[\geqslant n]}(\beta)\right\}^{-1} P_{n, j}^{[\geqslant n]}(\beta) .
$$

## Constructive Computation in Stochastic Models with Applications

Note that $P_{i, j}^{[\geqslant M]}(\beta)=P_{i, j}^{[M]}(\beta)$ and $P_{i, j}^{[\geqslant 0]}(\beta)=\beta P_{i, j}$.
Let

$$
\begin{gathered}
\Phi_{n}(\beta)=P_{n, n}^{[\geqslant n]}(\beta), \quad 0 \leqslant n \leqslant M \\
\bar{R}_{i, j}(\beta)=P_{i, j}^{[\geqslant j]}(\beta)\left[I-\Phi_{j}(\beta)\right]^{-1}, \quad 0 \leqslant j<i \leqslant M,
\end{gathered}
$$

and

$$
\bar{G}_{i, j}(\beta)=\left[I-\Phi_{i}(\beta)\right]^{-1} P_{i, j}^{[>i]}(\beta), \quad 0 \leqslant i<j \leqslant M .
$$

Then the LU-type $R G$-factorization is given by

$$
I-\beta P=\left[I-\bar{R}_{L}(\beta)\right]\left[I-\Phi_{D}(\beta)\right]\left[I-\bar{G}_{U}(\beta)\right]
$$

where

$$
\begin{gathered}
\bar{R}_{L}(\beta)=\left(\begin{array}{cccccc}
0 & & & & & \\
\bar{R}_{1,0}(\beta) & 0 & & & & \\
\bar{R}_{2,0}(\beta) & \bar{R}_{2,1}(\beta) & 0 & & & \\
\bar{R}_{3,0}(\beta) & \bar{R}_{3,1}(\beta) & \bar{R}_{3,2}(\beta) & 0 & & \\
\bar{R}_{4,0}(\beta) & \bar{R}_{4,1}(\beta) & \bar{R}_{4,2}(\beta) & \bar{R}_{4,3}(\beta) & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots \\
\\
\bar{R}_{M, 0}(\beta) & \bar{R}_{M, 1}(\beta) & \bar{R}_{M, 2}(\beta) & \bar{R}_{M, 3}(\beta) & \ldots & \bar{R}_{M, M-1}(\beta) \\
0
\end{array}\right), \\
\Phi_{D}(\beta)=\operatorname{diag}\left(\Phi_{0}(\beta), \Phi_{1}(\beta), \Phi_{2}(\beta), \Phi_{3}(\beta), \ldots, \Phi_{M-1}(\beta), \Phi_{M}(\beta)\right)
\end{gathered}
$$

and

$$
\bar{G}_{U}(\beta)=\left(\begin{array}{ccccccc}
0 & \bar{G}_{0,1}(\beta) & \bar{G}_{0,2}(\beta) & \bar{G}_{0,3}(\beta) & \ldots & \bar{G}_{0, M-1}(\beta) & \bar{G}_{0, M}(\beta) \\
& 0 & \bar{G}_{1,2}(\beta) & \bar{G}_{1,3}(\beta) & \ldots & \bar{G}_{1, M-1}(\beta) & \bar{G}_{1, M}(\beta) \\
& & 0 & \bar{G}_{2,3}(\beta) & \ldots & \bar{G}_{2, M-1}(\beta) & \bar{G}_{2, M}(\beta) \\
& & & \ddots & \ddots & \vdots & \vdots \\
& & & & 0 & \bar{G}_{M-2, M-1}(\beta) & \bar{G}_{M-2, M}(\beta) \\
& & & & & 0 & \bar{G}_{M-1, M}(\beta) \\
& & & & & & 0
\end{array}\right) .
$$

For the LU-type $R G$-factorization, the following proposition provides properties for the diagonal block matrix $\Phi_{D}(\beta)$. The proof is clear and is omitted here.

Proposition 9.2 (1) If $1 \leqslant \beta<\alpha$, then $I-\Phi_{i}(\beta)$ is invertible for $0 \leqslant i \leqslant M$.
(2) If $P$ is $\alpha$-transient, then $I-\Phi_{i}(\alpha)$ is invertible for $0 \leqslant i \leqslant M$.
(3) If $P$ is $\alpha$-recurrent, then $I-\Phi_{i}(\alpha)$ is invertible for $0 \leqslant i \leqslant M-1$ but
$I-\Phi_{M}(\alpha)$ is singular.
Let

$$
\begin{aligned}
\Phi_{M}(\beta)= & \beta P_{M, M}+\beta^{2}\left(P_{M, 0}, P_{M, 1}, \ldots, P_{M, M-1}\right)\left[I-\beta P^{[\leqslant M-1]}\right]^{-1} \\
& \cdot\left(P_{0, M}^{\mathrm{T}}, P_{1, M}^{\mathrm{T}}, \ldots, P_{M-1, M}^{\mathrm{T}}\right)^{\mathrm{T}} .
\end{aligned}
$$

Then

$$
\alpha=\sup \left\{\beta \geqslant 1: \operatorname{det}\left(I-\Phi_{M}(\beta)\right) \neq 0\right\} .
$$

The following corollary provides conditions for the state $\alpha$-classification of the Markov chain $P$. The proof is clear, and thus is omitted here.

Corollary 9.1 (1) $P$ is $\alpha$-recurrent if and only if $\operatorname{det}\left(I-\Psi_{0}(\alpha)\right)=0$, and if and only if $\operatorname{det}\left(I-\Phi_{M}(\alpha)\right)=0$.
(2) $P$ is $\alpha$-transient if and only if $\operatorname{det}\left(I-\Psi_{0}(\alpha)\right) \neq 0$, and if and only if $\operatorname{det}\left(I-\Phi_{M}(\alpha)\right) \neq 0$.

Since the Markov chain $P$ is irreducible and finite-state, the condition under which $P$ is $\alpha$-recurrent indicates that $P$ is $\alpha$-positive recurrent. This is due to the fact that there does not exist the $\alpha$-null recurrence for any finite-state, irreducible and $\alpha$-recurrent Markov chain.

### 9.1.3 State $\alpha$-Classification and Quasi-stationary Distribution

When $\pi(\beta)$ is the quasi-stationary distribution of the Markov chain $P$, then

$$
\pi(\beta)(I-\beta P)=0
$$

Using the UL-type $R G$-factorization, we obtain

$$
\pi(\beta)\left[I-R_{U}(\beta)\right]\left[I-\Psi_{D}(\beta)\right]\left[I-G_{L}(\beta)\right]=0 .
$$

Note that the Markov chain $P$ is either $\alpha$-positive recurrent or $\alpha$-transient, we need to consider the following two cases:

Case I $\quad 1 \leqslant \beta<\alpha$ or $\beta=\alpha$ under which $P$ is $\alpha$-transient. In this case, the three matrices $I-R_{U}(\beta), I-\Psi_{D}(\beta)$ and $I-G_{L}(\beta)$ are all invertible, hence $\pi(\beta)=0$. That is, the quasi-stationary distribution of $P$ does not exist.

Case II $\quad \beta=\alpha$ under which $P$ is $\alpha$-positive recurrent. In this case, we write the quasi-stationary distribution $\pi(\alpha)=\left(\pi_{0}(\alpha), \pi_{1}(\alpha), \ldots, \pi_{M}(\alpha)\right)$.

Using the UL-type $R G$-factorization, we obtain

$$
\left\{\begin{array}{l}
\pi_{0}(\alpha)=\tau x_{0}(\alpha),  \tag{9.2}\\
\pi_{k}(\alpha)=\sum_{i=0}^{k-1} \pi_{i}(\alpha) R_{i, k}(\alpha), \quad 1 \leqslant k \leqslant M,
\end{array}\right.
$$

where $x_{0}(\alpha)$ is the left Perron-Frobenius eigenvector of the matrix $\Psi_{0}(\alpha)$ and the scalar $\tau$ is uniquely determined by $\sum_{k=0}^{M} \pi_{k}(\alpha) e=1$.

By means of the LU-type $R G$-factorization, we obtain

$$
\left\{\begin{array}{l}
\pi_{M}(\alpha)=\tau x_{M}(\alpha), \\
\pi_{k}(\alpha)=\sum_{i=k+1}^{M} \pi_{i}(\alpha) \bar{R}_{i, k}(\alpha), \quad 0 \leqslant k \leqslant M-1,
\end{array}\right.
$$

where $x_{M}(\alpha)$ is the left Perron-Frobenius eigenvector of the matrix $\Psi_{M}(\alpha)$ and the scalar $\tau$ is uniquely determined by $\sum_{k=0}^{M} \pi_{k}(\alpha) e=1$.

Remark 9.1 If $P$ is $\alpha$-positive recurrent and $\pi(\alpha)$ is the quasi-stationary distribution of $P$, then $\pi(\alpha)=\pi(\alpha) \alpha P$. Thus we obtain.

$$
\gamma \pi(\alpha)=\pi(\alpha) P,
$$

where $\gamma=\alpha^{-1}$ which is called the decay parameter of the Markov chain P. Since $0<\gamma<1$ if $\alpha>1$ and $\pi(\alpha) P^{n}=\gamma^{n} \pi(\alpha)$ for all $n \geqslant 1$, the decay parameter $\gamma$ showes the convergence velocity of the matrix $P^{n} \rightarrow 0$, as $n \rightarrow \infty$.

In the rest of this chapter, we shall analyze the quasi-stationary distributions of Markov chains with infinitely-many levels, which are different from those in this section.

### 9.2 Infinitely-Many Levels

In this section, we consider an irreducible block-structured Markov chain with infinitely-many levels, provide conditions for the state $\alpha$-classification, and give expressions for the quasi-stationary distributions based on the state $\alpha$-classification and the $R G$-factorizations.

We consider a $\beta$-discounted transition matrix as follows:

$$
\beta P=\left(\begin{array}{cccc}
\beta P_{0,0} & \beta P_{0,1} & \beta P_{0,2} & \cdots  \tag{9.3}\\
\beta P_{1,0} & \beta P_{1,1} & \beta P_{1,2} & \cdots \\
\beta P_{2,0} & \beta P_{2,1} & \beta P_{2,2} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right),
$$

where the transition probability matrix $P$ is given in Eq. (2.1).
Let $E$ be a subset of the state space $\Omega$, and $E^{c}=\Omega-E$. According to the subsets $E$ and $E^{c}$, the $\beta$-discounted transition matrix $\beta P$ is partitioned as

$$
\beta P=\begin{gather*}
E  \tag{9.4}\\
E \\
E^{c}\left(\begin{array}{cc}
E & E^{c} \\
\beta T & \beta U \\
\beta V & \beta W
\end{array}\right)
\end{gather*}
$$

The censored $\beta$-discounted transition matrix $P^{E}(\beta)$ to the censored set $E$ is given by

$$
\begin{equation*}
P^{E}(\beta)=\beta T+\beta U \widehat{W}(\beta) \beta V, \tag{9.5}
\end{equation*}
$$

where $\widehat{W}(\beta)=\sum_{k=0}^{\infty}(\beta W)^{k}=(I-\beta W)^{-1}$. Similarly, we also have

$$
\begin{equation*}
P^{E^{c}}(\beta)=\beta W+\beta V(I-\beta T)^{-1} \beta U . \tag{9.6}
\end{equation*}
$$

By using the two different censored $\beta$-discounted transition matrices $P^{E}(\beta)$ and $P^{E^{c}}(\beta)$, we can organize the UL-and LU-types $R G$-factorizations, respectively, both of which are described by means of the censoring invariance.

### 9.2.1 The UL-Type $R G$-Factorization

Let

$$
P^{[\leq n]}(\beta)=\left(\begin{array}{cccc}
\phi_{0,0}^{(n)}(\beta) & \phi_{0,1}^{(n)}(\beta) & \ldots & \phi_{0, n}^{(n)}(\beta) \\
\phi_{1,0}^{(n)}(\beta) & \phi_{1,1}^{(n)}(\beta) & \ldots & \phi_{1, n}^{(n)}(\beta) \\
\vdots & \vdots & & \vdots \\
\phi_{n, 0}^{(n)}(\beta) & \phi_{n, 1}^{(n)}(\beta) & \ldots & \phi_{n, n}^{(n)}(\beta)
\end{array}\right), \quad n \geqslant 0 .
$$

Then for $n \geqslant 0,0 \leqslant i, j \leqslant n$,

$$
\phi_{i, j}^{(n)}(\beta)=\beta P_{i, j}+\sum_{k=n+1}^{\infty} \phi_{i, k}^{(k)}(\beta) \sum_{l=0}^{\infty}\left[\phi_{k, k}^{(k)}(\beta)\right]^{l} \phi_{k, j}^{(k)}(\beta) .
$$

We write

$$
\begin{gathered}
\Psi_{n}(\beta)=\phi_{n, n}^{(n)}(\beta), \quad n \geqslant 0, \\
R_{i, j}(\beta)=\phi_{i, j}^{(j)}(\beta) \sum_{l=0}^{\infty}\left[\phi_{j, j}^{(j)}(\beta)\right]^{l}, \quad 0 \leqslant i<j,
\end{gathered}
$$

and

$$
G_{i, j}(\beta)=\sum_{l=0}^{\infty}\left[\phi_{i, i}^{(i)}(\beta)\right]^{l} \phi_{i, j}^{(i)}(\beta), \quad 0 \leqslant j<i .
$$

Thus we obtain

$$
\begin{array}{ll}
R_{i, j}(\beta)=\phi_{i, j}^{(j)}(\beta)\left[I-\Psi_{j}(\beta)\right]^{-1}, & 0 \leqslant i<j, \\
G_{i, j}(\beta)=\left[I-\Psi_{i}(\beta)\right]^{-1} \phi_{i, j}^{(i)}(\beta), & 0 \leqslant j<i .
\end{array}
$$

The UL-type $R G$-factorization is given by

$$
\begin{equation*}
I-\beta P=\left[I-R_{U}(\beta)\right]\left[I-\Psi_{D}(\beta)\right]\left[I-G_{L}(\beta)\right] \tag{9.7}
\end{equation*}
$$

where

$$
\begin{aligned}
& R_{U}(\beta)=\left(\begin{array}{ccccc}
0 & R_{0,1}(\beta) & R_{0,2}(\beta) & R_{0,3}(\beta) & \ldots \\
& 0 & R_{1,2}(\beta) & R_{1,3}(\beta) & \ldots \\
& & 0 & R_{2,3}(\beta) & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right), \\
& \Psi_{D}(\beta)=\operatorname{diag}\left(\Psi_{0}(\beta), \Psi_{1}(\beta), \Psi_{2}(\beta), \Psi_{3}(\beta), \ldots\right)
\end{aligned}
$$

and

$$
G_{L}(\beta)=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1,0}(\beta) & 0 & & & \\
G_{2,0}(\beta) & G_{2,1}(\beta) & 0 & & \\
G_{3,0}(\beta) & G_{3,1}(\beta) & G_{3,2}(\beta) & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

From the UL-type $R G$-factorization, the following proposition provides properties for the matrix $\Psi_{D}(\beta)$. The proof is clear, and thus is omitted here.

Proposition 9.3 (1) If $1 \leqslant \beta<\alpha$, then $I-\Psi_{i}(\beta)$ is invertible for $i \geqslant 0$.
(2) If $P$ is $\alpha$-transient, then $I-\Psi_{i}(\alpha)$ is invertible for $i \geqslant 0$.
(3) If $P$ is $\alpha$-recurrent, then $I-\Psi_{i}(\alpha)$ is invertible for $i \geqslant 1$ but $I-\Psi_{0}(\alpha)$ is singular.

Using Proposition 9.3, the following corollary for the state $\alpha$-classification can be obtained.

Corollary 9.2 (1) $P$ is $\alpha$-recurrent if and only if $\operatorname{det}\left(I-\Psi_{0}(\alpha)\right)=0$.
(2) $P$ is $\alpha$-transient if and only if $\operatorname{det}\left(I-\Psi_{0}(\alpha)\right) \neq 0$.

### 9.2.2 Two Sets of Expressions

In the $R G$-factorization Eq. (9.7), the three matrices, $\left[I-R_{U}(\beta)\right],\left[I-\Psi_{D}(\beta)\right]$
and $\left[I-G_{L}(\beta)\right]$ are associative. Corollary 1-9 of Kemeny, Snell and Knapp [13] indicates that they are associative with any nonnegative row vector $\pi$, which will lead to solutions for the $\beta$-invariant measure.

Lemma 9.1 Let $\pi$ be any nonnegative row vector. Then

$$
\begin{aligned}
\pi(I-\beta P) & =\left\{\pi\left[I-R_{U}(\beta)\right]\right\}\left\{\left[I-\Psi_{D}(\beta)\right]\left[I-G_{L}(\beta)\right]\right\} \\
& =\left\{\pi\left[I-R_{U}(\beta)\right]\left[I-\Psi_{D}(\beta)\right]\right\}\left[I-G_{L}(\beta)\right] .
\end{aligned}
$$

According to the two different cases for the $\alpha$-recurrent and the $\alpha$-transient, we derive two sets of expressions for the quasi-stationary distribution of the Markov chain $P$.

The first set: $\beta=\alpha$ under which the Markov chain $P$ is $\alpha$-recurrent.
In this case, $\operatorname{det}\left(I-\Psi_{0}(\alpha)\right)=0$. Thus, the system of linear equations $x_{0}(\alpha)\left[I-\Psi_{0}(\alpha)\right]=0$ and $x_{0}(\alpha) e=1$ must exist a nonnegative non-zero solution based on the left Perron-Frobeniusthe vector of the matrix $\Psi_{0}(\alpha)$. The following theorem expresses the quasi-stationary distribution of the Markov chain $P$. The proof is clear by the $R G$-factorization.

Theorem 9.1 If the Markov chain $P$ is $\alpha$-recurrent, then the quasi-stationary distribution $\pi(\alpha)=\left(\pi_{0}(\alpha), \pi_{1}(\alpha), \ldots\right)$ is given by

$$
\left\{\begin{array}{l}
\pi_{0}(\alpha)=\tau x_{0}(\alpha), \\
\pi_{k}(\alpha)=\sum_{i=0}^{k-1} \pi_{i}(\alpha) R_{i, k}(\alpha), \quad k \geqslant 1,
\end{array}\right.
$$

where $x_{0}(\alpha)$ is the left Perron-Frobeniusthe vector of the matrix $\Psi_{0}(\alpha)$ and the scalar $\tau$ is uniquely determined by $\sum_{k=0}^{\infty} \pi_{k}(\alpha) e=1$.

When the Markov chain $P$ is $\alpha$-recurrent, Theorem 9.1 provides a general expression for the quasi-stationary distribution for $\beta=\alpha$. However, if $1 \leqslant \beta<\alpha$ or $\beta=\alpha$ under which the Markov chain $P$ is $\alpha$-transient, the study of the quasistationary distribution is different. In what follows we provide a detailed analysis for the second case.

The second set: $1 \leqslant \beta<\alpha$ or $\beta=\alpha$ under which the Markov chain $P$ is $\alpha$-transient.
In this case, $\operatorname{det}\left(I-\Phi_{0}(\alpha)\right) \neq 0$. Obviously, the system of linear equations $x_{0}(\alpha)\left[I-\Phi_{0}(\alpha)\right]=0$ and $x_{0}(\alpha) e=1$ exists only a zero solution. Therefore, expression for the quasi-stationary distribution can not be derived by means of a similar method to Theorem 9.1.

To derive expression of the quasi-stationary distribution, we first need to solve the linear equation $y(\beta)\left[I-G_{L}(\beta)\right]=0$, that is

$$
\left(y_{0}(\beta), y_{1}(\beta), \ldots\right)\left(\begin{array}{ccccc}
I & & & &  \tag{9.8}\\
-G_{1,0}(\beta) & I & & & \\
-G_{2,0}(\beta) & -G_{2,1}(\beta) & I & & \\
-G_{3,0}(\beta) & -G_{3,1}(\beta) & -G_{3,2}(\beta) & I & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)=0 .
$$

In general, it is not easy to provide an effective method to solve Eq. (9.8). For this reason, finding a nonnegative non-zero solution to Eq. (9.8) should be a key for expressing the quasi-stationary distribution.

As illustration, we consider some special cases such as Markov chains of $M / G / 1$ type, Markov chains of $G I / M / 1$ type, Markov chains of $G I / G / 1$ type and level-dependent QBD processes. Note that Sections 9.3 to 9.6 will organize how to solve Eq. (9.8) for the special cases.

Suppose a nonnegative non-zero solution to Eq. (9.8) has been obtained. The following theorem provides the quasi-stationary distribution of the Markov chain.

Theorem 9.2 For $1<\beta<\alpha$ or $\beta=\alpha$ under which $P$ is $\alpha$-transient, if the linear equation $y(\beta)\left[I-G_{L}(\beta)\right]=0$ exists a nonnegative non-zero solution $y(\beta)=$ $\left(y_{0}(\beta), y_{1}(\beta), \ldots\right)$, then the quasi-stationary distribution $\pi(\beta)=\left(\pi_{0}(\beta), \pi_{1}(\beta), \ldots\right)$ is given by

$$
\left\{\begin{array}{l}
\pi_{0}(\beta)=\tau y_{0}(\beta)\left[I-\Psi_{0}(\beta)\right]^{-1}, \\
\pi_{k}(\beta)=y_{k}(\beta)\left[I-\Psi_{k}(\beta)\right]^{-1}+\sum_{i=0}^{k-1} \pi_{i}(\beta) R_{i, k}(\beta), \quad k \geqslant 1,
\end{array}\right.
$$

where the scalar $\tau$ is uniquely determined by $\sum_{k=0}^{\infty} \pi_{k}(\beta) e=1$.
Proof Since

$$
\pi(\beta)\left[I-R_{U}(\beta)\right]\left[I-\Psi_{D}(\beta)\right]\left[I-G_{L}(\beta)\right]=0
$$

and

$$
y(\beta)\left[I-G_{L}(\beta)\right]=0
$$

we only need to solve the equation

$$
\left(\pi_{0}(\beta), \pi_{1}(\beta), \ldots\right)\left[I-R_{U}(\beta)\right]\left[I-\Psi_{D}(\beta)\right]=\left(y_{0}(\beta), y_{1}(\beta), \ldots\right)
$$

which leads to

$$
\left(\pi_{0}(\beta), \pi_{1}(\beta), \ldots\right)\left[I-R_{U}(\beta)\right]=\left(y_{0}(\beta), y_{1}(\beta), \ldots\right)\left[I-\Psi_{D}(\beta)\right]^{-1}
$$

Some simple computations can yield the desired result.

### 9.2.3 The LU-Type $\boldsymbol{R G}$-Factorization

Let

$$
P^{[\geqslant n]}(\beta)=\left(\begin{array}{cccc}
\eta_{n, n}^{(n)}(\beta) & \eta_{n, n+1}^{(n)}(\beta) & \eta_{n, n+2}^{(n)}(\beta) & \ldots \\
\eta_{n+1, n}^{(n)}(\beta) & \eta_{n+1, n+1}^{(n)}(\beta) & \eta_{n+1, n+2}^{(n)}(\beta) & \ldots \\
\eta_{n+2, n}^{(n)}(\beta) & \eta_{n+2, n+1}^{(n)}(\beta) & \eta_{n+2, n+2}^{(n)}(\beta) & \ldots \\
\vdots & \vdots & \vdots &
\end{array}\right)
$$

Then for $n \geqslant 0, i, j \geqslant n+1$,

$$
\eta_{i, j}^{(n+1)}(\beta)=\beta P_{i, j}+\sum_{k=0}^{n} \eta_{i, k}^{(k)}(\beta)\left[I-\eta_{k, k}^{(k)}(\beta)\right]^{-1} \eta_{k, j}^{(k)}(\beta)
$$

We write

$$
\begin{gathered}
\Phi_{n}(\beta)=\eta_{n, n}^{(n)}(\beta), \quad n \geqslant 0, \\
\bar{R}_{i, j}(\beta)=\eta_{i, j}^{(j)}(\beta)\left[I-\eta_{j, j}^{(j)}(\beta)\right]^{-1}, \quad 0 \leqslant j<i,
\end{gathered}
$$

and

$$
\bar{G}_{i, j}(\beta)=\left[I-\eta_{i, i}^{(i)}(\beta)\right]^{-1} \eta_{i, j}^{(i)}(\beta), \quad 0 \leqslant i<j .
$$

The LU-type $R G$-factorization is given by

$$
\begin{equation*}
I-P(\beta)=\left[I-\bar{R}_{L}(\beta)\right]\left[I-\Phi_{D}(\beta)\right]\left[I-\bar{G}_{U}(\beta)\right] \tag{9.9}
\end{equation*}
$$

where

$$
\begin{aligned}
& \bar{R}_{L}(\beta)=\left(\begin{array}{ccccc}
0 & & & & \\
\bar{R}_{1,0}(\beta) & 0 & & & \\
\bar{R}_{2,0}(\beta) & \bar{R}_{2,1}(\beta) & 0 & & \\
\bar{R}_{3,0}(\beta) & \bar{R}_{3,1}(\beta) & \bar{R}_{3,2}(\beta) & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right), \\
& \Phi_{D}(\beta)=\operatorname{diag}\left(\Phi_{0}(\beta), \Phi_{1}(\beta), \Phi_{2}(\beta), \Phi_{3}(\beta), \ldots\right)
\end{aligned}
$$

and

$$
\bar{G}_{U}(\beta)=\left(\begin{array}{ccccc}
0 & \bar{G}_{0,1}(\beta) & \bar{G}_{0,2}(\beta) & \bar{G}_{0,3}(\beta) & \ldots \\
& 0 & \bar{G}_{1,2}(\beta) & \bar{G}_{1,3}(\beta) & \ldots \\
& & 0 & \bar{G}_{2,3}(\beta) & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right) .
$$

From the LU-type $R G$-factorization, the following proposition provides an important property for the matrix $\Phi_{D}(\beta)$ which is a key to understand the LU-type $R G$-factorization.

Proposition 9.4 If $1 \leqslant \beta \leqslant \alpha$, then $I-\Phi_{i}(\beta)$ is invertible for $i \geqslant 0$.
It is interesting to express the quasi-stationary distribution $\pi(\beta)=\left(\pi_{0}(\beta)\right.$, $\left.\pi_{1}(\beta), \ldots\right)$ by means of the LU-type $R G$-factorization. Since $I-\Phi_{i}(\beta)$ is invertible for $1 \leqslant \beta \leqslant \alpha$ and $i \geqslant 0$, it is easy to check that the equation $z(\beta)\left(I-\Phi_{D}(\beta)\right)$ • $\left(I-\bar{G}_{U}(\beta)\right)=0$ only exists a zero solution: $z(\beta)=0$. Therefore, in order to express the quasi-stationary distribution, we have to solve the equation $\pi(\beta)\left[I-\bar{R}_{L}(\beta)\right]=0$. That is,

$$
\left(\pi_{0}(\beta), \pi_{1}(\beta), \ldots\right)\left(\begin{array}{ccccc}
I & & & &  \tag{9.10}\\
-\bar{R}_{1,0}(\beta) & I & & & \\
-\bar{R}_{2,0}(\beta) & -\bar{R}_{2,1}(\beta) & I & & \\
-\bar{R}_{3,0}(\beta) & -\bar{R}_{3,1}(\beta) & -\bar{R}_{3,2}(\beta) & I & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)=0 .
$$

It is complicated to provide an effective method to solve Eq. (9.10). Therefore, the challenge is to find a nonnegative non-zero solution for Eq. (9.10) to obtain the quasi-stationary distribution. To achieve this, we consider a special case: A level-dependent Markov chain of $M / G / 1$ type, it is easy to check that

$$
\bar{R}_{i, j}(\beta)=0, \text { for } i \geqslant j+2
$$

In this case, Eq. (9.10) becomes a special case as follows:

$$
\left(\pi_{0}(\beta), \pi_{1}(\beta), \ldots\right)\left(\begin{array}{ccccc}
I & & & &  \tag{9.11}\\
-\bar{R}_{1,0}(\beta) & I & & & \\
& -\bar{R}_{2,1}(\beta) & I & & \\
& & -\bar{R}_{3,2}(\beta) & I & \\
& & & \ddots & \ddots
\end{array}\right)=0
$$

which yields

$$
\begin{equation*}
\pi_{k}(\beta)=\pi_{k+1}(\beta) \bar{R}_{k+1, k}(\beta), \quad k \geqslant 0 . \tag{9.12}
\end{equation*}
$$

It is worthwhile to note that the solution structure of Eq. (9.11) or Eq. (9.12) is important in the study of the quasi-stationary distribution of an irreducible Markov chain with infinitely-many levels.

Lemma 9.2 If the level-dependent Markov chain of $M / G / 1$ type is irreducible, then for the $R$-measure: $\bar{R}_{k}(\beta)=\bar{R}_{k, k-1}(\beta)$ for $k \geqslant 1$, there exists a sequence of
probability vectors $\left\{y_{k}(\beta), k \geqslant 0\right\}$ and a sequence of positive scalars $\left\{\eta_{k}, k \geqslant 0\right\}$ such that

$$
y_{k+1}(\beta) \bar{R}_{k+1}(\beta)=\eta_{k} y_{k}(\beta) .
$$

Proof Let $y_{N, N}(\beta)$ be an arbitrary probability vector on level $N \geqslant 1$. Since the QBD process $P$ is irreducible, each state on level $k$ has a path to level $k-1$, which shows that each row of the matrix $\bar{R}_{k}(\beta)$ is non-zero and nonnegative. Hence $y_{N, N}(\beta) \bar{R}_{N}(\beta)$ is a convex combination of the rows of $\bar{R}_{N}(\beta)$. We take

$$
\eta_{N-1} y_{N, N-1}(\beta)=y_{N, N}(\beta) \bar{R}_{N}(\beta) e .
$$

Then $\eta_{N-1}>0$ and

$$
y_{N, N-1}(\beta)=\frac{1}{\eta_{N-1}} y_{N, N}(\beta) \bar{R}_{N}(\beta)
$$

is a probability vector on level $N-1$. Proceeding inductively, we can obtain a sequence of probability vector $\left\{y_{N, k}(\beta), 0 \leqslant k \leqslant N-1\right\}$ and a sequence of positive scalars $\left\{\eta_{N, k}, 0 \leqslant k \leqslant N-1\right\}$ such that for $0 \leqslant k \leqslant N-1$,

$$
y_{N, k+1}(\beta) \bar{R}_{k+1}(\beta)=\eta_{N, k} y_{N, k}(\beta) .
$$

By repeating the above procedure, for each $k \geqslant 0$ we can obtain a sequence of probability vector $\left\{y_{N, k}(\beta), N \geqslant k\right\}$. Since $y_{N, k}(\beta) e=1$ for $N \geqslant k$, there exists a subsequence $y_{N_{r}, k}(\beta)$ such that this limit: $\lim _{r \rightarrow \infty} y_{N_{r}, k}(\beta)=y_{k}(\beta)$, exists and is a probability vector. Fix $k=k^{*}$, we can obtain a sequence of stochastic vectors $\left\{y_{k}(\beta), 0 \leqslant k \leqslant k^{*}\right\}$ and a sequence of positive numbers $\left\{\eta_{k}, 0 \leqslant k \leqslant k^{*}\right\}$ such that

$$
y_{k+1}(\beta) \bar{R}_{k+1}(\beta)=\eta_{k} y_{k}(\beta) .
$$

Again by the compactness of the probability vector set, there exists a subsequence $\left\{N_{r}^{\prime}\right\}$ of $\left\{N_{r}\right\}$ such that this limit: $\lim _{r \rightarrow \infty} y_{N_{r}^{\prime}, k^{*}+1}(\beta)=y_{k^{*}+1}(\beta)$, and we have $\eta_{k^{*}}=y_{k^{*}+1}(\beta) \bar{R}_{k^{*}+1}(\beta) e$. Therefore, by induction the desired result follows by repeating this argument infinitely-many times, which can be done by means of the Axiom of Choice. This completes the proof.

The following theorem provides expression for the quasi-stationary distribution of the level-dependent Markov chain of $M / G / 1$ type.

Theorem 9.3 If $\sum_{k=0}^{\infty} \frac{\eta_{k+1}}{\eta_{0} \eta_{1} \ldots \eta_{k-1}}<+\infty$, then the quasi-stationary distribution for $1 \leqslant \beta \leqslant \alpha$ is given by

$$
\pi_{0}(\beta)=\tau y_{0}(\beta)
$$

## Constructive Computation in Stochastic Models with Applications

and for $k \geqslant 1$,

$$
\pi_{k}(\beta)=\frac{\tau}{\eta_{0} \eta_{1} \ldots \eta_{k-1}} y_{k}(\beta)
$$

where

$$
\tau=\frac{1}{\sum_{k=0}^{\infty} \frac{\eta_{k+2}}{\eta_{0} \eta_{1} \ldots \eta_{k}}} .
$$

Proof Note that for $k \geqslant 0$

$$
y_{k+1}(\beta) \bar{R}_{k+1}(\beta)=\eta_{k} y_{k}(\beta)
$$

we obtain

$$
\tau y_{0}(\beta)=\frac{\tau}{\eta_{0}} y_{1}(\beta) \bar{R}_{1}(\beta),
$$

which leads to

$$
\begin{gathered}
\pi_{0}(\beta)=\pi_{1}(\beta) \bar{R}_{1}(\beta) \\
\frac{\tau}{\eta_{0}} y_{1}(\beta)=\frac{\tau}{\eta_{0} \eta_{1}} y_{2}(\beta) \bar{R}_{2}(\beta),
\end{gathered}
$$

which leads to

$$
\pi_{1}(\beta)=\pi_{2}(\beta) \bar{R}_{2}(\beta)
$$

We assume that when $n=k$, we have $\pi_{k}(\beta)=\pi_{k+1}(\beta) \bar{R}_{k+1}(\beta)$. Then when $n=k+1$, we have

$$
\begin{aligned}
\pi_{k+1}(\beta) & =\frac{\tau}{\eta_{0} \eta_{1} \ldots \eta_{k}} y_{k+1}(\beta) \\
& =\frac{\tau}{\eta_{0} \eta_{1} \ldots \eta_{k} \eta_{k+1}} y_{k+2}(\beta) \bar{R}_{k+2}(\beta) \\
& =\pi_{k+2}(\beta) \bar{R}_{k+2}(\beta) .
\end{aligned}
$$

Therefore, by induction it is easy to see that for any nonnegative integer $n$ we have

$$
\pi_{n}(\beta)=\pi_{n+1}(\beta) \bar{R}_{n+1}(\beta),
$$

which leads to

$$
\left(\pi_{0}(\beta), \pi_{1}(\beta), \ldots\right)\left(\begin{array}{ccccc}
I & & & & \\
-\bar{R}_{1,0}(\beta) & I & & & \\
& -\bar{R}_{2,1}(\beta) & I & & \\
& & -\bar{R}_{3,2}(\beta) & I & \\
& & & \ddots & \ddots
\end{array}\right)=0 .
$$

Thus we obtain

$$
\pi(\beta)\left[I-\bar{R}_{L}(\beta)\right]\left[I-\Phi_{D}(\beta)\right]\left[I-\bar{G}_{U}(\beta)\right]=0
$$

or

$$
\pi(\beta)(I-\beta P)=0 .
$$

Since

$$
\pi(\beta) e=\left(\tau y_{0}(\beta), \frac{\tau}{\eta_{0}} y_{1}(\beta), \frac{\tau}{\eta_{0} \eta_{1}} y_{2}(\beta), \ldots\right) e=1,
$$

it is clear that $\pi(\beta)=\left(\tau y_{0}(\beta), \frac{\tau}{\eta_{0}} y_{1}(\beta), \frac{\tau}{\eta_{0} \eta_{1}} y_{2}(\beta), \ldots\right)$ is the quasi-stationary distribution of the level-dependent Markov chain of $M / G / 1$ type. This completes the proof.

### 9.3 Markov Chains of M/G/1 Type

In this section, we consider the quasi-stationary distribution of an irreducible Markov chain of $M / G / 1$ type. The conditions for the state $\alpha$-classification and the expressions for the quasi-stationary distribution are derived in detail.

We consider an irreducible aperiodic Markov chain of $M / G / 1$ type whose transition matrix $P$ is given by

$$
P=\left(\begin{array}{ccccc}
D_{1} & D_{2} & D_{3} & D_{4} & \ldots  \tag{9.13}\\
D_{0} & A_{1} & A_{2} & A_{3} & \ldots \\
& A_{0} & A_{1} & A_{2} & \ldots \\
& & A_{0} & A_{1} & \ldots \\
& & & \ddots & \ddots
\end{array}\right),
$$

where $D_{1}$ is a matrix of size $m_{0} \times m_{0}$, all $A_{i}$ are square matrices of finite size $m$, the sizes of the other block-entries are determined accordingly and all empty entries are zero.

### 9.3.1 The UL-Type RG-Factorization

We write

$$
Q=\left(\begin{array}{ccccc}
A_{1} & A_{2} & A_{3} & A_{4} & \ldots \\
A_{0} & A_{1} & A_{2} & A_{3} & \ldots \\
& A_{0} & A_{1} & A_{2} & \ldots \\
& & A_{0} & A_{1} & \ldots \\
& & & \ddots & \ddots
\end{array}\right) .
$$

Let the fundamental matrix $\widehat{\beta Q}=\sum_{n=0}^{\infty}(\beta Q)^{n}=\left(\widehat{Q}_{i, j}(\beta)\right)_{i, j \geqslant 1}$ and $N(\beta)=\widehat{Q}_{1,1}(\beta)$.
We first define the $G$-measure: The matrices $G(\beta)$ and $G_{1,0}(\beta)$. It is clear from Eq. (2.29) that

$$
\begin{equation*}
G(\beta)=N(\beta) \beta A_{0} . \tag{9.14}
\end{equation*}
$$

The $(r, s)$ th entry of $G(\beta)$ can be interpreted as the total expected discounted reward with rate $\beta$ induced by hitting state ( $i, s$ ) upon the process entering $L_{\leqslant i}$ for the first time, given that the process starts in state $(i+1, r)$.

The following lemma expresses the matrices $\widehat{Q}_{j, 1}(\beta)$ for $j \geqslant 1$, which are key to define the $R-, U$ - and $G$-measures later.

## Lemma 9.3

$$
\widehat{Q}_{j, 1}(\beta)=G(\beta)^{j-1} N(\beta), \quad j \geqslant 1 .
$$

Proof It follows from the skip-free-to-left property of the transition matrix $\beta Q$ that

$$
\left(\hat{Q}_{2,1}(\beta)^{\mathrm{T}}, \hat{Q}_{3,1}(\beta)^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}=\left(N(\beta)^{\mathrm{T}}, \hat{Q}_{2,1}(\beta)^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}\left[\beta A_{0} N(\beta)\right]^{\mathrm{T}}
$$

Using the recursive expressions and $N(\beta) \beta A_{0}=G(\beta)$ repeatedly, we can obtain the desired result.

Though the matrix $G(\beta)$ is defined as the product of $N(\beta)$ and $\beta A_{0}$, we usually first compute $G(\beta)$ and then determine $N(\beta)$ in terms of $G(\beta)$. The following theorem expresses $N(\beta)$ in terms of $G(\beta)$ and $N_{0}(\beta)$, the $(1,1)$ st block-entry of the matrix $\widehat{\beta P}=\sum_{k=0}^{\infty}(\beta P)^{k}$, in terms of $N(\beta)$.

Theorem 9.4 For the transition matrix $P$ of $M / G / 1$ type, we have
(1) the matrix $N(\beta)$ can be expressed as

$$
\begin{equation*}
N(\beta)=\left[I-\sum_{k=1}^{\infty} \beta A_{k} G(\beta)^{k-1}\right]^{-1} \tag{9.15}
\end{equation*}
$$

or $N(\beta)$ is the fundamental matrix for $\Psi(\beta)=\beta \sum_{k=1}^{\infty} A_{k} G(\beta)^{k-1}$;
(2) the matrix $N_{0}(\beta)$ can be expressed as

$$
\begin{equation*}
N_{0}(\beta)=\left[I-\Psi_{0}(\beta)\right]^{-1} \tag{9.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{0}(\beta)=\beta D_{1}+\sum_{k=1}^{\infty} \beta D_{k+1} G(\beta)^{k-1} N(\beta) \beta D_{0} \tag{9.17}
\end{equation*}
$$

or $N_{0}(\beta)$ is the fundamental matrix for $\Psi_{0}(\beta)$.
Proof We only prove (1), while (2) can be proved similarly.
Let

$$
\mathcal{P}=\left(\begin{array}{ll}
T & H \\
L & Q
\end{array}\right),
$$

where

$$
T=A_{1}, \quad H=\left(A_{2}, A_{3}, A_{4}, \ldots\right), \quad L=\left(A_{0}^{\mathrm{T}}, 0,0, \ldots\right)^{\mathrm{T}} .
$$

Then it is clear from $\mathcal{P}=Q$, hence $N(\beta)=\widehat{Q}_{1,1}(\beta)$ is the fundamental matrix for $\beta T+\beta H \widehat{\beta Q} \beta L$. Thus we have

$$
\begin{aligned}
\beta T+\beta H \widehat{\beta Q} \beta L & =\beta A_{1}+\beta H\left(\widehat{Q}_{1,1}(\beta), \widehat{Q}_{2,1}(\beta), \ldots\right)^{\mathrm{T}} \beta A_{0} \\
& =\beta A_{1}+\sum_{k=2}^{\infty} \beta A_{k} \widehat{Q}_{k-1,1}(\beta) \beta A_{0} .
\end{aligned}
$$

Note that $N(\beta) \beta A_{0}=G(\beta)$ and using Lemma 9.3, this easily completes the proof.
It follows from Eq. (9.15) that the matrix $G(\beta)$ satisfies the following nonlinear matrix equation:

$$
\begin{equation*}
G(\beta)=\sum_{k=0}^{\infty} \beta A_{k} G(\beta)^{k} \tag{9.18}
\end{equation*}
$$

At the same time, $G(\beta)$ is the minimal nonnegative solution to Eq. (9.18).
The $G$-measure for the matrix $\beta P$ of $M / G / 1$ type consists of two matrices, $G(\beta)$ defined in Eq. (9.15) and $G_{1,0}(\beta)$ defined by

$$
\begin{equation*}
G_{1,0}(\beta)=\widehat{Q}_{1,1}(\beta) \beta D_{0}=N(\beta) \beta D_{0} . \tag{9.19}
\end{equation*}
$$

The $(r, s)$ th entry of $G_{1,0}(\beta)$ can be interpreted as the total expected discounted reward with rate $\beta$ induced by hitting state $(0, s)$ upon the process entering level 0 for the first time, given that the process starts in state $(1, r)$.

Consider the fundamental matrix $\widehat{\beta Q}$ of $\beta Q$. Let the first block-column of $\widehat{\beta Q}$ be $\left(\widehat{Q}_{1,1}(\beta)^{\mathrm{T}}, \widehat{Q}_{2,1}(\beta)^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}$. The $R$-measure for the matrix $\beta P$ in Eq. (9.13) consists of two sequences of matrices $R_{0, k}(\beta)$ and $R_{k}(\beta)$ for $k \geqslant 1$, defined by

$$
\begin{equation*}
R_{0, k}(\beta)=\sum_{l=1}^{\infty} \beta D_{k+l} \widehat{Q}_{l, 1}(\beta) \tag{9.20}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{k}(\beta)=\sum_{l=1}^{\infty} \beta A_{k+l} \widehat{Q}_{l, 1}(\beta) . \tag{9.21}
\end{equation*}
$$

Applying Lemma 9.3 to Eq. (9.20) and Eq. (9.21), the $R$-measure can then be expressed as for $k \geqslant 1$,

$$
\begin{equation*}
R_{0, k}(\beta)=\sum_{i=1}^{\infty} \beta D_{k+i} G(\beta)^{i-1} N(\beta) \tag{9.22}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{k}(\beta)=\sum_{i=1}^{\infty} \beta A_{k+i} G(\beta)^{i-1} N(\beta) . \tag{9.23}
\end{equation*}
$$

For the transition matrix $P$ of $M / G / 1$ type in Eq. (9.13), the UL-type $R G$-factorization is given by

$$
\begin{equation*}
I-\beta P=\left[I-R_{U}(\beta)\right]\left[I-\Psi_{D}(\beta)\right]\left[I-G_{L}(\beta)\right], \tag{9.24}
\end{equation*}
$$

where

$$
\begin{gathered}
{\left[I-R_{U}(\beta)\right]=\left(\begin{array}{ccccc}
I & -R_{0,1}(\beta) & -R_{0,2}(\beta) & -R_{0,3}(\beta) & \ldots \\
& I & -R_{1}(\beta) & -R_{2}(\beta) & \ldots \\
& & I & -R_{1}(\beta) & \ldots \\
& & & I & \ldots \\
& & & & \ddots
\end{array}\right),} \\
\Psi_{D}(\beta)=\operatorname{diag}\left(\Psi_{0}(\beta), \Psi(\beta), \Psi(\beta), \ldots\right)
\end{gathered}
$$

and

$$
\left[I-G_{L}(\beta)\right]=\left(\begin{array}{cccccc}
I & & & & \\
-G_{1,0}(\beta) & I & & & \\
& -G(\beta) & I & & \\
& & -G(\beta) & I & \\
& & & \ddots & \ddots
\end{array}\right) .
$$

### 9.3.2 The State $\alpha$-Classification

For the Markov chain of $M / G / 1$ type, the determination of the radius $\alpha$ of convergence and the conditions on the state $\alpha$-classification are based on the combination of the state $\alpha$-classification for the corresponding matrix without boundaries and the special treatment of the boundary. For convenience of description, here we state two results in Kijima [14] again.

Let

$$
\begin{equation*}
A^{*}(z)=\sum_{k=0}^{\infty} A_{k} z^{k}, \quad 0 \leqslant z<z_{0} . \tag{9.25}
\end{equation*}
$$

We denote by $\chi(z)$ the Perron-Frobenius eigenvalue of the nonnegative matrix $A^{*}(z)$ for $0 \leqslant z<z_{0}$.

Lemma 9.4 If $z_{0}>1$, then there always exists the unique $\gamma$ such that $\chi(z) \geqslant \gamma z$ for all $0<z<z_{0}$, and there exists some $\theta$ with $0<\theta \leqslant z_{0}$ such that $\chi(\theta)=\theta \gamma$. If $\theta=z_{0}$, then $\gamma=\chi\left(z_{0}\right) / z_{0}$. Otherwise, $\gamma$ and $\theta$ can be determined by solving the system of equations

$$
\left\{\begin{array}{l}
\chi(\theta)=\gamma \theta  \tag{9.26}\\
\chi^{\prime}(\theta)=\gamma
\end{array}\right.
$$

By using this lemma, Kijima [14] was able to show the following result.
Theorem 9.5 For the transition matrix $P$ of $M / G / 1$ type without boundaries ( $D_{k}=A_{k}$ for all $k \geqslant 0$ ), if $\gamma$ is determined in Lemma 9.4, then the radius $\bar{\alpha}$ of convergence of $P$ satisfies $\bar{\alpha}=1 / \gamma$ and $P$ is $\bar{\alpha}$-transient.

In fact, $\theta$ is the maximal eigenvalue of the matrix $G(\bar{\alpha})$. The transition matrix of $M / G / 1$ type without boundaries is always $\bar{\alpha}$-transient, However, the transition matrix of $M / G / 1$ type with boundaries can be either $\alpha$-transient, $\alpha$-positive recurrent or $\alpha$-null recurrent.

For the transition matrix $P$ of $M / G / 1$ type given in Eq. (9.13) with boundaries, we can perform spectral analysis on the censored matrix $\Psi_{0}(\beta)$ to level 0 to obtain conditions on the state $\alpha$-classifications and a determination of the radius of convergence. However, it seems more convenient to reach this goal by considering the relationship between the censored matrix $\Psi_{0}(\beta)$ and its fundamental matrix $N_{0}(\beta)$.

Let $u_{0}(\beta)$ and $n_{0}(\beta)$ be the maximal eigenvalues of the censored matrix $\Psi_{0}(\beta)$ and its fundamental matrix $N_{0}(\beta)$, respectively. Then $n_{0}(\beta)=1 /\left[1-u_{0}(\beta)\right]$. It follows from results of linear algebra that the first two statements of the following lemma are true, for example, Seneta [32], and the other two follow from the definitions of the radius of convergence and $N_{0}(\beta)$.

Lemma 9.5 Let $\bar{\alpha}$ and $\alpha$ be the radiu of convergence of $Q$ and $P$, respectively. In (1) and (2), assume $0<\beta \leqslant \bar{\alpha}$.
(1) Both $u_{0}(\beta)$ and $n_{0}(\beta)$ are strictly increasing in $\beta$, and
(2) $u_{0}(\beta)<1$ if and only if $N_{0}(\beta)<\infty$.
(3) $N_{0}(\beta)<\infty$ if $\beta<\alpha$ and $N_{0}(\beta)=\infty$ if $\beta>\alpha$.
(4) $\alpha \leqslant \bar{\alpha}$.

The state $\alpha$-classification is characterized by the following conditions.
Theorem 9.6
(1) If for all $0<\beta \leqslant \bar{\alpha}, u_{0}(\beta)<1$, then $N_{0}(\bar{\alpha})<\infty$ and $\alpha=\bar{\alpha}$. Therefore, $P$ is $\alpha$-transient;
(2) If there exists a $\beta^{*}$ with $0<\beta^{*} \leqslant \bar{\alpha}$ such that $u_{0}\left(\beta^{*}\right)=1$, then $\alpha=\beta^{*}$
and $N_{0}(\alpha)=\infty$. Therefore, $P$ is $\alpha$-recurrent.
Proof Based on the facts: $n_{0}(\beta)=1 /\left[1-u_{0}(\beta)\right]$ and $n_{0}(\beta)<\infty$ if and only if $N_{0}(\beta)<\infty$, we discuss the following two cases:

Case I There exists no solution to $1-u_{0}(\beta)=0$ for $0<\beta \leqslant \bar{\alpha}$. In this case, $n_{0}(\bar{\alpha})<\infty$. Hence $N_{0}(\bar{\alpha})<\infty$. Therefore, $\alpha \geqslant \bar{\alpha}$. This, together with (4) of Lemma 9.5, implies $\alpha=\bar{\alpha}$. Hence, $P$ is $\alpha$-transient.

Case II There exists a solution $\beta^{*}$ to $1-u_{0}(\beta)=0$ for $0<\beta^{*} \leqslant \bar{\alpha}$. In this case, $n_{0}\left(\beta^{*}\right)=\infty$, hence there exists at least one infinite entry of $N_{0}(\beta)$. This leads to $\alpha=\beta^{*} \leqslant \bar{\alpha}$. Therefore, $P$ is $\alpha$-recurrent. This completes the proof.

### 9.3.3 Two Sets of Expressions

Now, we use the UL-type $R G$-factorization to express the quasi-stationary distributions for the transition matrix $P$ of $M / G / 1$ type with boundary. We present two sets of expressions, one for an $\alpha$-recurrent matrix with $\beta=\alpha$ and the other for all the other cases.

Case I $\beta=\alpha$ under which $P$ is $\alpha$-recurrent.
In this case, the quasi-stationary distribution is expressed in the following theorem.

Theorem 9.7 If $P$ is $\alpha$-recurrent, then the quasi-stationary distribution is given by

$$
\pi_{0}(\alpha)=\kappa x_{0}
$$

and

$$
\pi_{k}(\alpha)=\pi_{0}(\alpha) R_{0, k}(\alpha)+\sum_{i=1}^{k-1} \pi_{i}(\alpha) R_{k-i}(\alpha), \quad k \geqslant 1
$$

where $x_{0}$ is the left Perron-Frobeniusthe vector of the matrix $\Psi_{0}(\alpha)$ and the constant $\kappa$ satisfies $\sum_{k=0}^{\infty} \pi_{k}(\alpha) e=1$.

Proof We solve $\pi(\alpha)(I-\alpha P)=0$ by two steps. In the first step, we write

$$
\begin{equation*}
x=\pi(\alpha)\left[I-R_{U}(\alpha)\right] . \tag{9.27}
\end{equation*}
$$

Then

$$
\begin{equation*}
x\left[I-\Psi_{D}(\alpha)\right]\left[I-G_{L}(\alpha)\right]=0, \tag{9.28}
\end{equation*}
$$

which is equivalent to

$$
\begin{aligned}
& x_{0}\left[I-\Psi_{0}(\alpha)\right]-x_{1}[I-\Psi(\alpha)] G_{1,0}(\alpha)=0, \\
& x_{k}[I-\Psi(\alpha)]-x_{k+1}[I-\Psi(\alpha)] G(\alpha)=0, \quad k \geqslant 1 .
\end{aligned}
$$

Since $P$ is $\alpha$-recurrent, it follows from Theorem 9.6 that the maximal eigenvalue of $\Psi_{0}(\alpha)$ is $u_{0}(\alpha)=1$. Therefore, for the censored discounted transition matrix $\Psi_{0}(\alpha)$, there exists a nonnegative non-zero $x_{0}$ such that

$$
x_{0}\left[I-\Psi_{0}(\alpha)\right]=0
$$

Hence, $\left(\kappa x_{0}, 0,0, \ldots\right)$ is a solution to Eq. (9.28).
It follows from Eq. (9.27) that

$$
\begin{gathered}
\kappa x_{0}=\pi_{0}(\alpha), \\
-\pi_{0}(\alpha) R_{0, k}(\alpha)-\sum_{i=1}^{k-1} \pi_{i}(\alpha) R_{k-i}(\alpha)+\pi_{k}(\alpha)=0, \quad k \geqslant 1 .
\end{gathered}
$$

Some simple computations lead to the desired results. This completes the proof.
Case II $\beta<\alpha$ for the $\alpha$-recurrent or $\beta \leqslant \alpha$ for the $\alpha$-transient.
In this case, we need to construct a nonnegative non-zero solution $y$ to $y\left[I-G_{L}(\beta)\right]=0$, which is described as the following lemma.

Lemma 9.6 For every $0<\beta \leqslant \alpha$, there exist a $\theta_{\beta}>0$ and a nonnegative non-zero vector z such that

$$
z G(\beta)=\theta_{\beta} z
$$

Proof Since $G(\beta) \geqslant 0$, the maximal eigenvalue $\theta_{\beta}$ of $G(\beta)$ is nonnegative. If $\theta_{\beta}>0$, then the lemma is proved by choosing $z$ as the left eigenvector of $G(\beta)$ associated with $\theta_{\beta}$.

It follows from Neuts [22], by using the irreducibility of the Markov chain $P$, that $\theta_{1}>0$. Therefore, $\theta_{\beta} \geqslant \theta_{1}>0$ for all $\beta \geqslant 1$ since $G(\beta)$ is increasing in $\beta$.

For $0<\beta<1$, the proof also relies on the irreducibility of $P$. Suppose that there were an $s$ with $0<s<1$ such that $\theta_{s}=0$. Then, $\theta_{\beta}=0$ for all $0<\beta \leqslant s$. Therefore, all the eigenvalues of $G(\beta)$, when $0<\beta \leqslant s$, would be zero according to the Perron-Frobenius theorem for nonnegative matrices. It follows from the Cayley-Hamilton theorem that

$$
\begin{equation*}
G^{m}(\beta)=0, \quad 0<\beta \leqslant s, \tag{9.29}
\end{equation*}
$$

where $m$ is the size of matrix $G(\beta)$. On the other hand, according to the probabilistic interpretation of $G^{m}(\beta)$ and the assumption of irreducibility on $P$, $G^{m}(\beta) \neq 0$, which contradicts (9.29). This completes the proof.

Let

$$
\begin{equation*}
y=\pi(\alpha)\left[I-R_{U}(\beta)\right]\left[I-\Psi_{D}(\beta)\right] . \tag{9.30}
\end{equation*}
$$

This is equivalent to

$$
\begin{gathered}
y_{0}=\pi_{0}\left[I-\Psi_{0}(\beta)\right], \\
y_{1}=\left[-\pi_{0} R_{0,1}(\beta)+\pi_{1}\right][I-\Psi(\beta)], \\
y_{k}=\left[-\pi_{0} R_{0, k}(\beta)-\sum_{i=1}^{k-1} \pi_{i} R_{k-i}(\beta)+\pi_{k}\right][I-\Psi(\beta)], \quad k \geqslant 2 .
\end{gathered}
$$

Since both $\left[I-\Psi_{0}(\beta)\right]$ and $[I-\Psi(\beta)]$ are invertible in this case, we can express $\pi_{k}$ in terms of $y_{k}$ as follows:

$$
\begin{gather*}
\pi_{0}=y_{0}\left[I-\Psi_{0}(\beta)\right]^{-1},  \tag{9.31}\\
\pi_{1}=\pi_{0} R_{0,1}(\beta)+y_{1}[I-\Psi(\beta)]^{-1},  \tag{9.32}\\
\pi_{k}=\pi_{0} R_{0, k}(\beta)+\sum_{i=1}^{k-1} \pi_{i} R_{k-i}(\beta)+\pi_{k}[I-\Psi(\beta)]^{-1}, \quad k \geqslant 2 . \tag{9.33}
\end{gather*}
$$

Now, we solve

$$
\begin{equation*}
y\left[I-G_{L}(\beta)\right]=0 \tag{9.34}
\end{equation*}
$$

for nonnegative non-zero $y$. If such a solution exists, then $\pi$ calculated by Eq. (9.31), Eq. (9.32) and Eq. (9.33) is nonnegative and non-zero. Equation (9.34) is equivalent to

$$
\begin{aligned}
& y_{0}-y_{1} G_{1,0}(\beta)=0, \\
& y_{k}-y_{k+1} G(\beta)=0, \quad k \geqslant 1 .
\end{aligned}
$$

By using Lemma 9.6 and letting $y_{0}=z G_{1,0}(\beta)$, we can easily check that $y=$ $\left(y_{0}, z, z / \theta_{\beta}, z / \theta_{\beta}^{2}, \ldots\right)$ is a nonnegative non-zero solution to Eq. (9.34). Substituting $y$ into Eq. (9.31), Eq. (9.32) and Eq. (9.33), the quasi-stationary distribution is given in the following theorem.

Theorem 9.8 For $1<\beta<\alpha$ or $\beta=\alpha$ under which $P$ is $\alpha$-transient, the quasistationary distribution of $P$ is given by

$$
\pi_{0}=y_{0} N_{0}(\beta)
$$

and for $k \geqslant 1$,

$$
\begin{aligned}
& \pi_{k}= z \\
& \theta_{\beta}^{k-1}\left\{N(\beta)+\sum_{i=1}^{k-1} G(\beta)^{i} N(\beta) \sum_{\substack{0 \leqslant j_{1} \leqslant \ldots \leqslant j_{i} \leqslant i \\
\sum_{t} j_{t}=i}} R_{j_{1}}(\beta) R_{j_{2}}(\beta) \ldots R_{j_{i}}(\beta)\right. \\
&\left.+G(\beta)^{k-1} G_{1,0}(\beta) N_{0}(\beta) \sum_{i=1}^{k} R_{0, i}(\beta) \sum_{\substack{0 \leqslant j_{1} \leqslant \ldots \leqslant j_{k-i} \leqslant k-i \\
\sum_{t}, k-i}} R_{j_{1}}(\beta) R_{j_{2}}(\beta) \ldots R_{j_{k-1}}(\beta)\right\},
\end{aligned}
$$

where $R_{0}(\beta)=I$.

### 9.3.4 Conditions for $\alpha$-Positive Recurrence

The expressions for the quasi-stationary distribution are only based on the $\alpha$-recurrence and the $\alpha$-transience. However, it is necessary to classify the $\alpha$-recurrence as the $\alpha$-positive recurrence or the $\alpha$-null recurrence. Now, we provide conditions for classifying the $\alpha$-recurrence as either an $\alpha$-positive recurrence or an $\alpha$-null recurrence.

For simplicity of description, we assume that the matrix $A^{*}(1)$ is irreducible and stochastic. Besides the quasi-stationary distribution $\pi$ provided in Theorem 9.7, we also need to similarly express the $\alpha$-invariant vector $v$ according to the system of equations $[I-\alpha P] v=0$ and $\pi v=1$. It is easy to check by the $R G$-factorization that

$$
\begin{equation*}
v_{0}=w_{0}, \quad v_{k}=G(\alpha)^{k-1} G_{1,0}(\alpha) w_{0}, \quad k \geqslant 1, \tag{9.35}
\end{equation*}
$$

where $w_{0}$ is the unique, up to a multiplication of a positive constant, solution of $\left[I-\Psi_{0}(\alpha)\right] w_{0}=0$.

It follows from Theorem 9.7 that

$$
\Pi^{*}(z)=x_{0} R_{0}^{*}(z)\left[I-R^{*}(z)\right]^{-1}=x_{0} R_{0}^{*}(z) \sum_{n=0}^{\infty}\left[R^{*}(z)\right]^{n}
$$

which gives

$$
\begin{equation*}
\pi_{k}=x_{0} R_{0, k}(\alpha) \circledast \sum_{n=0}^{\infty} R_{k}(\alpha)^{\circledast n}, \quad k \geqslant 1 . \tag{9.36}
\end{equation*}
$$

It follows from Eq. (9.35) and Eq. (9.36) that

$$
\begin{equation*}
\sum_{i=0}^{\infty} \pi_{i} v_{i}=x_{0} v_{0}+x_{0} \sum_{k=1}^{\infty}\left[R_{0, k}(\alpha) * \sum_{n=0}^{\infty} R_{k}(\alpha)^{* n}\right] G(\alpha)^{k-1} G_{1,0}(\alpha) v_{0} . \tag{9.37}
\end{equation*}
$$

Clearly, $\sum_{i=0}^{\infty} \pi_{i} v_{i}<\infty$ if and only if

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left[R_{0, k}(\alpha) * \sum_{n=0}^{\infty} R_{k}(\alpha)^{* n}\right] G(\alpha)^{k-1}<\infty . \tag{9.38}
\end{equation*}
$$

Let $g_{\alpha}$ and $H(\alpha)$ be the maximal eigenvalue and the associated right eigenvector of $G(\alpha)$, respectively. Since $A^{*}(1)$ is irreducible, we have $H(\alpha)>0$. It follows from Eq. (9.38) that

$$
\sum_{k=1}^{\infty}\left[R_{0, k}(\alpha) * \sum_{n=0}^{\infty} R_{k}(\alpha)^{* n}\right] G(\alpha)^{k-1} H(\alpha)=\frac{1}{g_{\alpha}} R_{0}^{*}\left(g_{\alpha}\right) \sum_{n=0}^{\infty}\left[R^{*}\left(g_{\alpha}\right)\right]^{n} H(\alpha) .
$$

Then, Eq. (9.38) is true if and only if, (1) $R_{0}^{*}\left(g_{\alpha}\right)<\infty$, (2) $R^{*}\left(g_{\alpha}\right)<\infty$, and (3) the matrix $I-R^{*}\left(g_{\alpha}\right)$ is invertible.

The following lemma provides the conditions under which, (1) $R_{0}^{*}\left(g_{\alpha}\right)<\infty$ and (2) $R^{*}\left(g_{\alpha}\right)<\infty$.

Lemma 9.7 (1) $R_{0}^{*}\left(g_{\alpha}\right)<\infty$ if and only if $\sum_{k=1}^{\infty} k D_{k} G(\alpha)^{k-1}<\infty$.
(2) $R^{*}\left(g_{\alpha}\right)<\infty$ if and only if $\sum_{k=1}^{\infty} k A_{k} G(\alpha)^{k-1}<\infty$.

Proof We only prove (1), while (2) can be proved similarly.
It is clear that

$$
R_{0}^{*}\left(g_{\alpha}\right)=\sum_{k=1}^{\infty} g_{\alpha}^{k} R_{0, k}(\alpha)=\sum_{k=1}^{\infty} g_{\alpha}^{k} \sum_{i=1}^{\infty} \alpha D_{k+i} G(\alpha)^{i-1} N(\alpha) .
$$

Hence we obtain

$$
R_{0}^{*}\left(g_{\alpha}\right) N(\alpha)^{-1} H(\alpha)=\sum_{k=1}^{\infty} \sum_{i=1}^{\infty} \alpha g_{\alpha}^{k+i-1} D_{k+i} H(\alpha)=\alpha \sum_{k=1}^{\infty} k g(\alpha)^{k-1} D_{k} H(\alpha)
$$

which illustrates that $R_{0}^{*}\left(g_{\alpha}\right)<\infty$ if and only if $\sum_{k=1}^{\infty} k g(\alpha)^{k-1} D_{k}<\infty$, and if and only if $\sum_{k=1}^{\infty} k D_{k} G(\alpha)^{k-1}<\infty$. This completes the proof.

In what follows we provide a condition under which the matrix $I-R^{*}\left(g_{\alpha}\right)$ is invertible. To this end, we need to use the $R G$-factorization for the repeated row as follows:

$$
\begin{equation*}
z I-\alpha A^{*}(z)=\left[I-R^{*}(z)\right][I-\Psi(\alpha)][z I-G(\alpha)] . \tag{9.39}
\end{equation*}
$$

Let $\chi(z)$ be the maximal eigenvalue of the matrix $A^{*}(z)$ for $z>0$. It is clear that property 7 about $\chi(z)$ in Bean, Pollett and Taylor [3] (p. 393-394) also holds for the transition matrix of $M / G / 1$ type. Note that the matrix $A^{*}(1)$ is irreducible and stochastic, then the equation $z=\alpha \chi(z)$ has two different roots in $\left(0, z_{0}\right)$ if $1 \leqslant \alpha<\bar{\alpha}$, and one root repeated twice in $\left(0, z_{0}\right)$ if $\alpha=\bar{\alpha}$, where $z_{0}$ is the radius of convergence of $A^{*}(z)$. Furthermore, the equation $\operatorname{det}\left(z I-\alpha A^{*}(z)\right)=0$ has two different roots in $\left(0, z_{0}\right)$ if $1 \leqslant \alpha<\bar{\alpha}$, and one root repeated twice in $\left(0, z_{0}\right)$ if $\alpha=\bar{\alpha}$.

Lemma 9.8 (1) If $\alpha<\bar{\alpha}$, then the matrix $I-R^{*}\left(g_{\alpha}\right)$ is invertible.
(2) If $\alpha=\bar{\alpha}$, then the matrix $I-R^{*}\left(g_{\alpha}\right)$ is singular.

Proof (1) If $\alpha<\bar{\alpha}$, then the equation $\operatorname{det}\left(z I-\alpha A^{*}(z)\right)=0$ has two different roots in $\left(0, z_{0}\right)$. Since

$$
\begin{aligned}
\left\{0<z<z_{0}: \operatorname{det}\left(z I-\alpha A^{*}(z)\right)=0\right\}= & \left\{0<z<z_{0}: \operatorname{det}\left(I-R^{*}(z)\right)=0\right\} \\
& \bigcup\left\{0<z<z_{0}: \operatorname{det}(z I-G(\alpha))=0\right\}
\end{aligned}
$$

and $z=g_{\alpha}$ is a positive root to the equation $\operatorname{det}(z I-G(\alpha))=0$, it is not a positive root to the equation det $\left(I-R^{*}(z)\right)=0$. Thus, $I-R^{*}\left(g_{a}\right)$ is invertible.
(2) If $\alpha=\bar{\alpha}$, then the equation $\operatorname{det}\left(z I-\alpha A^{*}(z)\right)=0$ has one root repeated twice in $\left(0, z_{0}\right)$. Since $z=g_{\alpha}$ is a positive and simple root to the equation det $(z I-G(\alpha))=0$, it must be a positive and simple root to the equation det $\left(I-R^{*}(z)\right)=0$. Thus, $I-R^{*}\left(g_{\alpha}\right)$ is singular.

This completes the proof.
In the proof of Theorem 9.9, we need a result in Theorem 6.4 of Seneta (1981), which is restated in the following lemma in the block-partitioned form.

Lemma 9.9 Suppose $\pi=\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$ is a $\beta$-invariant measure and $v=$ $\left(v_{0}^{\mathrm{T}}, v_{1}^{\mathrm{T}}, v_{2}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}$ is a $\beta$-invariant vector of the transition matrix $P$, partitioned according to levels. Then, $P$ is $\alpha$-positive recurrent if $\pi v=\sum_{k=0}^{\infty} \pi_{i} v_{i}<+\infty$, in which case $\beta=\alpha, \pi$ is (a multiple of) the unique $\alpha$-invariant measure of $P$ and $v$ is ( $a$ multiple of ) the unique $\alpha$-invariant vector of $P$. Conversely, if $P$ is $\alpha$-positive recurrent, and $\pi$ and $v$ are respectively an invariant measure and vector, then $\pi v<+\infty$.

For an $\alpha$-recurrent $P$, the following theorem further provides conditions under which $P$ is $\alpha$-positive recurrent or $\alpha$-null recurrent. The proof follows the above discussions.

Theorem 9.9 If $\sum_{k=1}^{\infty} k D_{k} G(\alpha)^{k-1}<\infty, \sum_{k=1}^{\infty} k A_{k} G(\alpha)^{k-1}<\infty$ and $\alpha<\bar{\alpha}$, then the $\alpha$-recurrent Markov chain is $\alpha$-positive recurrent; otherwise, it is $\alpha$-null recurrent.

Remark 9.2 If $\alpha=1$ and $\bar{\alpha}>1$, then the three conditions in Theorem 9.9 are the same conditions as those in Remark b of Neuts [22] (p. 140-141). This is because in this situation, $G(1)$ is stochastic. Therefore, (1) $\sum_{k=1}^{\infty} k D_{k} G(1)^{k-1}<\infty$ if and only if $\sum_{k=1}^{\infty} k D_{k}<\infty$; (2) $\sum_{k=1}^{\infty} k A_{k} G(1)^{k-1}<\infty$ if and only if $\sum_{k=1}^{\infty} k A_{k}<\infty$; and (3) for the recurrent matrix, $\alpha<\bar{\alpha}$ if and only if $I-R^{*}(1)$ is invertible, which is equivalent to $\rho<1$.

### 9.4 Markov Chains of GI/M/1 Type

In this section, we consider the quasi-stationary distribution of an irreducible Markov chain of GI/G/1 type, and derive conditions for the state $\alpha$-classification
and expressions for the quasi-stationary distribution.
We consider an irreducible Markov chain of $G I / M / 1$ type whose transition matrix is given by

$$
P=\left(\begin{array}{ccccc}
D_{1} & D_{0} & & &  \tag{9.40}\\
D_{2} & A_{1} & A_{0} & & \\
D_{3} & A_{2} & A_{1} & A_{0} & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right),
$$

where $D_{1}$ is a square matrix of finite size $m_{0}$, all $A_{i}$ are square matrices of finite size $m$, the sizes of the other block-entries are determined accordingly and all empty entries are zero.

Let $A=\sum_{k=0}^{\infty} A_{k}$ and

$$
Q=\left(\begin{array}{ccccc}
A_{1} & A_{0} & & &  \tag{9.41}\\
A_{2} & A_{1} & A_{0} & & \\
A_{3} & A_{2} & A_{1} & A_{0} & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

Let $\bar{\alpha}$ be the radius of convergence of $Q$. It is clear that $\alpha \leqslant \bar{\alpha}$.
Let $\widehat{\beta Q}=\left(\widehat{Q}_{i, j}(\beta)\right)_{i, j \geqslant 1}$ be the fundamental matrix for the matrix $\beta Q$ and write $N(\beta)=\widehat{Q}_{1,1}(\beta)$. Also, write the $(1,1)$ st block-entry in $\widehat{\beta P}$ as $N_{0}(\beta)$.

The $R$-measure for $\beta P$ of $G I / M / 1$ type consists of two matrices, $R(\beta)$ and $R_{0,1}(\beta)$ defined by

$$
\begin{equation*}
R(\beta)=\beta A_{0} N(\beta) \tag{9.42}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{0,1}(\beta)=\beta D_{0} N(\beta) \tag{9.43}
\end{equation*}
$$

Clearly, $R(\beta)$ and $R_{0,1}(\beta)$ are matrices of size $m \times m$ and $m_{0} \times m$, respectively.
The $G$-measure for the matrix $\beta P$ consists of two sequences of matrices $G_{k, 0}(\beta)$ and $G_{k}(\beta)$ for $k=1,2, \ldots$, which are of size $m \times m_{0}$ and $m \times m$ respectively, and is defined by

$$
\begin{equation*}
G_{k, 0}(\beta)=\sum_{i=1}^{\infty} \hat{Q}_{1, i}(\beta) \beta D_{k+i} \tag{9.44}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{k}(\beta)=\sum_{i=1}^{\infty} \widehat{Q}_{1, i}(\beta) \beta A_{k+i} \tag{9.45}
\end{equation*}
$$

The following lemma says that all the block-entries in the first block-row in $\widehat{\beta Q}$ can be explicitly expressed in terms of the two matrices $R(\beta)$ and $N(\beta)$.

Lemma 9.10

$$
\begin{equation*}
\widehat{Q}_{1, j}(\beta)=N(\beta) R(\beta)^{j-1}, \quad j \geqslant 1 \tag{9.46}
\end{equation*}
$$

Proof It is clear that

$$
\left(\widehat{Q}_{1,2}(\beta), \widehat{Q}_{1,3}(\beta), \ldots\right)=N(\beta) \beta H \widehat{\beta Q}
$$

where $\beta H=\left(\beta A_{0}, 0,0, \ldots\right)$. The repeating structure and the property of skip-free-to-right of the transition matrix $\beta Q$ lead to

$$
\left(\widehat{Q}_{1,2}(\beta), \widehat{Q}_{1,3}(\beta), \ldots\right)=N(\beta) \beta A_{0}\left(N(\beta), \widehat{Q}_{1,2}(\beta), \widehat{Q}_{1,3}(\beta), \ldots\right)
$$

The proof is completed by the above recursive expression and repeatedly using $\beta A_{0} N(\beta)=R(\beta)$.

It follows from the definition Eq. (9.44) and Eq. (9.45) of the $G$-measure and Lemma 9.10 that for $k=1,2, \ldots$,

$$
\begin{equation*}
G_{k, 0}(\beta)=\sum_{i=1}^{\infty} N(\beta) R(\beta)^{i-1} \beta D_{k+i} \tag{9.47}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{k}(\beta)=\sum_{i=1}^{\infty} N(\beta) R(\beta)^{i-1} \beta A_{k+i} . \tag{9.48}
\end{equation*}
$$

The following theorem says that both $N(\beta)$ and $N_{0}(\beta)$ can be expressed in terms of the matrix $R(\beta)$.

Theorem 9.10 For the transition matrix of GI/M/1 type, the matrix $N(\beta)$ is expressed as

$$
\begin{equation*}
N(\beta)=[I-\Psi(\beta)]^{-1}, \tag{9.49}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi(\beta)=\sum_{k=1}^{\infty} R(\beta)^{k-1} \beta A_{k} \tag{9.50}
\end{equation*}
$$

The matrix $N_{0}(\beta)$ is expressed as

$$
\begin{equation*}
N_{0}(\beta)=\left[I-\Psi_{0}(\beta)\right]^{-1} \tag{9.51}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{0}(\beta)=\beta D_{1}+\sum_{k=1}^{\infty} \beta D_{0} N(\beta) R(\beta)^{k-1} \beta D_{k+1} \tag{9.52}
\end{equation*}
$$
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Proof We only prove Eq. (9.49) and Eq. (9.50), while Eq. (9.51) and Eq. (9.52) can be proved similarly.

Let

$$
\mathcal{P}=\left(\begin{array}{ll}
T & H \\
L & Q
\end{array}\right)
$$

where

$$
T=A_{1}, \quad H=\left(A_{0}, 0,0, \ldots\right), \quad L=\left(A_{2}^{\mathrm{T}}, A_{3}^{\mathrm{T}}, A_{4}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} .
$$

It is clear that

$$
N(\beta)=\widehat{Q}_{1,1}(\beta)=[I-\Psi(\beta)]^{-1}
$$

where for $\mathcal{P}=Q$ and $T=A_{1}$,

$$
\begin{aligned}
\Psi(\beta) & =\beta T+\beta H \widehat{\beta Q} \beta L=\beta A_{1}+\beta A_{0} \sum_{k=2}^{\infty} \widehat{Q}_{1, k-1}(\beta) \beta A_{k} \\
& =\sum_{k=1}^{\infty} R(\beta)^{k-1} \beta A_{k} .
\end{aligned}
$$

The last equation follows from $\beta A_{0} N(\beta)=R(\beta)$ by using Lemma 9.10.
It follows from Eq. (9.42) and Eq. (9.49) that $R(\beta)$ satisfies the matrix equation

$$
\begin{equation*}
R(\beta)=\sum_{k=0}^{\infty} R(\beta)^{k} \beta A_{k} \tag{9.53}
\end{equation*}
$$

It is clear that $R(\beta)$ is the minimal nonnegative solution to Eq. (9.53).
For the matrix $P$ of $G I / M / 1$ type, the UL-type $R G$-factorization is given by

$$
\begin{equation*}
I-\beta P=\left[I-R_{U}(\beta)\right]\left[I-\Psi_{D}(\beta)\right]\left[I-G_{L}(\beta)\right], \tag{9.54}
\end{equation*}
$$

where

$$
\begin{gathered}
{\left[I-R_{U}(\beta)\right]=\left(\begin{array}{cccc}
I-R_{0,1}(\beta) & & & \\
I & -R(\beta) & & \\
& I & -R(\beta) & \\
& & \ddots & \ddots \\
& & &
\end{array}\right),} \\
\Psi_{D}(\beta)=\operatorname{diag}\left(\Psi_{0}(\beta), \Psi(\beta), \Psi(\beta), \ldots\right)
\end{gathered}
$$

and

$$
\left[I-G_{L}(\beta)\right]=\left(\begin{array}{ccccc}
I & & & & \\
-G_{1,0}(\beta) & I & & & \\
-G_{2,0}(\beta) & -G_{1}(\beta) & I & & \\
-G_{3,0}(\beta) & -G_{2}(\beta) & -G_{1}(\beta) & I & \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

### 9.4.1 Spectral Analysis

Now, we provide spectral analysis for the $R$-and $G$-measures. The spectral analysis is a key for expressing the quasi-stationary distribution for the Markov chain of GI/M/1 type.

For convenience of description, we first assume that the matrix $A$ is stochastic, and then extend our discussions to the strictly substochastic case. Let $\rho=\omega \xi$, where $\xi=\sum_{k=1}^{\infty} k A_{k} e$ and $\omega$ is the stationary probability vector of the matrix $A$.

Let

$$
\begin{equation*}
A^{*}(z)=\sum_{k=0}^{\infty} A_{k} z^{k}, \quad 0 \leqslant z<z_{0} \tag{9.55}
\end{equation*}
$$

where $z_{0}$ is the radius of convergence of function $A^{*}(z)$. Let $\chi(z), u(z)$ and $v(z)$ be the maximal eigenvalue and the corresponding Perron-Frobenius left and right eigenvectors of the matrix $A^{*}(z)$, respectively, and $r(\beta), l(\beta)$ and $h(\beta)$ the maximal eigenvalue and the corresponding Perron-Frobenius left and right eigenvectors of the matrix $R(\beta)$, respectively. Using the same proof as in Lemma 1.3.2 of Neuts [21], we can show from Eq. (9.53) that $r(\beta)=\beta \chi(r(\beta))$ and $l(\beta)=c u(r(\beta))$, where $c$ is a non-zero constant. Without loss of generality, we set $c=1$. It means that $z=r(\beta)$ is a positive solution of $z=\beta \chi(z)$. Actually, based on the discussion in Bean, Pollett and Taylor [3], we know from the irreducibility of the matrix $A$ that for the equation $z=\beta \chi(z)$, there exist exactly two different positive solutions if $0<\beta<\bar{\alpha}$ or only one (repeated twice) if $\beta=\bar{\alpha}$. We denote the two solutions by $\tilde{\theta}_{\beta}$ and $\theta_{\beta}$ and assume that $0<\tilde{\theta}_{\beta} \leqslant \theta_{\beta}$. The following facts are a simple summarization on $\tilde{\theta}_{\beta}$ and $\theta_{\beta}$ based on Lemma 2.1 in Kijima [14].

We now consider the following three cases:
(1) Assume $\rho>1$ and $\bar{\alpha}>1$. In this case, $\tilde{\theta}_{\bar{\alpha}}<1$. In fact, for $1<\beta<\bar{\alpha}$,

$$
0<\tilde{\theta}_{1}<\tilde{\theta}_{\beta}<\tilde{\theta}_{\bar{\alpha}}=\theta_{\bar{\alpha}}<\theta_{\beta}<\theta_{1}=1 ;
$$

and for $0<\beta<1$,

$$
0<\tilde{\theta}_{\beta}<\tilde{\theta}_{1}<\theta_{1}=1<\theta_{\beta}<z_{0} .
$$
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(2) Assume $\rho<1$ and $\bar{\alpha}>1$. In this case, $\tilde{\theta}_{\bar{\alpha}}>1$. In fact, for $1<\beta<\bar{\alpha}$,

$$
1=\tilde{\theta}_{1}<\tilde{\theta}_{\beta}<\tilde{\theta}_{\bar{\alpha}}=\theta_{\bar{\alpha}}<\theta_{\beta}<\theta_{1}<z_{0}
$$

and for $0<\beta<1$,

$$
0<\tilde{\theta}_{\beta}<\tilde{\theta}_{1}=1<\theta_{1}<\theta_{\beta}<z_{0}
$$

(3) Assume $\rho=1$. In this case, $\tilde{\theta}_{\bar{\alpha}}=1$. Note that $\tilde{\theta}_{\bar{\alpha}}=\bar{\alpha} \chi\left(\tilde{\theta}_{\bar{\alpha}}\right)$, we obtain that $\bar{\alpha}=\frac{1}{\chi(1)}=1$, since the matrix $A$ is stochastic. For $0<\beta<1$,

$$
0<\tilde{\theta}_{\beta}<1<\theta_{\beta}<z_{0} .
$$

Figure 9.1 and Fig. 9.2 intuitively depict the above three cases, respectively. Let

$$
G_{\beta}^{*}(z)=\sum_{k=1}^{\infty} z^{k} G_{k}(\beta) .
$$



Figure 9.1 The case with $\rho>1$
Lemma 9.11 For $0<\beta \leqslant \bar{\alpha}$,

$$
\begin{equation*}
z I-\beta A^{*}(z)=[z I-R(\beta)][I-\Psi(\beta)]\left[I-G_{\beta}^{*}(z)\right] . \tag{9.56}
\end{equation*}
$$

In what follows we show that $\theta_{\beta}$ is the maximal eigenvalue of the matrix $R_{\max }(\beta)$ defined in Eq. (9.57), which is another nonnegative solution to the matrix equation $X=\sum_{k=0}^{\infty} X^{k} \beta A_{k}$. We show $\tilde{\theta}_{\beta}=r(\beta)$. We define

$$
\begin{equation*}
R_{\max }(\beta)=R(\beta)+h(\beta) u\left(\theta_{\beta}\right) \cdot\left[\theta_{\beta} I-R(\beta)\right], \tag{9.57}
\end{equation*}
$$

where $u\left(\theta_{\beta}\right)$ and $h(\beta)$ are selected such that $u\left(\theta_{\beta}\right) h(\beta)=1$, since $u\left(\theta_{\beta}\right)>0$ according to the irreducibility of the matrix $A$.


Figure 9.2 (a) The case with $\rho<1$; (b) The case with $\rho=1$
Lemma 9.12 (1) $\theta_{\beta}$ is the maximal eigenvalue of $R_{\max }(\beta)$, and $u\left(\theta_{\beta}\right)$ and $h(\beta)$ are the associated left and right eigenvectors of $R_{\max }(\beta)$, respectively.
(2) $R_{\max }(\beta)$ is a solution to the equation $X=\sum_{k=0}^{\infty} X^{k} \beta A_{k}$ for $0<\beta \leqslant \bar{\alpha}$.
(3) $R_{\max }(\beta)$ is nonnegative for satisfying $R_{\max }(\beta) \geqslant R(\beta)$ for $0<\beta<\bar{\alpha}$ and $R_{\text {max }}(\bar{\alpha})=R(\bar{\alpha})$.

Proof (1) This can be directly verified.
(2) By induction, we can obtain that for all $k \geqslant 0$,

$$
R_{\max }(\beta)^{k}=R(\beta)^{k}+h(\beta) u\left(\theta_{\beta}\right) \cdot\left[\theta_{\beta}^{k} I-R(\beta)^{k}\right] .
$$

Note that $\beta \chi\left(\theta_{\beta}\right)=\theta_{\beta}$, we have $u\left(\theta_{\beta}\right) \sum_{k=0}^{\infty} \theta_{\beta}^{k} \beta A_{k}=\theta_{\beta} u\left(\theta_{\beta}\right)$. Therefore,

$$
\begin{aligned}
\sum_{k=0}^{\infty} R_{\max }(\beta)^{k} \beta A_{k} & =\sum_{k=0}^{\infty} R(\beta)^{k} \beta A_{k}+h(\beta) u\left(\theta_{\beta}\right) \cdot\left[\sum_{k=0}^{\infty} \theta_{\beta}^{k} \beta A_{k}-\sum_{k=0}^{\infty} R(\beta)^{k} \beta A_{k}\right] \\
& =R(\beta)+h(\beta) u\left(\theta_{\beta}\right) \cdot\left[\theta_{\beta} I-R(\beta)\right]=R_{\max }(\beta) .
\end{aligned}
$$

(3) Since $h(\beta) \geqslant 0$ and $u\left(\theta_{\beta}\right) \geqslant 0$, it follows from Eq. (9.57) that in order to prove that $R_{\max }(\beta) \geqslant R(\beta)$, we only need to check that $u\left(\theta_{\beta}\right) R(\beta) \leqslant \theta_{\beta} u\left(\theta_{\beta}\right)$. To do this, we write

$$
R_{0}(\beta)=0
$$

and

$$
R_{N+1}(\beta)=\sum_{k=0}^{\infty} R_{N}(\beta)^{k} \beta A_{k}, \quad N \geqslant 1 .
$$

It is clear that

$$
u\left(\theta_{\beta}\right) R_{0}(\beta)=0 \leqslant \theta_{\beta} u\left(\theta_{\beta}\right) .
$$
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In what follows we assume that for any given $N=l$,

$$
u\left(\theta_{\beta}\right) R_{l}(\beta) \leqslant \theta_{\beta} u\left(\theta_{\beta}\right),
$$

then for $N=l+1$ we obtain

$$
u\left(\theta_{\beta}\right) R_{l+1}(\beta)=u\left(\theta_{\beta}\right) \sum_{k=0}^{\infty} R_{l}(\beta)^{k} \beta A_{k} \leqslant u\left(\theta_{\beta}\right) \sum_{k=0}^{\infty} \theta_{\beta}^{k} \beta A_{k}=\theta_{\beta} u\left(\theta_{\beta}\right) .
$$

Therefore, by induction we know that for all $N \geqslant 0$ we have

$$
\begin{equation*}
u\left(\theta_{\beta}\right) R_{N}(\beta) \leqslant \theta_{\beta} u\left(\theta_{\beta}\right) . \tag{9.58}
\end{equation*}
$$

Similar analysis to Lemma 1.2.3 in Neuts [21] leads to

$$
R(\beta)=\lim _{N \rightarrow \infty} R_{N}(\beta)
$$

it follows from Eq. (9.58) that $u\left(\theta_{\beta}\right) R(\beta) \leqslant \theta_{\beta} u\left(\theta_{\beta}\right)$.
For $0<\beta<\bar{\alpha}$, since

$$
h(\beta) u\left(\theta_{\beta}\right) \cdot\left[\theta_{\beta} I-R(\beta)\right] \cdot h(\beta)=h(\beta)\left[\theta_{\beta}-r(\beta)\right] \geqslant 0,
$$

we obtain

$$
h(\beta) u\left(\theta_{\beta}\right) \cdot\left[\theta_{\beta} I-R(\beta)\right] \geqslant 0,
$$

hence $R_{\text {max }}(\beta) \ngtr R(\beta)$.
For $\beta=\bar{\alpha}$, since the equation $z=\bar{\alpha} \chi(z)$ has only one solution, we obtain $\theta_{\bar{\alpha}}=r(\bar{\alpha})$ and $u\left(\theta_{\bar{\alpha}}\right)=A l\left(\theta_{\bar{\alpha}}\right)$ is also a left eigenvector of the matrix $R(\bar{\alpha})$. Clearly,

$$
h(\bar{\alpha}) u\left(\theta_{\bar{\alpha}}\right) \cdot\left[\theta_{\bar{\alpha}} I-R(\bar{\alpha})\right]=0 .
$$

Thus, $R_{\max }(\bar{\alpha})=R(\bar{\alpha})$. This completes the proof.
The following corollary follows from the proof of the above result.
Corollary 9.3 For $0<\beta \leqslant \bar{\alpha}, \tilde{\theta}_{\beta}(\beta)=r(\beta)$.
Further, we show that the larger solution $\theta_{\beta}$ to the equation $z=\beta \chi(z)$ is also a solution to the equation $\operatorname{det}\left(I-G_{\beta}^{*}(z)\right)=0$.

Theorem 9.11 For all $0<\beta \leqslant \bar{\alpha}, z=\theta_{\beta}$ is a positive solution to equation $\operatorname{det}\left(I-G_{\beta}^{*}(z)\right)=0$.

Proof Since the matrix $I-\Psi(\beta)$ is invertible for $0<\beta \leqslant \bar{\alpha}$, it follows from Lemma 9.11 that

$$
\begin{aligned}
\left\{z>0: \operatorname{det}\left(z I-\beta A^{*}(z)\right)=0\right\}= & \{z>0: \operatorname{det}(z I-R(\beta))=0\} \\
& \cup\left\{z>0: \operatorname{det}\left(I-G_{\beta}^{*}(z)\right)=0\right\} .
\end{aligned}
$$

Since for $0<\beta<\bar{\alpha}, \theta_{\beta}>r(\beta)$ and $r(\beta)$ is the maximal eigenvalue of $R(\beta)$, we obtain that $\operatorname{det}\left(\theta_{\beta} I-R(\beta)\right) \neq 0$ Note that $\operatorname{det}\left(\theta_{\beta} I-\beta A^{*}\left(\theta_{\beta}\right)\right)=0$, we obtain that $z=\theta_{\beta}$ must be a positive solution to equation $\operatorname{det}\left(I-G_{\beta}^{*}(z)\right)=0$. Finally, since $f(\beta)=\operatorname{det}\left(I-G_{\beta}^{*}\left(\theta_{\beta}\right)\right)$ is left-continuous at $\beta=\bar{\alpha}, \operatorname{det}\left(I-G_{\bar{\alpha}}^{*}\left(\theta_{\bar{\alpha}}\right)\right)=$ $\lim _{\beta>\bar{\alpha}} f(\beta)=0$.

Lemma 9.13 For all $0<\beta \leqslant \bar{\alpha}$, the maximal eigenvalue of the nonnegative matrix $G_{\beta}^{*}\left(\theta_{\beta}\right)$ is equal to one.

Proof Let $g(z)$ be the maximal eigenvalue of the nonnegative matrix $G_{\beta}^{*}(z)$ for $z \in\left[0, z_{0}\right)$, where $z_{0}$ is the radius of convergence of the matrix $A^{*}(z)$. When $z=\theta_{\beta}$, we write $\lambda=g\left(\theta_{\beta}\right)$. Therefore, $\frac{1}{\lambda} g\left(\theta_{\beta}\right)=1$. Suppose that $\lambda>1$. Noting that $g(z)$ is an increasing and continuous function for $z \in\left[0, z_{0}\right), g(0)=0$ and $g\left(\theta_{\beta}\right)=\lambda>1$, there must exist at least one point $\theta^{*}(\beta) \in\left(0, \theta_{\beta}\right)$ such that $g\left(\theta^{*}(\beta)\right)=1$ according to the Mean Value Theorem for continuous functions. Thus, $\operatorname{det}\left(I-G_{\beta}^{*}\left(\theta^{*}(\beta)\right)\right)=0$, and so $\operatorname{det}\left(\theta^{*}(\beta) I-A^{*}\left(\theta^{*}(\beta)\right)\right)=0$. Therefore, $z=\theta^{*}(\beta)$ is a positive solution to the equation $z=\beta \chi(z)$. As shown earlier in this section, the equation $z=\beta \chi(z)$ has two different positive solutions $\theta_{\beta}$ and $r(\beta)$ for $0<\beta<\bar{\alpha}$. For $0<\beta<\bar{\alpha}$, it follows from Theorem 9.11 that $\operatorname{det}$ $\left(I-G_{\beta}^{*}(r(\beta))\right) \neq 0$. Therefore, $\theta^{*}(\beta) \neq r(\beta)$. Based on this, $z=\theta^{*}(\beta)$ is a third positive solution to the equation $z=\beta \chi(z)$, which is a contradiction. For $\beta=\bar{\alpha}, z=\theta_{\bar{\alpha}}=r(\bar{\alpha})$ is the unique positive solution to the equation $z=\bar{\alpha} \chi(z)$. This contradicts that $\theta^{*}(\bar{\alpha})<\theta_{\bar{\alpha}}$ is also a positive solution to the equation $z=\bar{\alpha} \chi(z)$. This completes the proof.

The conclusion given below will be used in constructing a solution for the quasi-stationary distribution. This conclusion is a direct consequence of Theorem 9.11 and Lemma 9.13.

Corollary 9.4 For $0<\beta \leqslant \bar{\alpha}$, there always exists a nonnegative non-zero row vector $x_{1}$ such that $x_{1}=x_{1} G_{\beta}^{*}\left(\theta_{\beta}\right)$, that is,

$$
\begin{equation*}
x_{1}=x_{1} \sum_{i=1}^{\infty} \theta_{\beta}^{i} G_{i}(\beta) . \tag{9.59}
\end{equation*}
$$

In what follows we first construct a formal solution for the quasi-stationary distribution $\left\{\pi_{k}\right\}$. To guarantee $\pi_{k}$ for each $k \geqslant 0$ is finite, we need to know whether or not $\sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta)$ is finite, which is discussed in the following theorem.
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Theorem 9.12 Suppose that the matrix A is stochastic. For $0<\beta \leqslant \bar{\alpha}$,
(1) if $\rho \neq 1$, then $\sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta)$ is finite
(2) if $\rho=1$ and $\sum_{i=1}^{\infty} i^{2} A_{i}$ is finite, then $\sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta)$ is finite

Proof It follows from Eq. (9.47) that

$$
\begin{aligned}
\sum_{k=1}^{\infty} \theta_{\beta}^{k-1} G_{k, 0}(\beta) & =N(\beta) \sum_{k=1}^{\infty} \sum_{i=1}^{\infty} \theta_{\beta}^{k-1} R(\beta)^{i-1} \beta D_{k+i} \\
& =N(\beta) \sum_{k=1}^{\infty} \sum_{i=0}^{k-1} \theta_{\beta}^{i} R(\beta)^{k-1-i} \beta D_{k+1} .
\end{aligned}
$$

Since $u\left(\theta_{\beta}\right)>0$, the convergence of the above sum is equivalent to the convergence of

$$
u\left(\theta_{\beta}\right) N(\beta)^{-1} \sum_{k=1}^{\infty} \theta_{\beta}^{k-1} G_{k, 0}(\beta)=u\left(\theta_{\beta}\right) \sum_{k=1}^{\infty} \sum_{i=0}^{k-1} \theta_{\beta}^{i} R(\beta)^{k-1-i} \beta D_{k+1} \geqslant 0
$$

Notice that $u\left(\theta_{\beta}\right) R(\beta) \leqslant \theta_{\beta} u\left(\theta_{\beta}\right)$, we obtain

$$
\begin{aligned}
u\left(\theta_{\beta}\right) \sum_{k=1}^{\infty} \sum_{i=0}^{k-1} \theta_{\beta}^{i} R(\beta)^{k-1-i} \beta D_{k+1} \leqslant & u\left(\theta_{\beta}\right) \sum_{k=1}^{\infty} \sum_{i=0}^{k-1} \theta_{\beta}^{k-1} \beta D_{k+1} \\
& =u\left(\theta_{\beta}\right) \sum_{k=1}^{\infty} k \theta_{\beta}^{k-1} \beta D_{k+1} .
\end{aligned}
$$

Since $\theta_{\beta}$ is strictly increasing for $0<\beta \leqslant \bar{\alpha}$ according to the irreducibility of the matrix $A$,

$$
\sum_{k=1}^{\infty} k \theta_{\beta}^{k-1} D_{k+1} \leqslant \sum_{k=1}^{\infty} k \theta_{\bar{\alpha}}^{k-1} D_{k+1} .
$$

Therefore, the convergence of $\sum_{k=1}^{\infty} k \theta_{\bar{\alpha}}^{k-1} D_{k+1}$ is a sufficient condition for the convergence of $\sum_{k=1}^{\infty} \theta_{\beta}^{k-1} G_{k, 0}(\beta)$ for $0<\beta \leqslant \bar{\alpha}$.

Since $P$ is either stochastic or strictly substochastic and the matrix $A$ is stochastic, we obtain

$$
D_{k+1} e \leqslant e-\sum_{i=0}^{k} A_{i} e=\sum_{i=k+1}^{\infty} A_{i} e
$$

which means that

$$
\begin{equation*}
\sum_{k=1}^{\infty} k \theta_{\bar{\alpha}}^{k-1} D_{k+1} e \leqslant \sum_{k=1}^{\infty} \sum_{i=k+1}^{\infty} k \theta_{\bar{\alpha}}^{k-1} A_{i} e=\sum_{i=2}^{\infty}\left(\sum_{k=1}^{i-1} k \theta_{\bar{\alpha}}^{k-1}\right) A_{i} e . \tag{9.60}
\end{equation*}
$$

Consider the following two cases.
Case I $\rho \neq 1$. In this case, $\theta_{\bar{\alpha}} \neq 1$ by Lemma 2.1 in Kijima [14]. Hence,

$$
\begin{equation*}
\sum_{k=1}^{i-1} k \theta_{\bar{\alpha}}^{k-1}=\frac{1-i \theta_{\bar{\alpha}}^{i-1}+(i-1) \theta_{\bar{\alpha}}^{i}}{\left(1-\theta_{\bar{\alpha}}\right)^{2}} \tag{9.61}
\end{equation*}
$$

It is clear from Eq. (9.60) and Eq. (9.61) that if $\sum_{i=1}^{\infty} i \theta_{\bar{\alpha}}^{i-1} A_{i} e$ is finite, then $\sum_{i=1}^{\infty} \theta_{\bar{\alpha}}^{i-1} G_{i, 0}(\bar{\alpha})$ is finite. Notice that the matrix function $A^{*}(z)$ is analytic at $\theta_{\bar{\alpha}} \in\left(0, z_{0}\right)$, we obtain

$$
\sum_{i=1}^{\infty} i \theta_{\bar{\alpha}}^{i-1} A_{i}=\frac{\mathrm{d}}{\mathrm{~d} z} A^{*}(z)_{\mid z=\theta_{\bar{\alpha}}}
$$

is finite. Therefore, $\sum_{i=1}^{\infty} i \theta_{\bar{\alpha}}^{i-1} A_{i} e$ is finite.
Case II $\rho=1$. In this case, $\theta_{\bar{\alpha}}=1$ according to Lemma 2.1 in Kijima [14]. Therefore,

$$
\sum_{k=1}^{i-1} k \theta_{\bar{\alpha}}^{k-1}=\sum_{k=1}^{i-1} k=\frac{i(i-1)}{2} .
$$

The rest of the proof is obvious now.
Remark 9.3 When the matrix $A$ is irreducible and strictly substochastic, the equation $z=\beta \chi(z)$ still has two positive solutions if $0<\beta<\bar{\alpha}$ or only one solution (repeated twice) if $\beta=\bar{\alpha}$. However, the series $\sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta)$ may be infinite even under the assumption $\sum_{i=1}^{\infty} i^{2} A_{i}<+\infty$. For example, let $A_{k}=\lambda b^{k}$, $0<b<1,0<\lambda<1-b, k \geqslant 0$, and $D_{l}=\frac{1-b-\lambda}{2(1-b)}$ for $l \geqslant 2$. We can obtain that $\bar{\alpha}=\frac{1}{4 b \lambda}$ and $\tilde{\theta}_{\bar{\alpha}}=\frac{1}{2 b}$. It follows from Eq. (9.47) that

$$
\sum_{k=1}^{\infty} \theta_{\bar{\alpha}}^{k-1} G_{k, 0}(\bar{\alpha})=\bar{\alpha} N(\bar{\alpha}) \frac{1-b-\lambda}{2(1-b)} \sum_{k=1}^{\infty} k\left(\frac{1}{2 b}\right)^{k-1}=+\infty
$$

whenever $0<b \leqslant \frac{1}{2}$.
Remark 9.4 Let

$$
\delta=\sup \left\{\beta \geqslant 1: \sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta)<+\infty\right\} .
$$

Then $\delta=\alpha \leqslant \bar{\alpha}$.If $\sum_{k=1}^{\infty} \theta_{\alpha}^{k-1} G_{k, 0}(\alpha)<+\infty$, then $P$ is $\alpha$-transient; if $\sum_{k=1}^{\infty} \theta_{\alpha}^{k-1} G_{k, 0}(\alpha)$ is infinite, then $P$ is $\alpha$-recurrent. It is clear that if $0<\beta<\alpha$, then $\sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta)<+\infty$; otherwise $\sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta)$ is infinite.

Now, we discuss the state $\alpha$-classification of the Markov chain. To do this, let $u_{0}(\beta)$ and $n_{0}(\beta)$ be the maximal eigenvalues of the censored matrix $\Psi_{0}(\beta)$ and its fundamental matrix $N_{0}(\beta)$, respectively. Then $n_{0}(\beta)=1 /\left[1-u_{0}(\beta)\right]$.

Theorem 9.13 (1) If for all $0<\beta \leqslant \bar{\alpha}, u_{0}(\beta)<1$, then $N_{0}(\bar{\alpha})<\infty$ and $\alpha=\bar{\alpha}$. In this case, $P$ is $\alpha$-transient.
(2) If there exists a $\beta^{*}$ with $0<\beta^{*} \leqslant \bar{\alpha}$ such that $u_{0}\left(\beta^{*}\right)=1$, then $\alpha=\beta^{*}$ and $N_{0}(\alpha)$ is infinite. In this case, $P$ is $\alpha$-recurrent.

Proof Based on the facts: $n_{0}(\beta)=1 /\left[1-u_{0}(\beta)\right]$ and $n_{0}(\beta)<\infty$ if and only if $N_{0}(\beta)<\infty$, we discuss the following two cases:

Case I There exists no solution to $1-u_{0}(\beta)=0$ for $0<\beta \leqslant \bar{\alpha}$. In this case, $n_{0}(\bar{\alpha})<\infty$, Hence $N_{0}(\bar{\alpha})<\infty$. Therefore, $\alpha \geqslant \bar{\alpha}$. This, together with the fact $\alpha \leqslant \bar{\alpha}$, implies $\alpha=\bar{\alpha}$. Hence, $P$ is $\alpha$-transient.

Case II There exists a solution $\beta^{*}$ to $1-u_{0}(\beta)=0$ for $0<\beta^{*} \leqslant \bar{\alpha}$. In this case, $n_{0}\left(\beta^{*}\right)=\infty$, hence there exists at least one infinite entry of $N_{0}(\beta)$. This leads to $\alpha=\beta^{*} \leqslant \bar{\alpha}$ Therefore, $P$ is $\alpha$-recurrent.

This completes the proof.

### 9.4.2 Two Sets of Expressions

We use the UL-type $R G$-factorization to express the quasi-stationary distribution $\pi(\beta)=\left\{\pi_{0}(\beta), \pi_{1}(\beta), \pi_{2}(\beta), \ldots\right\}$ for $1<\beta \leqslant \alpha$. We present two sets of expressions: One for an $\alpha$-recurrent matrix with $\beta=\alpha$ and another for all the other cases. To compute the quasi-stationary distribution, we need to verify $\pi=\pi \beta P$, that is,
(1) $\pi_{0}=\sum_{k=0}^{\infty} \pi_{k} \beta D_{k+1}$,
(2) $\pi_{1}=\pi_{0} \beta D_{0}+\sum_{k=1}^{\infty} \pi_{k} \beta A_{k}$, and
(3) $\pi_{l}=\sum_{k=0}^{\infty} \pi_{k+l-1} \beta A_{k}$ for $l \geqslant 2$.

The first set: $\alpha$-recurrent with $\beta=\alpha$
In this case, we solve $\pi(I-\alpha P)=0$ according to Eq. (9.54) by two steps. Let

$$
\begin{equation*}
x=\pi\left[I-R_{U}(\alpha)\right] . \tag{9.62}
\end{equation*}
$$

Then

$$
\begin{equation*}
x\left[I-\Psi_{D}(\alpha)\right]\left[I-G_{L}(\alpha)\right]=0 . \tag{9.63}
\end{equation*}
$$

In the first step, if $x=\left(x_{0}, x_{1}, \ldots\right)$ and $\pi=\left(\pi_{0}, \pi_{1}, \ldots\right)$ are partitioned according to levels, then Eq. (9.63) is equivalent to

$$
\begin{gathered}
x_{0}\left[I-\Psi_{0}(\alpha)\right]-\sum_{i=1}^{\infty} x_{i}[I-\Psi(\alpha)] G_{i, 0}(\alpha)=0, \\
x_{k}[I-\Psi(\alpha)]-\sum_{i=k+1}^{\infty} x_{i}[I-\Psi(\alpha)] G_{i-k}(\alpha)=0, \quad k \geqslant 1 .
\end{gathered}
$$

Since $P$ is $\alpha$-recurrent, it follows from (2) in Theorem 9.13 that the maximal eigenvalue of $\Psi_{0}(\alpha)$ is $u_{0}(\alpha)=1$. Therefore, for the nonnegative and irreducible $\Psi_{0}(\beta)$, there exists a positive $x_{0}$ such that

$$
x_{0}\left[I-\Psi_{0}(\alpha)\right]=0
$$

Hence, $\left(\tau x_{0}, 0,0, \ldots\right)$ is a solution to Eq. (9.63).
In the second step, to express $\pi_{k}$ in terms of $x_{k}$ we solve Eq. (9.62) and obtain

$$
\pi_{0}=\tau x_{0}
$$

and

$$
\pi_{k}=\pi_{0} R_{0,1}(\alpha) R^{k-1}(\alpha), \quad k \geqslant 1
$$

We prove the following theorem.
Theorem 9.14 If $P$ is $\alpha$-recurrent, then the quasi-stationary distribution for $\beta=\alpha$ is given by

$$
\begin{equation*}
\pi_{0}=\tau x_{0} \tag{9.64}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{k}=\pi_{0} R_{0,1}(\alpha) R^{k-1}(\alpha), \quad k \geqslant 1, \tag{9.65}
\end{equation*}
$$

where $x_{0}$ is the left Perron-Frobeniusthe vector of the matrix $\Psi_{0}(\alpha)$, and the constant $\tau$ makes $\sum_{k=0}^{\infty} \pi_{k} e=1$.

Proof We show that $\pi_{k}$ for $k \geqslant 0$ given in Theorem 9.14 satisfy equations (1), (2) and (3).

Equation (3) holds because of Eq. (9.53),

$$
\begin{aligned}
\sum_{k=0}^{\infty} \pi_{k+l-1} \alpha A_{k} & =\pi_{0} R_{0,1}(\alpha) R(\alpha)^{l-2} \sum_{k=0}^{\infty} R(\alpha)^{k} \alpha A_{k} \\
& =\pi_{0} R_{0,1}(\alpha) R(\alpha)^{l-1}=\pi_{l} .
\end{aligned}
$$

To see that (1) holds, we use Eq. (9.52) and the fact $\pi_{0} \Psi_{0}(\alpha)=\pi_{0}$,

$$
\sum_{k=0}^{\infty} \pi_{k} \alpha D_{k+1}=\pi_{0}\left[\alpha D_{1}+R_{0,1}(\alpha) \sum_{k=1}^{\infty} R(\alpha)^{k-1} \alpha D_{k+1}\right]=\pi_{0} \Psi_{0}(\alpha)=\pi_{0}
$$

Finally, (2) holds by noticing $R_{0,1}(\alpha)=\alpha D_{0} N(\alpha)$ and $N(\alpha)=(I-\Psi(\alpha))^{-1}$, and using Eq. (9.50),

$$
\begin{aligned}
\pi_{0} \alpha D_{0}+\sum_{k=1}^{\infty} \pi_{k} \alpha A_{k} & =\pi_{0}\left[\alpha D_{0}+R_{0,1}(\alpha) \sum_{k=1}^{\infty} R(\alpha)^{k-1} \alpha A_{k}\right] \\
& =\pi_{0} \alpha D_{0}[I+N(\alpha) \Psi(\alpha)]=\pi_{0} R_{0,1}(\alpha)=\pi_{1} .
\end{aligned}
$$

Therefore, the expression in Theorem 9.14 is unique, up to multiplication by a positive constant, $\alpha$-invariant measure. This completes the proof.

The second set: $\alpha$-recurrent with $\beta<\alpha$ or $\alpha$-transient with $\beta \leqslant \alpha$.
In this case, we need to proceed in two steps. Let

$$
\begin{equation*}
y=\pi\left[I-R_{U}(\beta)\right]\left[I-\Psi_{D}(\beta)\right] . \tag{9.66}
\end{equation*}
$$

Then

$$
\begin{equation*}
y\left[I-G_{L}(\beta)\right]=0 . \tag{9.67}
\end{equation*}
$$

In the first step, we need to solve the Eq. (9.67) for a nonnegative non-zero row vector $y$. If such a solution exists, then $\pi$ can be calculated by $y$. Equation (9.67) is equivalent to

$$
\begin{equation*}
y_{0}=\sum_{i=1}^{\infty} y_{i} G_{i, 0}(\beta) \tag{9.68}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{k}=\sum_{i=1}^{\infty} y_{k+i} G_{i}(\beta), \quad k \geqslant 1 . \tag{9.69}
\end{equation*}
$$

We first consider a special solution to Eq. (9.69) and Eq. (9.68). Let

$$
\begin{equation*}
y_{k}=\theta_{\beta}^{k-1} x_{1}, \quad k \geqslant 1, \tag{9.70}
\end{equation*}
$$

where $x_{1}$ is determined as the unique, up to constant multiplications, nonnegative solution of the equation $x_{1}=x_{1} \sum_{i=1}^{\infty} \theta_{\beta}^{i} G_{i}(\beta)$. Then it follows from Eq. (9.69) and Eq. (9.68) that

$$
\begin{equation*}
y_{0}=x_{1} \sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta) \tag{9.71}
\end{equation*}
$$

and from Eq. (9.69) and Eq. (9.70) that

$$
x_{1}=x_{1} \sum_{i=1}^{\infty} \theta_{\beta}^{i} G_{i}(\beta),
$$

which is the same as Eq. (9.59) and it follows from Theorem 9.12 that $y_{0}$ is finite. Therefore, Eq. (9.71) and Eq. (9.70) are a nonnegative non-zero solution to Eq. (9.68) and Eq. (9.69), or Eq. (9.67).

In the second step, solving $y=\pi\left[I-R_{U}(\beta)\right]\left[I-\Psi_{D}(\beta)\right]$ in Eq. (9.66) we obtain

$$
\begin{aligned}
& y_{0}=\pi_{0}\left[I-\Psi_{0}(\beta)\right], \\
& y_{1}=\left[-\pi_{0} R_{0,1}(\beta)+\pi_{1}\right][I-\Psi(\beta)], \\
& y_{k}=\left[-\pi_{k-1} R(\beta)+\pi_{k}\right][I-\Psi(\beta)], \quad k \geqslant 2 .
\end{aligned}
$$

Since both $\left[I-\Psi_{0}(\beta)\right]$ and $[I-\Psi(\beta)]$ are invertible in this case, we can express $\pi_{k}$ in terms of $y_{k}$ :

$$
\begin{gather*}
\pi_{0}=y_{0} N_{0}(\beta),  \tag{9.72}\\
\pi_{1}=\pi_{0} R_{0,1}(\beta)+y_{1} N(\beta) \tag{9.73}
\end{gather*}
$$

and

$$
\begin{equation*}
\pi_{k}=\pi_{k-1} R(\beta)+y_{k} N(\beta), \quad k \geqslant 2 . \tag{9.74}
\end{equation*}
$$

Based on Eq. (9.72), Eq. (9.73), Eq. (9.74), Eq. (9.70) and Eq. (9.71), we can construct a formal solution for the $\beta$-invariant measure: The construction of $\pi_{0}$ is obvious. For the case of $0<\beta \leqslant \alpha$ with $k \geqslant 1$, we have

$$
\begin{align*}
\pi_{k}= & x_{1} \sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta) N_{0}(\beta) R_{0,1}(\beta) R^{k-1}(\beta) \\
& +x_{1} N(\beta) \sum_{\substack{i+j=k-1 \\
i \geqslant 0, j \geqslant 0}} \theta_{\beta}^{i} R^{j}(\beta) . \tag{9.75}
\end{align*}
$$

## Constructive Computation in Stochastic Models with Applications

Note that the matrix $\theta_{\beta} I-R(\beta)$ is invertible for $0<\beta<\bar{\alpha}$ and singular for $\beta=\bar{\alpha}$, the expression for $\beta=\bar{\alpha}$ is slightly different from the case for $0<\beta<\bar{\alpha}$, so we need to present them separately.

When $0<\beta<\bar{\alpha}$,

$$
\sum_{\substack{i+j=k-1 \\ i \geq 0, j \geqslant 0}} \theta_{\beta}^{i} R^{j}(\beta)=\left[\theta_{\beta} I-R(\beta)\right]^{-1}\left[\theta_{\beta}^{k} I-R^{k}(\beta)\right]
$$

since $\theta_{\beta} I-R(\beta)$ is invertible. Therefore we give the following theorem.
Theorem 9.15 For $0<\beta<\alpha$, the quasi-stationary distribution of $P$ is given by

$$
\begin{equation*}
\pi_{0}=x_{1} \sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta) N_{0}(\beta) \tag{9.76}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{k}=V_{k}(\beta)+W_{k}(\beta), \quad k \geqslant 1, \tag{9.77}
\end{equation*}
$$

where

$$
V_{k}(\beta)=x_{1} N(\beta)\left[\theta_{\beta} I-R(\beta)\right]^{-1} \theta_{\beta}^{k}
$$

and

$$
W_{k}(\beta)=x_{1}\left\{\sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta) N_{0}(\beta) R_{0,1}(\beta)-N(\beta)\left[\theta_{\beta} I-R(\beta)\right]^{-1} R(\beta)\right\} R^{k-1}(\beta) .
$$

Proof Let

$$
g_{1}(\beta)=x_{1} N(\beta)\left[\theta_{\beta} I-R(\beta)\right]^{-1}
$$

It follows from Eq. (9.56) that

$$
\theta_{\beta} I-\sum_{k=0}^{\infty} \theta_{\beta}^{k} \beta A_{k}=\left[\theta_{\beta} I-R(\beta)\right][I-\Psi(\beta)]\left[I-\sum_{i=1}^{\infty} \theta_{\beta}^{i} G_{i}(\beta)\right],
$$

we obtain

$$
g_{1}(\beta)\left[\theta_{\beta} I-\sum_{k=0}^{\infty} \theta_{\beta}^{k} \beta A_{k}\right]=x_{1}\left[I-\sum_{i=1}^{\infty} \theta_{\beta}^{i} G_{i}(\beta)\right]=0
$$

that is

$$
g_{1}(\beta) \sum_{k=0}^{\infty} \theta_{\beta}^{k} \beta A_{k}=\theta_{\beta} g_{1}(\beta) .
$$

Hence, we obtain $g_{1}(\beta)=\kappa u\left(\theta_{\beta}\right)$, where $\kappa$ is a positive constant. We set $\kappa=1$.

Let

$$
g_{2}(\beta)=x_{1}\left\{N(\beta)\left[\theta_{\beta} I-R(\beta)\right]^{-1} R(\beta)-\sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta) N_{0}(\beta) R_{0,1}(\beta)\right\} .
$$

Then it follows from Eq. (9.77) that

$$
\pi_{k}=\theta_{\beta} g_{1}(\beta) \theta_{\beta}^{k-1}-g_{2}(\beta) R(\beta)^{k-1}, \quad k \geqslant 1
$$

We first check (3) as follows:

$$
\begin{aligned}
\sum_{k=0}^{\infty} \pi_{k+l-1} \beta A_{k} & =\theta_{\beta} g_{1}(\beta) \sum_{k=0}^{\infty} \theta_{\beta}^{k+l-2} \beta A_{k}-g_{2}(\beta) \sum_{k=0}^{\infty} R(\beta)^{k+l-2} \beta A_{k} \\
& =\theta_{\beta} g_{1}(\beta) \theta_{\beta}^{l-1}-g_{2}(\beta) R(\beta)^{l-1}=\pi_{l} .
\end{aligned}
$$

Then we check (1) as follows:

$$
\begin{aligned}
\sum_{k=0}^{\infty} \pi_{k} \beta D_{k+1}= & x_{1} \sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta) N_{0}(\beta) \beta D_{1}+g_{1}(\beta) \sum_{k=1}^{\infty}\left[\theta_{\beta}^{k}-R(\beta)^{k}\right] \beta D_{k+1} \\
& +x_{1} \sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta) N_{0}(\beta) R_{0,1}(\beta) \sum_{k=1}^{\infty} R(\beta)^{k-1} \beta D_{k+1}
\end{aligned}
$$

note that

$$
\begin{gathered}
R_{0,1}(\beta)=\beta D_{0} N(\beta), \quad N_{0}(\beta) \Psi_{0}(\beta)=-I+N_{0}(\beta) \\
\Psi_{0}(\beta)=\beta D_{1}+\beta D_{0} N(\beta) \sum_{k=1}^{\infty} R(\beta)^{k-1} \beta D_{k+1}
\end{gathered}
$$

we obtain

$$
\begin{aligned}
\sum_{k=0}^{\infty} \pi_{k} \beta D_{k+1}= & \pi_{0}+x_{1} N(\beta) \sum_{k=1}^{\infty} \sum_{i=0}^{k-1} \theta_{\beta}^{i} R(\beta)^{k-1-i} \beta D_{k+1} \\
& -x_{1} N(\beta) \sum_{i=1}^{\infty} \sum_{k=1}^{\infty} \theta_{\beta}^{i-1} R(\beta)^{k-1} \beta D_{k+i}
\end{aligned}
$$

It is easy to check that

$$
\sum_{k=1}^{\infty} \sum_{i=0}^{k-1} \theta_{\beta}^{i} R(\beta)^{k-1-i} \beta D_{k+1}=\sum_{i=1}^{\infty} \sum_{k=1}^{\infty} \theta_{\beta}^{i-1} R(\beta)^{k-1} \beta D_{k+i}
$$

Hence (1) is correct. Finally, we prove (2). To do this, we compute

$$
\begin{aligned}
\pi_{0} \beta D_{0}+\sum_{k=1}^{\infty} \pi_{k} \beta A_{k}= & x_{1} \sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta) N_{0}(\beta) \beta D_{0} \\
& +g_{1}(\beta) \sum_{k=1}^{\infty} \theta_{\beta}^{k} \beta A_{k}-g_{2}(\beta) \sum_{k=1}^{\infty} R(\beta)^{k-1} \beta A_{k}
\end{aligned}
$$

note that

$$
g_{1}(\beta) \sum_{k=1}^{\infty} \theta_{\beta}^{k} \beta A_{k}=g_{1}(\beta) \theta_{\beta}-g_{1}(\beta) \beta A_{0}
$$

and

$$
\begin{aligned}
g_{2}(\beta) \sum_{k=1}^{\infty} R(\beta)^{k-1} \beta A_{k}= & g_{2}(\beta) \Psi(\beta)=g_{1}(\beta) R(\beta)-g_{1}(\beta) \beta A_{0} \\
& -x_{1} \sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta) N_{0}(\beta) R_{0,1}(\beta) \Psi(\beta),
\end{aligned}
$$

we obtain

$$
\begin{aligned}
\pi_{0} \beta D_{0}+\sum_{k=1}^{\infty} \pi_{k} \beta A_{k} & =g_{1}(\beta)\left[\theta_{\beta} I-R(\beta)\right]+x_{1} \sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta) N_{0}(\beta) R_{0,1}(\beta) \\
& =g_{1}(\beta) \theta_{\beta}-g_{2}(\beta)=\pi_{1} .
\end{aligned}
$$

This implies that the expression in Theorem 9.97 is a solution for the $\beta$-invariant measure. This completes the proof.

When $P$ is $\alpha$-transient with $\beta=\alpha$ (in this case, $\alpha=\bar{\alpha}$ ), a similar proof to that in Theorem 9.15 leads to that a nonnegative non-zero $\alpha$-invariant measure of $P$ is given by

$$
\pi_{0}=x_{1} \sum_{i=1}^{\infty} \theta_{\alpha}^{i-1} G_{i, 0}(\alpha) N_{0}(\alpha)
$$

and

$$
\pi_{k}=V_{k}(\alpha)+W_{k}(\alpha), \quad k \geqslant 1,
$$

where

$$
\begin{equation*}
V_{k}(\alpha)=x_{1} N(\alpha) \sum_{\substack{i+j=k-1 \\ i \geq 0, j \geqslant 0}} \theta_{\alpha}^{i} R^{j}(\alpha) \tag{9.78}
\end{equation*}
$$

and

$$
W_{k}(\alpha)=x_{1} \sum_{i=1}^{\infty} \theta_{\alpha}^{i-1} G_{i, 0}(\alpha) N_{0}(\alpha) R_{0,1}(\alpha) R^{k-1}(\alpha)
$$

Under the assumption of the irreducibility of the matrix $A$, the maximal eigenvalue $\theta_{\alpha}$ of the matrix $R(\alpha)$ is simple. Let $J(\alpha)=\operatorname{diag}\left(\theta_{\alpha}, \Lambda(\alpha)\right)$ be the Jordan's normal form of $R(\alpha)$. Then the real part of each diagonal entry of $\Lambda(\alpha)$ is strictly less than $\theta_{\alpha}$, and there always exists an invertible matrix $T(\alpha)$ such that

$$
T^{-1}(\alpha) R(\alpha) T(\alpha)=J(\alpha)=\operatorname{diag}\left(\theta_{\alpha}, \Lambda(\alpha)\right)
$$

We write

$$
T^{-1}(\alpha)=\left(\begin{array}{ll}
t_{11}(\alpha) & T_{12}(\alpha) \\
T_{21}(\alpha) & T_{22}(\alpha)
\end{array}\right),
$$

where $t_{11}(\alpha), T_{12}(\alpha), T_{21}(\alpha)$ and $T_{22}(\alpha)$ are a scalar, row and column vectors of size $(m-1)$ and a matrix of size $(m-1) \times(m-1)$, respectively.

Lemma 9.14 For all $k \geqslant 0$,

$$
\Lambda(\alpha)^{k}\left(T_{21}(\alpha), T_{22}(\alpha)\right)=\left(T_{21}(\alpha), T_{22}(\alpha)\right) R(\alpha)^{k} .
$$

Proof Simple matrix computation can lead to that for all $k \geqslant 0$,

$$
\operatorname{diag}\left(\theta_{\alpha}^{k}, \Lambda(\alpha)^{k}\right) T^{-1}(\alpha)=\binom{\theta_{\alpha}^{k}\left(t_{11}(\alpha), T_{12}(\alpha)\right)}{\Lambda(\alpha)^{k}\left(T_{21}(\alpha), T_{22}(\alpha)\right)}
$$

and

$$
T^{-1}(\alpha) R(\alpha)^{k}=\binom{\left(t_{11}(\alpha), T_{12}(\alpha)\right) R(\alpha)^{k}}{\left(T_{21}(\alpha), T_{22}(\alpha)\right) R(\alpha)^{k}} .
$$

Since $T^{-1}(\alpha) R(\alpha)^{k}=\operatorname{diag}\left(\theta_{\alpha}^{k}, \Lambda(\alpha)^{k}\right) T^{-1}(\alpha)$, we obtain that for all $k \geqslant 0$,

$$
\Lambda(\alpha)^{k}\left(T_{21}(\alpha), T_{22}(\alpha)\right)=\left(T_{21}(\alpha), T_{22}(\alpha)\right) R(\alpha)^{k} .
$$

This completes the proof.
Let

$$
V_{k}(\alpha)=x_{1} N(\alpha) \sum_{i=0}^{k-1} \theta_{\alpha}^{i} R(\alpha)^{k-1-i}
$$

and

$$
x_{1} N(\alpha) T(\alpha)=(\psi, \Psi)
$$

Then

$$
\begin{aligned}
V_{k}(\alpha)= & x_{1} N(\alpha) \sum_{i=0}^{k-1} \theta_{\alpha}^{i} R(\alpha)^{k-1-i} \\
= & (\psi, \Psi)\left(\begin{array}{cc}
k \theta_{\alpha}^{k-1} & 0 \\
0 & {\left[\theta_{\alpha} I-\Lambda(\alpha)\right]^{-1}\left[\theta_{\alpha}^{k} I-\Lambda(\alpha)^{k}\right]}
\end{array}\right)\left(\begin{array}{cc}
t_{11}(\alpha) & T_{12}(\alpha) \\
T_{21}(\alpha) & T_{22}(\alpha)
\end{array}\right) \\
= & k \theta_{\alpha}^{k-1} \psi\left(t_{11}(\alpha), T_{12}(\alpha)\right)+\Psi\left[\theta_{\alpha} I-\Lambda(\alpha)\right]^{-1}\left[\theta_{\alpha}^{k} I-\Lambda(\alpha)^{k}\right]\left(T_{21}(\alpha), T_{22}(\alpha)\right) \\
= & k \theta_{\alpha}^{k-1} \psi\left(t_{11}(\alpha), T_{12}(\alpha)\right)+\theta_{\alpha}^{k} \Psi\left[\theta_{\alpha} I-\Lambda(\alpha)\right]^{-1}\left(T_{21}(\alpha), T_{22}(\alpha)\right) \\
& -\Psi\left[\theta_{\alpha} I-\Lambda(\alpha)\right]^{-1}\left(T_{21}(\alpha), T_{22}(\alpha)\right) R(\alpha)^{k} .
\end{aligned}
$$

Therefore, we obtain

$$
\begin{aligned}
\pi_{k}= & W_{k}(\alpha)+V_{k}(\alpha) \\
= & k \theta_{\alpha}^{k-1} \psi\left(t_{11}(\alpha), T_{12}(\alpha)\right)+\theta_{\alpha}^{k} \Psi\left[\theta_{\alpha} I-\Lambda(\alpha)\right]^{-1}\left(T_{21}(\alpha), T_{22}(\alpha)\right) \\
& -\left\{\Psi\left[\theta_{\alpha} I-\Lambda(\alpha)\right]^{-1}\left(T_{21}(\alpha), T_{22}(\alpha)\right) R(\alpha)\right. \\
& \left.-x_{1} \sum_{i=1}^{\infty} \theta_{\alpha}^{i-1} G_{i, 0}(\alpha) N_{0}(\alpha) R_{0,1}(\alpha)\right\} R(\alpha)^{k-1} .
\end{aligned}
$$

We summarize the above result in the following theorem.
Theorem 9.16 If $P$ is $\alpha$-transient and $\beta=\alpha$, then the quasi-stationary distribution is given by

$$
\pi_{0}=x_{1} \sum_{i=1}^{\infty} \theta_{\alpha}^{i-1} G_{i, 0}(\alpha) N_{0}(\alpha)
$$

and for $k \geqslant 1$,

$$
\begin{align*}
\pi_{k}= & k \theta_{\alpha}^{k-1} \psi\left(t_{11}(\alpha), T_{12}(\alpha)\right)+\theta_{\alpha}^{k} \Psi\left[\theta_{\alpha} I-\Lambda(\alpha)\right]^{-1}\left(T_{21}(\alpha), T_{22}(\alpha)\right) \\
& -\left\{\Psi\left[\theta_{\alpha} I-\Lambda(\alpha)\right]^{-1}\left(T_{21}(\alpha), T_{22}(\alpha)\right) R(\alpha)\right. \\
& \left.-x_{1} \sum_{i=1}^{\infty} \theta_{\alpha}^{i-1} G_{i, 0}(\alpha) N_{0}(\alpha) R_{0,1}(\alpha)\right\} R(\alpha)^{k-1} \tag{9.79}
\end{align*}
$$

Now, we consider the special case where $D_{i}=A_{i}$ for all $i \geqslant 0$, which shows the transition matrix without the boundary. In this case,

$$
N_{0}(\beta)=N(\beta), \quad R_{0,1}(\beta)=R(\beta), \quad G_{i, 0}(\beta)=G_{i}(\beta), \quad i \geqslant 1 .
$$

Let $y_{k}=\theta_{\beta}^{k} y_{0}$ for $k \geqslant 0$. Then $y_{0}=y_{0} \sum_{i=1}^{\infty} \theta_{\beta}^{i} G_{i}(\beta)$ and $y_{0}=x_{1} / \theta_{\beta}$. Hence,

$$
\begin{aligned}
W_{k}(\beta) & =x_{1} \sum_{i=1}^{\infty} \theta_{\beta}^{i-1} G_{i, 0}(\beta) N_{0}(\beta) R_{0,1}(\beta) R(\beta)^{k-1} \\
& =\frac{x_{1}}{\theta_{\beta}} N(\beta) R(\beta)^{k}=y_{0} N(\beta) R(\beta)^{k}
\end{aligned}
$$

and

$$
V_{k}(\beta)=x_{1} N(\beta) \sum_{i=0}^{k-1} \theta_{\beta}^{i} R(\beta)^{k-1-i}=y_{0} N(\beta) \sum_{i=0}^{k-1} \theta_{\beta}^{i+1} R(\beta)^{k-1-i}
$$

Therefore, we obtain

$$
\begin{equation*}
\pi_{k}=W_{k}(\beta)+V_{k}(\beta)=y_{0} N(\beta) \sum_{i=0}^{k} \theta_{\beta}^{i} R(\beta)^{k-i} . \tag{9.80}
\end{equation*}
$$

Corollary 9.5 For the transition matrix P of GI/M/1 type without the boundary, (1) if $0<\beta<\alpha$,

$$
\begin{equation*}
\pi_{k}=y_{0} N(\beta)\left[\theta_{\beta} I-R(\beta)\right]^{-1}\left[\theta_{\beta}^{k} I-R(\beta)^{k}\right], \quad k \geqslant 1 \tag{9.81}
\end{equation*}
$$

(2) if $\beta=\alpha$,

$$
\begin{align*}
\pi_{k}= & k \theta_{\alpha}^{k-1} \psi\left(t_{11}(\alpha), T_{12}(\alpha)\right)+\theta_{\alpha}^{k} \Psi\left[\theta_{\alpha} I-\Lambda(\alpha)\right]^{-1}\left(T_{21}(\alpha), T_{22}(\alpha)\right) \\
& -\Psi\left[\theta_{\alpha} I-\Lambda(\alpha)\right]^{-1}\left(T_{21}(\alpha), T_{22}(\alpha)\right) R(\alpha)^{k}, \quad k \geqslant 1 . \tag{9.82}
\end{align*}
$$

For an irreducible level-independent QBD process, we have provided two different types of expressions from Markov chains of $M / G / 1$ type and Markov chains of $G I / M / 1$ type. It is necessary to indicate that the two expressions are identical. For simplicity of interpretation, we only consider the QBD process without the boundary, and can directly obtain the other from either of the two expressions.

Lemma 9.15 For a $Q B D$ process without the boundary, let $\gamma_{\alpha}$ and $\theta_{\alpha}$ be the maximal eigenvalues of the matrices $G(\alpha)$ and $R(\alpha)$, respectively. Then $\gamma_{\alpha}=1 / \theta_{\alpha}$.

Proof For the QBD process and $z>0$, we denote by $\chi(z)$ and $\tilde{\chi}(z)$ the maximal eigenvalues of the matrices $A_{0}+z A_{1}+z^{2} A_{2}$ and $z^{2} A_{0}+z A_{1}+A_{2}$, respectively. Since

$$
z^{2} A_{0}+z A_{1}+A_{2}=z^{2}\left[A_{0}+\frac{1}{z} A_{1}+\left(\frac{1}{z}\right)^{2} A_{2}\right]
$$

we obtain

$$
\begin{equation*}
\tilde{\chi}(z)=z^{2} \chi\left(\frac{1}{z}\right) \tag{9.83}
\end{equation*}
$$

Noting that $\gamma_{\alpha}$ is the unique positive solution (repeated twice) to the equation $z=\alpha \tilde{\chi}(z)$, it follows from Eq. (9.83) that $\gamma_{\alpha}$ is a positive solution to the equation $1 / z=\alpha \chi(1 / z)$, that is, $1 / \gamma_{\alpha}$ is a positive solution to the equation $z=\alpha \chi(z)$. Since $\theta_{\alpha}$ is the unique positive solution (repeated twice) to the equation $z=\alpha \chi(z)$, we obtain that $\theta_{\alpha}=1 / \gamma_{\alpha}$. This completes the proof.

Using the Markov chain of $M / G / 1$ type, we have

$$
\begin{equation*}
\pi_{k}=\frac{z}{\gamma_{\alpha}^{k-1}} \sum_{i=0}^{k-1} G(\alpha)^{i} N(\alpha) R(\alpha)^{i}, \tag{9.84}
\end{equation*}
$$

where $z$ is the nonnegative non-zero left eigenvector of the matrix $G(\alpha)$. Noting that $\gamma_{\alpha}=1 / \theta_{\alpha}, y_{0}=y_{0} \theta_{\alpha} G(\alpha)$ and $\gamma_{\alpha} z=z G(\alpha)$, we have $y_{0}=A z$. Without loss of generality, we set $c=1$, i.e., $z=y_{0}$. Thus, it follows from Eq. (9.84) that

$$
\pi_{k}=y_{0} N(\alpha) \sum_{i=0}^{k-1} \theta_{\alpha}^{k-1-i} R(\alpha)^{i},
$$

which is the same as Eq. (9.80). Therefore, it follows from $\alpha=\bar{\alpha}$ that

$$
\begin{aligned}
\pi_{k}= & k \theta_{\alpha}^{k-1} \psi\left(t_{11}(\alpha), T_{12}(\alpha)\right)+\theta_{\alpha}^{k} \Psi\left[\theta_{\alpha} I-\Lambda(\alpha)\right]^{-1}\left(T_{21}(\alpha), T_{22}(\alpha)\right) \\
& -\Psi\left[\theta_{\alpha} I-\Lambda(\alpha)\right]^{-1}\left(T_{21}(\alpha), T_{22}(\alpha)\right) R(\alpha)^{k}, \quad k \geqslant 1
\end{aligned}
$$

This leads to the explicit expression Eq. (9.82) based on the Markov chain of GI/M/1 type.

### 9.4.3 Conditions for $\boldsymbol{\alpha}$-Positive Recurrence

We now provide conditions under which the Markov chain $P$ of $G I / M / 1$ type is either $\alpha$-positive recurrent or $\alpha$-null recurrent.

When the matrix $P$ of $G I / M / 1$ type is $\alpha$-recurrent, the quasi-stationary distribution is matrix-geometric, as shown in Theorem 9.14. At the same time, the $\alpha$-invariant vector, which is a nonnegative non-zero column vector $v$ such that $v=\alpha P v$, can be expressed as

$$
\begin{gather*}
v_{0}=w_{0},  \tag{9.85}\\
v_{k}=G_{k, 0}(\alpha) v_{0}+\sum_{i=1}^{k-1} G_{k-i}(\alpha) v_{i}, \quad k \geqslant 1, \tag{9.86}
\end{gather*}
$$

where $w_{0}$ is the unique, up to multiplication of a positive constant, solution of $\left[I-\Psi_{0}(\alpha)\right] w_{0}=0$. The expression does not rely on whether or not the matrix $A$ is stochastic. Moreover, when the matrix $A$ is strictly substochastic, the equation $z=\beta \chi(z)$ has still two positive solutions if $0<\beta<\bar{\alpha}$ or only one positive solution (repeated twice) if $\beta=\bar{\alpha}$. Based on the fact, the following lemma provides conditions for classifying the $\alpha$-positive recurrent and the $\alpha$-null recurrent.

For simplicity of description, we assume that the matrix $A^{*}(1)$ is irreducible and stochastic.

Lemma 9.16 If $\sum_{k=1}^{\infty} k R(\alpha)^{k-1} D_{k}<\infty, \sum_{k=1}^{\infty} k R(\alpha)^{k-1} A_{k}<\infty$ and $\alpha<\bar{\alpha}$, then an $\alpha$-recurrent Markov chain P is $\alpha$-positive recurrent; otherwise, it is $\alpha$-null recurrent.

Proof According to Lemma 9.9, both expressions for the $\alpha$-invariant measure $\pi$ and the $\alpha$-invariant vector $v$ are needed. Let $V^{*}(z)=\sum_{k=1}^{\infty} z^{k} v_{k}, G^{*}(z)=\sum_{k=1}^{\infty} z^{k} G_{k}(\alpha)$ and $G_{0}^{*}(z)=\sum_{k=1}^{\infty} z^{k} G_{k, 0}(\alpha)$. For convenience of description, we express the $\alpha$-invariant
vector in the following way. It follows from Eq. (9.85) and Eq. (9.86) that

$$
V^{*}(z)=\left[I-G^{*}(z)\right]^{-1} G_{0}^{*}(z) v_{0}=\sum_{n=0}^{\infty}\left[G^{*}(z)\right]^{n} G_{0}^{*}(z) v_{0}
$$

which gives

$$
\begin{equation*}
v_{k}=\sum_{n=0}^{\infty} G_{k}(\alpha)^{\circledast n} \circledast G_{k, 0}(\alpha) v_{0}, \quad k \geqslant 1 . \tag{9.87}
\end{equation*}
$$

It follows from Theorem 9.14 and Eq. (9.87) that

$$
\begin{equation*}
\sum_{i=0}^{\infty} \pi_{i} v_{i}=x_{0} v_{0}+x_{0} R_{0,1}(\alpha) \sum_{k=1}^{\infty} R(\alpha)^{k-1}\left(\sum_{n=0}^{\infty} G_{k}(\alpha)^{\circledast n} \circledast G_{k, 0}(\alpha)\right) v_{0} . \tag{9.88}
\end{equation*}
$$

Note that the matrix $\Psi_{0}(\alpha)$ is nonnegative and irreducible, the invariant measure $x_{0}$ and vector $v_{0}$ are all positive. Since each column of the nonnegative matrix $R_{0,1}(\alpha)$ is non-zero, it is clear that $x_{0} R_{0,1}(\alpha)>0$. Therefore, $\sum_{i=0}^{\infty} \pi_{i} v_{i}<\infty$ if and only if

$$
\begin{equation*}
\sum_{k=1}^{\infty} R(\alpha)^{k-1}\left[\sum_{n=0}^{\infty} G_{k}(\alpha)^{\circledast n} \circledast G_{k, 0}(\alpha)\right]<\infty . \tag{9.89}
\end{equation*}
$$

It is known that $r(\alpha)$ and $l(\alpha)$ are the maximal eigenvalue of $R(\alpha)$ and the associated left eigenvector, respectively. Since $A^{*}(1)$ is irreducible, $l(\alpha)>0$. It follows from Eq. (9.89) that

$$
l(\alpha) \sum_{k=1}^{\infty} R(\alpha)^{k-1}\left[\sum_{n=0}^{\infty} G_{k}(\alpha)^{\circledast n} \circledast G_{k, 0}(\alpha)\right]=\frac{1}{r(\alpha)} l(\alpha) \sum_{n=0}^{\infty}\left[G^{*}(r(\alpha))\right]^{n} G_{0}^{*}(r(\alpha)) .
$$

Clearly, Eq. (9.89) is true if and only if, (1) $G_{0}^{*}(r(\alpha))<\infty$, (2) $G^{*}(r(\alpha))<\infty$, and (3) the matrix $I-G^{*}(r(\alpha))$ is invertible.

We first analyze the condition in (3). Note that the equation $z=\beta \chi(z)$ has exactly two different positive solutions $z=r(\alpha)$ and $z=\theta_{\alpha}$ if $0<\alpha<\bar{\alpha}$ or only one solution $z=r(\bar{\alpha})=\theta_{\bar{\alpha}}$ (repeated twice) if $\alpha=\bar{\alpha}$, also noting that $z=\theta_{\alpha}$ is the unique positive solution of the equation $\operatorname{det}\left(I-G^{*}(z)\right)=0$, we obtain that if $\alpha<\bar{\alpha}$, then the matrix $I-G^{*}(r(\alpha))$ is invertible; and if $\alpha=\bar{\alpha}$, then the matrix $I-G^{*}(r(\alpha))$ is singular. Therefore, the matrix $I-G^{*}(r(\alpha))$ is invertible if $\alpha<\bar{\alpha}$.

We then analyze the conditions in (1) and (2). We show that (1) $G_{0}^{*}(r(\alpha))<\infty$ if and only if $\sum_{k=1}^{\infty} k r(\alpha)^{k-1} D_{k}<\infty$; and (2) $G^{*}(r(\alpha))<\infty$ if and only if $\sum_{k=1}^{\infty} k r(\alpha)^{k-1} A_{k}<\infty$. We only provide details for (1), while (2) can be discussed similarly.

It follows from Eq. (9.44) that

$$
G_{0}^{*}(r(\alpha))=\sum_{k=1}^{\infty} r(\alpha)^{k} G_{k, 0}(\alpha)=\sum_{k=1}^{\infty} r(\alpha)^{k} \sum_{i=1}^{\infty} N(\alpha) R(\alpha)^{i-1} \alpha D_{k+i} .
$$

Hence,

$$
l(\alpha) N(\alpha)^{-1} G_{0}^{*}(r(\alpha))=l(\alpha) \sum_{k=1}^{\infty} \sum_{i=1}^{\infty} r_{\alpha}^{k+i-1} \alpha D_{k+i}=l(\alpha) \sum_{k=1}^{\infty} k r(\alpha)^{k-1} \alpha D_{k}
$$

which means that $G_{0}^{*}(r(\alpha))<\infty$ if and only if $\sum_{k=1}^{\infty} k r(\alpha)^{k-1} D_{k}<\infty$. This completes the proof.

The following theorem and corollary provide simple conditions for classifying the $\alpha$-positive recurrent and $\alpha$-null recurrent for the Markov chain of $G I / M / 1$ type. At the same time, the proof is not difficult according to Lemma 9.16 and is omitted here.

Theorem 9.17 Suppose the Markov chain P of GI/M/1 type is $\alpha$-recurrent and the matrix $A$ is stochastic or strictly substochastic. $P$ is $\alpha$-positive if and only if
(1) $\alpha<\bar{\alpha}$ when $r(\alpha)<1$;
(2) $\alpha<\bar{\alpha}, \sum_{k=1}^{\infty} k r(\alpha)^{k-1} A_{k}<\infty$ and $\sum_{k=1}^{\infty} k r(\alpha)^{k-1} D_{k}<\infty$ when $r(\alpha)>1$; or
(3) $\alpha<\bar{\alpha}$ and $\sum_{k=1}^{\infty} k A_{k}<\infty$ and $\sum_{k=1}^{\infty} k D_{k}<\infty$ when $r(\alpha)=1$.

When the matrix $A$ is stochastic, the conditions in the above theorem for the cases of $r(\alpha)>1$ and $r(\alpha)=1$ can be further simplified as in the following corollary.

Corollary 9.6 Suppose the Markov chain P of GI/M/1 type is $\alpha$-recurrent and the matrix $A$ is stochastic.
(1) If $r(\alpha)>1, P$ is $\alpha$-positive if and only if $\alpha<\bar{\alpha}$ and $\sum_{k=1}^{\infty} k r(\alpha)^{k-1} A_{k}<\infty$.
(2) If $r(\alpha)=1, P$ is $\alpha$-positive if $\alpha<\bar{\alpha}$ and $\sum_{k=1}^{\infty} k^{2} A_{k}<\infty$.

Proof If the matrix $A$ is stochastic, then $D_{k} e \leqslant \sum_{i=k}^{\infty} A_{i} e$ for all $k \geqslant 2$. Therefore,

$$
\begin{aligned}
\sum_{k=2}^{\infty} k r(\alpha)^{k-1} D_{k} e & \leqslant \sum_{k=2}^{\infty} \sum_{i=k}^{\infty} k r(\alpha)^{k-1} A_{i} e=\sum_{i=2}^{\infty} \sum_{k=2}^{i} k r(\alpha)^{k-1} A_{i} e \\
& = \begin{cases}\sum_{i=2}^{\infty} \frac{i^{2}+i-2}{2} A_{i} e, & \text { if } r(\alpha)=1, \\
\sum_{i=2}^{\infty} \frac{2 r(\alpha)-r(\alpha)^{2}-(i+1) r(\alpha)^{i}+i r(\alpha)^{i+1}}{(1-r(\alpha))^{2}} A_{i} e, & \text { if } r(\alpha) \neq 1\end{cases}
\end{aligned}
$$

The rest of this proof is clear.
If the matrix $A$ is stochastic, then Corollary 9.6 and (1) of Theorem 9.17 imply that the state $\alpha$-classification of $P$ is independent of the boundary matrices $D_{k}$ for $k \geqslant 0$. This is similar to Theorem 1.3.2 in Neuts [21].

### 9.5 Markov Chains of GI/G/1 Type

In this section, we consider the quasi-stationary distribution of an irreducible Markov chain of $G I / G / 1$ type, and provide conditions for the state $\alpha$-classification and expressions for the quasi-stationary distribution.

From Eq. (3.1), the $\beta$-discounted transition matrix of $G I / G / 1$ type is written as

$$
\beta P=\left(\begin{array}{ccccc}
\beta D_{0} & \beta D_{1} & \beta D_{2} & \beta D_{3} & \cdots  \tag{9.90}\\
\beta D_{-1} & \beta A_{0} & \beta A_{1} & \beta A_{2} & \cdots \\
\beta D_{-2} & \beta A_{-1} & \beta A_{0} & \beta A_{1} & \cdots \\
\beta D_{-3} & \beta A_{-2} & \beta A_{-1} & \beta A_{0} & \cdots \\
\vdots & \vdots & \vdots & \vdots &
\end{array}\right) .
$$

For the UL-type measures, we write that for $1 \leqslant i, j \leqslant n$,

$$
\begin{aligned}
\Phi_{0}(\beta) & =P_{n, n}^{[\leq n]}(\beta) \\
\Phi_{i}(\beta) & =P_{n-i, n}^{[\leq n]}(\beta) \\
\Phi_{-j}(\beta) & =P_{n, n-j}^{[\leq n]}(\beta)
\end{aligned}
$$

which are independent of the number $n \geqslant 1$ according to the censoring invariance.
We define the $R$-measure

$$
\begin{gather*}
R_{0, i}(\beta)=P_{0, i}^{[i i]}(\beta)\left[I-\Phi_{0}(\beta)\right]^{-1}, \\
R_{i}(\beta)=\Phi_{i}(\beta)\left[I-\Phi_{0}(\beta)\right]^{-1}, \quad i \geqslant 1 ; \tag{9.91}
\end{gather*}
$$

the $G$-measure

$$
\begin{gather*}
G_{j, 0}(\beta)=\left[I-\Phi_{0}(\beta)\right]^{-1} P_{j, 0}^{[\leq j]}(\beta), \\
G_{j}(\beta)=\left[I-\Phi_{0}(\beta)\right]^{-1} \Phi_{-j}(\beta), \quad j \geqslant 1 ; \tag{9.92}
\end{gather*}
$$

and the $U$-measure

$$
\Psi_{0}(\beta)=\beta D_{0}+\sum_{k=1}^{\infty} R_{0, k}(\beta)\left[I-\Phi_{0}(\beta)\right] G_{k, 0}(\beta)
$$

and

$$
\Phi_{0}(\beta)=\beta A_{0}+\sum_{k=1}^{\infty} R_{k}(\beta)\left[I-\Phi_{0}(\beta)\right] G_{k}(\beta)
$$
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For the Markov chain of $G I / G / 1$ type, the UL-type $R G$-factorization can be simplified as

$$
\begin{equation*}
I-\beta P=\left[I-R_{U}(\beta)\right]\left[I-\Phi_{D}(\beta)\right]\left[I-G_{L}(\beta)\right], \tag{9.93}
\end{equation*}
$$

where

$$
\begin{aligned}
& R_{U}(\beta)=\left(\begin{array}{ccccc}
0 & R_{0,1}(\beta) & R_{0,2}(\beta) & R_{0,3}(\beta) & \ldots \\
& 0 & R_{1}(\beta) & R_{2}(\beta) & \ldots \\
& & 0 & R_{1}(\beta) & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right), \\
& \Phi_{D}(\beta)=\operatorname{diag}\left(\Psi_{0}(\beta), \Phi_{0}(\beta), \Phi_{0}(\beta), \Phi_{0}(\beta), \ldots\right)
\end{aligned}
$$

and

$$
G_{L}(\beta)=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1,0}(\beta) & 0 & & & \\
G_{2,0}(\beta) & G_{1}(\beta) & 0 & & \\
G_{3,0}(\beta) & G_{2}(\beta) & G_{1}(\beta) & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

Let

$$
\begin{aligned}
& A^{*}(z, \beta)=\sum_{i=-\infty}^{\infty} z^{i} \beta A_{i}=\beta A^{*}(z), \\
& R^{*}(z, \beta)=\sum_{i=1}^{\infty} z^{i} R_{i}(\beta), \\
& G^{*}(z, \beta)=\sum_{j=1}^{\infty} z^{-j} G_{j}(\beta) .
\end{aligned}
$$

Using a similar analysis to that in Theorem 3.5, the $R G$-facorization for the repeated row is given by

$$
\begin{equation*}
I-A^{*}(z, \beta)=\left[I-R^{*}(z, \beta)\right]\left[I-\Phi_{0}(\beta)\right]\left[I-G^{*}(z, \beta)\right] . \tag{9.94}
\end{equation*}
$$

Suppose $A=\sum_{k=-\infty}^{\infty} A_{k}$ is irreducible and stochastic. Let $\theta$ be the stationary probability vector of the Markov chain $A$, and

$$
\rho=\frac{\theta \sum_{k=1}^{\infty} k A_{k} e}{\theta \sum_{k=1}^{\infty} k A_{-k} e} .
$$

Now, we provide some useful properties for the positive root $z(\beta)$ to equation $\operatorname{det}\left(I-A^{*}(z, \beta)\right)=0$.

Let $z_{1}(\beta)$ and $z_{2}(\beta)$ be the positive solutions to the equations $\operatorname{det}(I-$ $\left.R^{*}(z, \beta)\right)=0$ and $\operatorname{det}\left(I-G^{*}(z, \beta)\right)=0$, respectively. It is clear that $z_{1}(\beta) \geqslant z_{2}(\beta)$ based on the definitions of $R^{*}(z, \beta)$ and $G^{*}(z, \beta)$. Note that

$$
\begin{align*}
\left\{z(\beta): \operatorname{det}\left(I-A^{*}(z, \beta)\right)=0\right\}= & \{z(\beta)): \operatorname{det}\left(I-R^{*}(z,(\beta))=0\right\} \\
& \cup\left\{z(\beta): \operatorname{det}\left(I-G^{*}(z,(\beta))=0\right\}\right. \tag{9.95}
\end{align*}
$$

thus $z_{1}(\beta)$ and $z_{2}(\beta)$ must be two positive solutions to the equations det $\left(I-A^{*}(z, \beta)\right)=0$.

Let $r(z, \beta)$ and $g(z, \beta)$ be the maximal eigenvalues of the matrices $R^{*}(z, \beta)$ and $G^{*}(z, \beta)$, respectively. It follows from Eq. (9.95) that

$$
\{z(\beta): \beta \chi(z)=1\}=\{z(\beta): r(z, \beta)=1\} \bigcup(z(\beta): g(z, \beta)=1\} .
$$

Thus, it is easy to see that $z_{1}(\beta)$ and $z_{2}(\beta)$ are the positive solutions to equations $r(z, \beta)=1$ and $g(z, \beta)=1$, respectively.

Lemma 9.17 For $0<\beta \leqslant \alpha, z_{1}(\beta)$ is strictly decreasing, while $z_{2}(\beta)$ is strictly increasing. Specifically, $z_{1}(\alpha)=z_{2}(\alpha)$.

Proof Note that $R^{*}(z, \beta)=\sum_{i=1}^{\infty} z^{i} R_{i}(\beta)$ and

$$
R_{i}(\beta)=\Phi_{i}(\beta) \sum_{n=0}^{\infty}\left[\Phi_{0}(\beta)\right]^{n},
$$

it is easy to see that $R_{i}(\beta)$ is monotonely increasing in $\beta \geqslant 0$ for each $i \geqslant 1$, and so is $R^{*}(z, \beta)$. Hence $r(z, \beta)$ is monotonely increasing in $\beta \geqslant 0$. It is easy to check that the equation $r(z, \beta)=1$ in dicates that $z_{1}(\beta)$ is monotonely decreasing in $\beta \geqslant 0$. Similarly, $z_{2}(\beta)$ is monotonely increasing in $\beta \geqslant 0$. Based on this, we can obtain that for $0 \leqslant \beta \leqslant \alpha$,

$$
z_{1}(\beta) \geqslant z_{1}(\alpha) \geqslant z_{2}(\alpha) \geqslant z_{2}(\beta) .
$$

Since there is the unique positive solution $z(\alpha)$ to $\operatorname{det}\left(I-A^{*}(z, \beta)\right)=0$, we have that $z_{1}(\alpha)=z_{2}(\alpha)=z(\alpha)$. This completes the proof.

Theorem 9.18 (1) If $\rho<1$, then $z_{1}(\beta) \geqslant z_{2}(\beta)>1$ for $1<\beta \leqslant \alpha$, while $z_{2}(\beta) \leqslant 1<z_{1}(\beta)$ for $0<\beta \leqslant 1$.
(2) If $\rho>1$, then $z_{2}(\beta) \leqslant z_{1}(\beta)<1$ for $1<\beta \leqslant \alpha$, while $z_{2}(\beta)<z_{2}(\alpha)<$ $1 \leqslant z_{1}(\beta)$ for $0<\beta \leqslant 1$.
(3) If $\rho=1$, then $\alpha=1$ and $z_{1}(\alpha)=z_{2}(\alpha)=1, z_{2}(\beta) \leqslant 1 \leqslant z_{1}(\beta)$ for $0<\beta \leqslant \alpha$.

Proof We only prove (1), while (2) and (3) can be proved similarly.
We construct a Markov chain of $G I / G / 1$ type whose transition matrix is given by

$$
P=\left(\begin{array}{ccccc}
D_{0} & \sum_{i=1}^{\infty} D_{i} & 0 & 0 & \ldots \\
D_{-1} & A_{0} & A_{1} & A_{2} & \ldots \\
D_{-2} & A_{-1} & A_{0} & A_{1} & \ldots \\
D_{-3} & A_{-2} & A_{-1} & A_{0} & \ldots \\
\vdots & \vdots & \vdots & \vdots &
\end{array}\right) .
$$

If $\rho<1$, then it is easy to see from the special boundary that $P$ is positive recurrent, hence $s p(R)<1$ and $s p(G)=1$ by Theorem 3.17. Applying Lemma 9.17, we obtain that for $1<\beta \leqslant \alpha$,

$$
z_{1}(\beta) \geqslant z_{1}(\alpha)=z_{2}(\alpha) \geqslant z_{2}(\beta)>z_{2}(1)=\operatorname{sp}(G)=1
$$

and for $1<\beta \leqslant 1$,

$$
z_{1}(\beta) \geqslant z_{1}(\alpha)>z_{2}(1) \geqslant s p(G)=1
$$

and

$$
z_{2}(\beta)<z_{2}(1)=s p(G)=1
$$

This completes the proof.
For intuitively understanding Lemma 9.17 and Theorem 9.18, Fig. 9.3 to Fig. 9.5 describe the structure of $z_{1}(\beta)$ and $z_{2}(\beta)$ for $0<\beta \leqslant \alpha$, which are related to each of the three cases: $0<\rho<1, \rho=1$ and $\rho>1$, respectively.


Figure 9.3 The case with $0<\rho<1$


Figure 9.4 The case with $\rho=1$
Applying Lemma 9.17 and Theorem 9.18, the following three corollaries are easy to be deriven. Note that the last one is the main drift result for Markov chains of $G I / G / 1$ type.

Corollary 9.7 (1) $\rho<1$ if and only if $z_{1}(\alpha)=z_{2}(\alpha)>1$.
(2) $\rho>1$ if and only if $z_{1}(\alpha)=z_{2}(\alpha)<1$.
(3) $\rho=1$ if and only if $z_{1}(\alpha)=z_{2}(\alpha)=1$.


Figure 9.5 The case with $\rho>1$

Corollary 9.8 The radius $\alpha$ of convergence of the Markov chain of GI/G/1 type is the minimal positive solution to the equation $z_{1}(x)=z_{2}(x)$ for $x>0$.

Corollary 9.9 For $\beta=1$, we have
(1) $\rho<1$ if and only if $z_{1}(1)>1$ and $z_{2}(1)=1$.
(2) $\rho<1$ if and only if $z_{1}(1)=1$ and $z_{2}(1)<1$.
(3) $\rho=1$ if and only if $z_{1}(1)=z_{2}(1)=1$.

We write

$$
\Psi(\beta)=\beta D_{0}+\beta^{2}\left(D_{1}, D_{2}, D_{3}, \ldots\right)(I-\beta W)_{\min }^{-1}\left(D_{-1}^{\mathrm{T}}, D_{-2}^{\mathrm{T}}, D_{-3}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} .
$$

Let $\xi(\beta)$ be the maximal eigenvalue of the censored $\beta$-discounted transition matrix $\Psi_{0}(\beta)$ to level 0 . Then the solution to the eigenvalue equation $\xi(\beta)=1$ can determine the state $\alpha$-classification of the Markov chain of GI/G/1 type. The following theorem provides conditions for the state $\alpha$-classification.

Theorem 9.19 (1) If there exists a minimal positive solution $\zeta$ to the equation $\xi(\beta)=1$ for $\beta>0$, then $\alpha=\zeta$ and the Markov chain $P$ is $\alpha$-recurrent.
(2) If there does not exist any positive solution to the equation $\xi(\beta)=1$ for $\beta>0$, then the Markov chain $P$ is $\alpha$-transient.

Proof We first prove (1)
Let

$$
\left(\begin{array}{cccc}
N_{0,0}(\beta) & N_{0,1}(\beta) & N_{0,2}(\beta) & \ldots \\
N_{1,0}(\beta) & N_{1,1}(\beta) & N_{1,2}(\beta) & \ldots \\
N_{2,0}(\beta) & N_{2,1}(\beta) & N_{2,2}(\beta) & \ldots \\
\vdots & \vdots & \vdots &
\end{array}\right)=\sum_{k=0}^{\infty}(\beta P)^{k} .
$$

Then

$$
N_{0,0}(\beta)=\left[I-\Psi_{0}(\beta)\right]^{-1} .
$$

Let $v(\beta)$ be the the maximal eigenvalue of the matrix $N_{0,0}(\beta)$. Then

$$
v(\beta)=\frac{1}{1-\xi(\beta)}, \quad \beta>0 .
$$

If $\xi(\zeta)=1$, then

$$
\begin{equation*}
v(\zeta)=\frac{1}{1-\xi(\zeta)}=+\infty \tag{9.96}
\end{equation*}
$$

while

$$
\begin{equation*}
v(\beta)=\frac{1}{1-\xi(\beta)}<+\infty, \quad 0<\beta>\zeta \tag{9.97}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\min _{1 \leqslant i \leqslant m_{0}}\left\{\sum_{j=1}^{m_{0}}\left[N_{0,0}(\beta)\right]_{i, j}\right\} \leqslant v(\beta) \leqslant \max _{1 \leqslant i \leqslant m_{0}}\left\{\sum_{j=1}^{m_{0}}\left[N_{0,0}(\beta)\right]_{i, j}\right\} . \tag{9.98}
\end{equation*}
$$

By using Eq. (9.96) and Eq. (9.97), the right inequation of Eq. (9.98) indicates that there exists at least a pair $\left(i_{0}, j_{0}\right)$ such that

$$
\left[N_{0,0}(\zeta)\right]_{i_{0}, j_{0}}=+\infty
$$

while the left inequality of Eq. (9.98) indicates that for any pair $(i, j)$,

$$
\left[N_{0,0}(\beta)\right]_{i, j}<+\infty, \quad 0<\beta<\zeta .
$$

Based on the definition of the state $\alpha$-classification, it is seen that $\alpha=\zeta$ and the Markov chain $P$ is $\alpha$-recurrent.

Now, we prove (2).
If there does not exist any positive solution to the equation $\xi(\beta)=1$ for $0<\beta \leqslant \alpha$, then

$$
\left[N_{0,0}(\beta)\right]_{i, j}<+\infty, \quad 0<\beta \leqslant \alpha
$$

and

$$
\left[N_{0,0}(\alpha+\varepsilon)\right]_{i, j}=+\infty, \quad \text { for any } \varepsilon>0
$$

Based on the definition of the state $\alpha$-classification, it is seen that the Markov chain $P$ is $\alpha$-transient. This completes the proof.

Let

$$
W=\left(\begin{array}{ccccc}
A_{0} & A_{1} & A_{2} & A_{3} & \ldots \\
A_{-1} & A_{0} & A_{1} & A_{2} & \ldots \\
A_{-2} & A_{-1} & A_{0} & A_{1} & \ldots \\
A_{-3} & A_{-2} & A_{-1} & A_{0} & \ldots \\
\vdots & \vdots & \vdots & \vdots &
\end{array}\right) .
$$

The following corollary provides the state $\alpha$-classification for the Markov chain $W$. Note that it is a generalization of the state $\alpha$-classification for Markov chains of $M / G / 1$ type or $G I / M / 1$ type by Kijima [14].

Corollary 9.10 The Markov chain W is always $\alpha$-transient.
Proof Let

$$
\Psi_{0}(\beta)=\beta A_{0}+\beta^{2}\left(A_{1}, A_{2}, A_{3}, \ldots\right)(I-\beta W)_{\min }^{-1}\left(A_{-1}^{\mathrm{T}}, A_{-2}^{\mathrm{T}}, A_{-3}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} .
$$

Then it is clear that $\xi(\beta)<1$ for all $\beta>0$. Hence the Markov chain $W$ is always $\alpha$-transient.

In what follows, we provide expressions for the quasi-stationary distribution.
Applying the $R G$-factorization Eq. (9.93), the following theorem expresses the quasi-stationary distribution of the Markov chain $P$ of $G I / G / 1$ type which is $\alpha$-recurrent. The proof is clear, and thus is omitted here.

Theorem 9.20 If the Markov chain P of GI/G/1 type is $\alpha$-recurrent, then the quasi-stationary distribution $\pi(\alpha)=\left(\pi_{0}(\alpha), \pi_{1}(\alpha), \pi_{2}(\alpha), \ldots\right)$ is given by

$$
\left\{\begin{array}{l}
\pi_{0}(\alpha)=\tau x_{0}(\alpha) \\
\pi_{k}(\alpha)=\pi_{0}(\alpha) R_{0, k}(\alpha)+\sum_{i=1}^{k-1} \pi_{i}(\alpha) R_{k-i}(\alpha), \quad k \geqslant 1,
\end{array}\right.
$$
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where $x_{0}(\alpha)$ is the left Perron-Frobeniusthe vector of the matrix $\Psi_{0}(\alpha)$ and the scalar $\tau$ is uniquely determined by $\sum_{k=0}^{M} \pi_{k}(\alpha) e=1$.

Now, we consider $1 \leqslant \beta<\alpha$ or $\beta=\alpha$ under which $P$ is $\alpha$-transient. In this case, it is a key to solve the equation

$$
\left(y_{0}(\beta), y_{1}(\beta), y_{2}(\beta), \ldots\right)\left(\begin{array}{ccccc}
I & & & & \\
-G_{1,0}(\beta) & I & & & \\
-G_{2,0}(\beta) & -G_{1}(\beta) & I & & \\
-G_{3,0}(\beta) & -G_{2}(\beta) & -G_{1}(\beta) & I & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)=(0,0,0, \ldots),
$$

which leads to

$$
\left\{\begin{array}{l}
y_{0}(\beta)-\sum_{k=1}^{\infty} y_{k}(\beta) G_{k, 0}(\beta)=0,  \tag{9.99}\\
y_{k}(\beta)-\sum_{i=k+1}^{\infty} y_{i}(\beta) G_{i-k}(\beta)=0, \quad k \geqslant 1
\end{array}\right.
$$

The following lemma provides a spectral property for the matrices $G^{*}(z, \beta)$ and $G_{0}^{*}(z, \beta)=\sum_{j=1}^{\infty} z^{-j} G_{j, 0}(\beta)$. Thus, the quasi-stationary distribution can be directly expressed by means of the eigenvalues and eigenvectors of the matrices $G^{*}(z, \beta)$ and $G_{0}^{*}(z, \beta)$.

Lemma 9.18 There exists a constant $\gamma>0$, and two nonnegative non-zero row vectors $y$ and $y_{0}$ such that

$$
\left\{\begin{array}{l}
y=y \sum_{k=1}^{\infty} \gamma^{-k} G_{k}(\beta)  \tag{9.100}\\
y_{0}=y \sum_{k=1}^{\infty} \gamma^{-k} G_{k, 0}(\beta)
\end{array}\right.
$$

Proof For the equation $\operatorname{det}\left(I-G^{*}(z, \beta)\right)=0$, there exists a positive root $\gamma=$ $z_{2}(\beta)$. That is, $\operatorname{det}\left(I-G^{*}(\gamma, \beta)\right)=0$. In this case, there must exist a nonnegative non-zero row vector $y$ such that $y=y G^{*}(\gamma, \beta)$, i.e., $y=y \sum_{k=1}^{\infty} \gamma^{-k} G_{k}(\beta)$. Once $\gamma$ and $y$ are given, we write

$$
y_{0}=y \sum_{k=1}^{\infty} \gamma^{-k} G_{k, 0}(\beta) .
$$

by means of the first equality of Eq. (9.100). This completes the proof.

The following lemma provides a nonnegative non-zero solution to the equation Eq. (9.99). Such a solution is a key for expressing the quasi-stationary distribution.

Lemma 9.19 The row vector $Y=\left(y_{0}, y \gamma^{-1}, y \gamma^{-2}, y \gamma^{-3}, \ldots\right)$ is a nonnegative non-zero solution to the equation Eq. (9.99).

Proof Let $y_{0}(\beta)=y_{0}$ and $y_{k}(\beta)=y \gamma^{-k}$ for $k \geqslant 1$. It is easy to see that

$$
y_{0}(\beta)-\sum_{k=1}^{\infty} y_{k}(\beta) G_{k, 0}(\beta)=y_{0}-\sum_{k=1}^{\infty} y \gamma^{-k} G_{k, 0}(\beta)=0
$$

in terms of the second equality of Eq. (9.100). At the same time, for $k \geqslant 1$ we have

$$
\begin{aligned}
y_{k}(\beta)-\sum_{i=k+1}^{\infty} y_{i}(\beta) G_{i-k}(\beta) & =y \gamma^{-k}-\sum_{i=k+1}^{\infty} y \gamma^{-i} G_{i-k}(\beta) \\
& =\gamma^{-k}\left[y-y \sum_{k=1}^{\infty} \gamma^{-k} G_{k}(\beta)\right] \\
& =0
\end{aligned}
$$

in terms of the first equality of Eq. (9.100). This completes the proof.
Theorem 9.21 If $1 \leqslant \beta<\alpha$ or $\beta=\alpha$ under which $P$ is $\alpha$-transient, then the quasi-stationary distribution $\pi(\beta)=\left(\pi_{0}(\beta), \pi_{1}(\beta), \pi_{2}(\beta), \ldots\right)$ is given by

$$
\left\{\begin{array}{l}
\pi_{0}(\beta)=\kappa y_{0} N_{0}(\beta), \\
\pi_{k}(\beta)=\kappa \gamma^{-k} y N(\beta)+\pi_{0}(\beta) R_{0, k}(\beta)+\sum_{i=1}^{k} \pi_{i}(\beta) R_{k-i}(\beta), \quad k \geqslant 1,
\end{array}\right.
$$

where $N_{0}(\beta)=\left[I-\Psi_{0}(\beta)\right]^{-1}, N(\beta)=\left[I-\Phi_{0}(\beta)\right]^{-1}$ and the positive constant $\kappa$ satisfies $\sum_{k=0}^{\infty} \pi_{k}(\beta) e=1$.

Proof Since $\pi(\beta)(I-\beta P)=0$, it is clear from the UL-type $R G$-factorization that

$$
\pi(\beta)\left[I-R_{U}(\beta)\right]\left[I-\Phi_{D}(\beta)\right]\left[I-G_{L}(\beta)\right]=0 .
$$

Let

$$
\begin{equation*}
Y=\pi(\beta)\left[I-R_{U}(\beta)\right]\left[I-\Phi_{D}(\beta)\right] . \tag{9.101}
\end{equation*}
$$

Then

$$
Y\left[I-G_{L}(\beta)\right]=0
$$

which leads to $Y=\kappa\left(y_{0}, y \gamma^{-1}, y \gamma^{-2}, y \gamma^{-3}, \ldots\right)$ in terms of Lemma 9.19. It follows from Eq. (9.101) that

$$
\pi(\beta)\left[I-R_{U}(\beta)\right]\left[I-\Phi_{D}(\beta)\right]=\kappa\left(y_{0}, y \gamma^{-1}, y \gamma^{-2}, y \gamma^{-3}, \ldots\right) .
$$

Thus, we obtain

$$
\begin{aligned}
\pi(\beta)\left[I-R_{U}(\beta)\right] & =\kappa\left(y_{0}, y \gamma^{-1}, y \gamma^{-2}, y \gamma^{-3}, \ldots\right)\left[I-\Phi_{D}(\beta)\right]^{-1} \\
& =\kappa\left(y_{0} N_{0}(\beta), \gamma^{-1} y N(\beta), \gamma^{-2} y N(\beta), \gamma^{-3} y N(\beta), \ldots\right) .
\end{aligned}
$$

Some simple computations lead to the desired result.

### 9.6 Level-Dependent QBD Processes

In this section, we consider the quasi-stationary distribution of an irreducible leveldependent QBD process, and provide conditions for the state $\alpha$-classification and expressions for the quasi-stationary distribution.

Consider an irreducible discrete-time QBD process whose transition probability matrix is given by

$$
P=\left(\begin{array}{cccccc}
A_{1}^{(0)} & A_{0}^{(0)} & & & & \\
A_{2}^{(1)} & A_{1}^{(1)} & A_{0}^{(1)} & & & \\
& A_{2}^{(2)} & A_{1}^{(2)} & A_{0}^{(2)} & & \\
& & A_{2}^{(3)} & A_{1}^{(3)} & A_{0}^{(3)} & \\
& & & \ddots & \ddots & \ddots
\end{array}\right) .
$$

Let $\alpha$ be the radius of convergence of the matrix $P$. It is clear that $\alpha \geqslant 1$.
We write

$$
P=\left(\begin{array}{ll}
T^{(k)} & V^{(k)} \\
U^{(k)} & Q^{(k)}
\end{array}\right), \quad k \geqslant 0,
$$

where

$$
Q^{(k)}=\left(\begin{array}{cccccc}
A_{1}^{(k)} & A_{0}^{(k)} & & & & \\
A_{2}^{(k+1)} & A_{1}^{(k+1)} & A_{0}^{(k+1)} & & & \\
& A_{2}^{(k+2)} & A_{1}^{(k+2)} & A_{0}^{(k+2)} & & \\
& & A_{2}^{(k+3)} & A_{1}^{(k+3)} & A_{0}^{(k+3)} & \\
& & & \ddots & \ddots & \ddots
\end{array}\right),
$$

the other matrices can be determined accordingly. Obviously, $Q^{(0)}=P$. We further assume that the Markov chain $Q^{(k)}$ is irreducible for each $k \geqslant 0$. Let $\alpha_{k}$ be the radius of convergence of the matrix $Q^{(k)}$ for $k \geqslant 0$. Since

$$
\alpha=\sup \left\{z \geqslant 1: \sum_{n=0}^{\infty} z^{n} p_{(i, r),(j, s)}^{(n)}<\infty, i, j \geqslant 0\right\}
$$

and

$$
\alpha_{k}=\sup \left\{z \geqslant 1: \sum_{n=0}^{\infty} z^{n} p_{(i, r),(j, s)}^{(n)}<\infty, i, j \geqslant k \geqslant 1\right\},
$$

we obtain $\alpha_{k} \geqslant \alpha$ for $k \geqslant 1$.

### 9.6.1 The UL-Type $\boldsymbol{R} \boldsymbol{G}$-Factorization

Now, we provide the UL-type $R-, U$ - and $G$-measures for the matrix $\beta P$ for $0<\beta \leqslant \alpha$.
(1) The $R$-measure

The $R$-measure: $R_{k}(\beta)$ for $k \geqslant 0$, is the minimal nonnegative solution to the system of equations

$$
\beta A_{0}^{(k)}+R_{k}(\beta) \beta A_{1}^{(k+1)}+R_{k}(\beta) R_{k+1}(\beta) \beta A_{2}^{(k+2)}=R_{k}(\beta), \quad k \geqslant 0,
$$

or

$$
A_{0}^{(k)}+R_{k}(\beta) A_{1}^{(k+1)}+R_{k}(\beta) R_{k+1}(\beta) A_{2}^{(k+2)}=\frac{1}{\beta} R_{k}(\beta), \quad k \geqslant 0 .
$$

Specifically, since $\gamma=1 / \alpha$ is the decay parameter of the Markov chain $P$, we have

$$
A_{0}^{(k)}+R_{k}(\gamma) A_{1}^{(k+1)}+R_{k}(\gamma) R_{k+1}(\gamma) A_{2}^{(k+2)}=\gamma R_{k}(\gamma), \quad k \geqslant 0 .
$$

(2) The $G$-measure

The $G$-measure: $G_{l}(\beta)$ for $l \geqslant 1$, is the minimal nonnegative solution to the system of equations

$$
\beta A_{0}^{(l)} G_{l+1}(\beta) G_{l}(\beta)+\beta A_{1}^{(l)} G_{l}(\beta)+\beta A_{2}^{(l)}=G_{l}(\beta), \quad l \geqslant 1,
$$

or

$$
A_{0}^{(l)} G_{l+1}(\beta) G_{l}(\beta)+A_{1}^{(l)} G_{l}(\beta)+A_{2}^{(l)}=\frac{1}{\beta} G_{l}(\beta), \quad l \geqslant 1 .
$$

Specifically, for the decay parameter $\gamma$ we have

$$
A_{0}^{(l)} G_{l+1}(\gamma) G_{l}(\gamma)+A_{1}^{(l)} G_{l}(\gamma)+A_{2}^{(l)}=\gamma G_{l}(\gamma), \quad l \geqslant 1 .
$$

(3) The $U$-measure

The $U$-measure: $\Psi_{k}(\beta)$ for $k \geqslant 0$, is given by

$$
\Psi_{k}(\beta)=\beta A_{1}^{(k)}+R_{k}(\beta) \beta A_{2}^{(k+1)}
$$

or

$$
\Psi_{k}(\beta)=\beta A_{1}^{(k)}+\beta A_{0}^{(k)} G_{k+1}(\beta) .
$$

The following theorem provides useful properties for the $U$-measure: $\Psi_{k}(\beta)$ for $k \geqslant 0$.

Theorem 9.22 (1) For $k \geqslant 1$, the matrices $I-\Psi_{k}(\beta)$ are all invertible for $0<\beta \leqslant \alpha$.
(2) the matrix $I-\Psi_{0}(\beta)$ is invertible for $0<\beta<\alpha$. The matrix $I-\Psi_{0}(\alpha)$ is invertible if the Markov chain $P$ is $\alpha$-transient; while $I-\Psi_{0}(\alpha)$ is singular if the Markov chain $P$ is $\alpha$-recurrent.

Proof (1) According to the censoring technique, it is easy to see that for $k \geqslant 1$, the Markov chains $\Psi_{k}(\beta)$ are all $\alpha$-transient. Thus, the matrices $I-\Psi_{k}(\alpha)$ for $k \geqslant 1$ are all invertible for $0<\beta \leqslant \alpha$.
(2) Based on the censoring technique, it is clear that if the Markov chain $P$ is $\alpha$-transient, then the Markov chain $\Psi_{0}(\alpha)$ is $\alpha$-transient. Hence, the matrix $I-\Psi_{0}(\alpha)$ is invertible; if the Markov chain $P$ is $\alpha$-recurrent, then the Markov chain $\Psi_{0}(\alpha)$ is $\alpha$-recurrent, hence the matrix $I-\Psi_{0}(\alpha)$ is singular.

This completes the proof.
Note that the Markov chain $P$ always has some related properties to the censored Markov chain $\Psi_{0}(\beta)$ to level 0 , it is necessary to provide a detailed analysis for the matrix $\Psi_{0}(\beta)$ for $0<\beta \leqslant \alpha$. Let

$$
N_{0}(\beta)=\sum_{n=0}^{\infty}\left[\Psi_{0}(\beta)\right]^{n} .
$$

Then

$$
N_{0}(\beta)=\left[I-\Psi_{0}(\beta)\right]^{-1} .
$$

Based on (2) in Theorem 9.22, it is easy to see that

$$
\alpha=\sup \left\{\beta \geqslant 1: N_{0}(\beta)<+\infty\right\}
$$

or

$$
\alpha=\sup \left\{\beta \geqslant 1: \operatorname{det}\left(I-\Psi_{0}(\beta)\right) \neq 0\right\} .
$$

The following theorem provides conditions for the state $\alpha$-classification of the QBD process $P$. The proof is clear, and thus is omitted here.

Theorem 9.23 (1) If the matrix $N_{0}(\alpha)$ is finite, then $P$ is $\alpha$-transient.
(2) If the matrix $N_{0}(\alpha)$ is infinite, then $P$ is $\alpha$-recurrent.

Based on Theorem 9.23, we provide other conditions for the state $\alpha$-classification of the QBD process $P$ as follows:
(1) If det $\left(I-\Psi_{0}(\alpha)\right) \neq 0$, then $P$ is $\alpha$-transient.
(2) If $\operatorname{det}\left(I-\Psi_{0}(\alpha)\right)=0$, then $P$ is $\alpha$-recurrent.
(3) Let $u_{0}(\beta)$ be the maximal eigenvalue of the matrix $\Psi_{0}(\beta)$. If there does not exist a positive solution to the equation $u_{0}(\beta)=1$ for $\beta \geqslant 1$, then $P$ is $\alpha$-transient.
(4) If there exists a positive solution $\eta$ to the equation $u_{0}(\beta)=1$ for $\beta \geqslant 1$, then $P$ is $\alpha$-recurrent.

Based on the $R-, U$ - and $G$-measures, the UL-type $R G$-factorization is given by

$$
I-\beta P=\left[I-R_{U}(\beta)\right]\left[I-\Psi_{D}(\beta)\right]\left[I-G_{L}(\beta)\right],
$$

where

$$
\begin{gathered}
R_{U}(\beta)=\left(\begin{array}{ccccc}
0 & R_{0}(\beta) & & & \\
& 0 & R_{1}(\beta) & & \\
& & 0 & R_{2}(\beta) & \\
& & & \ddots & \ddots
\end{array}\right), \\
\Psi_{D}(\beta)=\operatorname{diag}\left(\Psi_{0}(\beta), \Psi_{1}(\beta), \Psi_{2}(\beta), \ldots\right)
\end{gathered}
$$

and

$$
G_{L}(\beta)=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1}(\beta) & 0 & & & \\
& G_{2}(\beta) & 0 & & \\
& & G_{3}(\beta) & 0 & \\
& & & \ddots & \ddots
\end{array}\right)
$$

Now, we provide expressions for the quasi-stationary distribution of the leveldependent QBD process. Our analysis is classified in two sets of expressions: $\alpha$-recurrent with $\beta=\alpha$, and $\alpha$-recurrent with $\beta<\alpha$ or $\alpha$-transient with $\beta \leqslant \alpha$.

The first set: $\alpha$-recurrent with $\beta=\alpha$
Note that $\pi(\alpha)[I-\alpha P]=0$, we have

$$
\pi(\alpha)\left[I-R_{U}(\alpha)\right]\left[I-\Psi_{D}(\alpha)\right]\left[I-G_{L}(\alpha)\right]=0 .
$$

Let $x(\alpha)=\pi(\alpha)\left[I-R_{U}(\alpha)\right]$. Then

$$
x(\alpha)\left[I-\Psi_{D}(\alpha)\right]\left[I-G_{L}(\alpha)\right]=0 .
$$

Since the QBD process $P$ is $\alpha$-recurrent, we can obtain

$$
x(\alpha)=\left(\tau x_{0}(\alpha), 0,0, \ldots\right)
$$

where $x_{0}(\alpha)$ is the left Perron-Frobeniusthe vector of the matrix $\Psi_{0}(\alpha)$. Therefore,

$$
\pi(\alpha)\left[I-R_{U}(\alpha)\right]=\left(\tau x_{0}(\alpha), 0,0, \ldots\right),
$$

which leads to the quasi-stationary distribution of the QBD process $P$ as follows:

$$
\begin{equation*}
\pi_{0}(\alpha)=\tau x_{0}(\alpha) \tag{9.102}
\end{equation*}
$$

$$
\begin{equation*}
\pi_{k}(\alpha)=\pi_{0}(\alpha) R_{0}(\beta) R_{1}(\beta) \ldots R_{k-1}(\beta), \quad k \geqslant 1 \tag{9.103}
\end{equation*}
$$

where the constant $\tau$ makes $\sum_{k=0}^{\infty} \pi_{k}(\alpha) e=1$.
The second set: $\alpha$-recurrent with $\beta<\alpha$ or $\alpha$-transient with $\beta \leqslant \alpha$
For $\beta \leqslant \alpha$ under which $P$ is $\alpha$-transient or $\beta<\alpha$ under which $P$ is $\alpha$-recurrent, it is clear that the matrix $I-\Psi_{0}(\beta)$ is invertible. In this case, we need to use the following lemma to compute the quasi-stationary distribution.

Lemma 9.20 For the G-measure: $G_{l}(\beta)$ for $l \geqslant 1$, there exists a sequence of stochastic vectors $\left\{z_{k}(\beta), k \geqslant 0\right\}$ and a sequence of positive numbers $\left\{\rho_{k}, k \geqslant 0\right\}$ such that

$$
z_{k+1}(\beta) G_{k+1}(\beta)=\rho_{k} z_{k}(\beta), \quad k \geqslant 0 .
$$

Proof Let $z_{N, N}(\beta)$ be an arbitrary probability vector on level $N \geqslant 1$. Since the QBD process $P$ is irreducible, each state on level $k$ has a path to level $k-1$, which shows that each row of the matrix $G_{k}(\beta)$ is non-zero and nonnegative. Hence $z_{N, N}(\beta) G_{N}(\beta)$ is a convex combination of the rows of $G_{k}(\beta)$. We take

$$
\rho_{N-1} z_{N, N-1}(\beta)=z_{N, N}(\beta) G_{N}(\beta) e .
$$

Then $\rho_{N-1}>0$ and

$$
z_{N, N-1}(\beta)=\frac{1}{\rho_{N-1}} z_{N, N}(\beta) G_{N}(\beta)
$$

is a probability vector on level $N-1$. Proceeding inductively, we can obtain a sequence of probability vector $\left\{z_{N, k}(\beta), 0 \leqslant k \leqslant N-1\right\}$ and a sequence of positive scalars $\left\{\rho_{N, k}, 0 \leqslant k \leqslant N-1\right\}$ such that for $0 \leqslant k \leqslant N-1$,

$$
z_{N, k+1}(\beta) G_{k+1}(\beta)=\rho_{N, k} z_{N, k}(\beta)
$$

By repeating the above procedure, for each $k \geqslant 0$ we can obtain a sequence of probability vector $\left\{z_{N, k}(\beta), N \geqslant k\right\}$. Since $z_{N, k}(\beta) e=1$ for $N \geqslant k$, there exists a subsequence $\left\{z_{N_{r}, k}(\beta), r \geqslant 1\right\}$ such that $\lim _{r \rightarrow \infty} z_{N_{r}, k}(\beta)=z_{k}(\beta)$, and $z_{k}(\beta)$ is a probability vector. $k=k^{*}$, we can obtain a sequence of stochastic vectors $\left\{z_{k}(\beta)\right.$, $\left.0 \leqslant k \leqslant k^{*}\right\}$ and a sequence of positive numbers $\left\{\rho_{k}, 0 \leqslant k \leqslant k^{*}\right\}$ such that

$$
z_{k+1}(\beta) G_{k+1}(\beta)=\rho_{k} z_{k}(\beta) .
$$

Again by the compactness of the probability vector set, there exists a subsequence $\left\{N_{r}^{\prime}\right\}$ of $\left\{N_{r}\right\}$ such that $\lim _{r \rightarrow \infty} z_{N_{r}^{\prime}, k^{*}+1}(\beta)=z_{k^{*}+1}(\beta)$, and $\rho_{k^{*}}=z_{k^{*}+1}(\beta) G_{k^{*}+1}(\beta) e$.

Therefore, by induction the desired result follows by repeating this argument infinitely-many times, which can be done by means of the Axiom of Choice. This completes the proof.

From $\pi(\beta)[I-\beta P]=0$, we have

$$
\pi(\beta)\left[I-R_{U}(\beta)\right]\left[I-\Psi_{D}(\beta)\right]\left[I-G_{L}(\beta)\right]=0 .
$$

Let $x(\beta)=\pi(\beta)\left[I-R_{U}(\beta)\right]\left[I-\Psi_{D}(\beta)\right]$. Then

$$
x(\beta)\left[I-G_{U}(\beta)\right]=0
$$

which is, in block entries,

$$
x_{k}(\beta)=x_{k+1}(\beta) G_{k+1}(\beta), \quad k \geqslant 0
$$

Using Lemma 9.20, we write

$$
\begin{gathered}
x_{0}(\beta)=z_{0}(\beta) \\
x_{k}(\beta)=\frac{1}{\rho_{0} \rho_{1} \ldots \rho_{k-1}} z_{k}(\beta), \quad k \geqslant 1 .
\end{gathered}
$$

It is easy to check that

$$
\begin{gathered}
x_{0}(\beta)=z_{0}(\beta)=\frac{1}{\rho_{0}} z_{1}(\beta) G_{1}(\beta)=x_{1}(\beta) G_{1}(\beta), \\
x_{1}(\beta)=\frac{1}{\rho_{0}} z_{1}(\beta)=\frac{1}{\rho_{0} \rho_{1}} z_{2}(\beta) G_{2}(\beta)=x_{2}(\beta) G_{2}(\beta),
\end{gathered}
$$

we assume that for $n=k$ we have

$$
\begin{aligned}
x_{k}(\beta) & =\frac{1}{\rho_{0} \rho_{1} \ldots \rho_{k-1}} z_{k}(\beta)=\frac{1}{\rho_{0} \rho_{1} \ldots \rho_{k-1} \rho_{k}} z_{k+1}(\beta) G_{k+1}(\beta) \\
& =x_{k+1}(\beta) G_{k+1}(\beta)
\end{aligned}
$$

then for $n=k+1$ we obtain

$$
\begin{aligned}
x_{k+1}(\beta) & =\frac{1}{\rho_{0} \rho_{1} \ldots \rho_{k}} z_{k+1}(\beta)=\frac{1}{\rho_{0} \rho_{1} \ldots \rho_{k} \rho_{k+1}} z_{k+2}(\beta) G_{k+2}(\beta) \\
& =x_{k+2}(\beta) G_{k+2}(\beta) .
\end{aligned}
$$

Therefore, by induction, for any nonnegative integer $n$ we can obtain

$$
x_{n}(\beta)=\frac{1}{\rho_{0} \rho_{1} \ldots \rho_{n-1}} z_{n}(\beta)=x_{n+1}(\beta) G_{n+1}(\beta)
$$
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It is clear that the vector

$$
x(\beta)=\left(z_{0}(\beta), \frac{1}{\rho_{0}} z_{1}(\beta), \frac{1}{\rho_{0} \rho_{1}} z_{2}(\beta), \ldots\right)
$$

is a non-zero nonnegative solution to the equation $x(\beta)\left[I-G_{L}(\beta)\right]=0$. Thus, we have

$$
\pi(\beta)\left[I-R_{U}(\beta)\right]\left[I-\Psi_{D}(\beta)\right]=x(\beta)
$$

which leads to

$$
\pi(\beta)=x(\beta)\left[I-\Psi_{D}(\beta)\right]^{-1}\left[I-R_{U}(\beta)\right]^{-1} .
$$

Let

$$
N_{l}(\beta)=\left[I-\Psi_{l}(\beta)\right]^{-1}
$$

and

$$
X_{k}^{(l)}(\beta)=R_{l}(\beta) R_{l+1}(\beta) \ldots R_{l+k-1}(\beta), \quad k \geqslant 1, l \geqslant 0 .
$$

Then

$$
\left[I-\Psi_{D}(\beta)\right]^{-1}=\operatorname{diag}\left(N_{0}(\beta), N_{1}(\beta), N_{2}(\beta), \ldots\right)
$$

and

$$
\left[I-R_{U}(\beta)\right]^{-1}=\left(\begin{array}{ccccc}
I & X_{1}^{(0)}(\beta) & X_{2}^{(0)}(\beta) & X_{3}^{(0)}(\beta) & \ldots \\
& I & X_{1}^{(1)}(\beta) & X_{2}^{(1)}(\beta) & \ldots \\
& & I & X_{1}^{(2)}(\beta) & \ldots \\
& & & \ddots & \ddots
\end{array}\right) .
$$

Therefore, we obtain

$$
\begin{equation*}
\pi_{0}(\beta)=x_{0}(\beta) N_{0}(\beta)=z_{0}(\beta) N_{0}(\beta) \tag{9.104}
\end{equation*}
$$

and for $k \geqslant 1$,

$$
\begin{align*}
\pi_{k}(\beta)= & x_{k}(\beta) N_{k}(\beta)+\sum_{l=0}^{k-1} x_{l}(\beta) N_{l}(\beta) X_{k-l}^{(l)}(\beta) \\
= & \frac{1}{\rho_{0} \rho_{1} \ldots \rho_{k-1}} z_{k}(\beta) N_{k}(\beta)+\sum_{l=0}^{k-1} \frac{1}{\rho_{0} \rho_{1} \ldots \rho_{l-1}} z_{l}(\beta) N_{l}(\beta) \\
& \cdot R_{l}(\beta) R_{l+1}(\beta) \ldots R_{k-1}(\beta) . \tag{9.105}
\end{align*}
$$

Based on Eq. (9.102) to Eq. (9.105), we summarize the expressions for the quasi-stationary distribution of the level-dependent QBD process as the following theorem.

Theorem 9.24 (1) For $\beta=\alpha$ under which $P$ is $\alpha$-recurrent, the quasistationary distribution of the level-dependent $Q B D$ process is given by

$$
\begin{aligned}
& \pi_{0}(\alpha)=\tau x_{0}(\alpha) \\
& \pi_{k}(\alpha)=\pi_{0}(\alpha) R_{0}(\beta) R_{1}(\beta) \ldots R_{k-1}(\beta), \quad k \geqslant 1,
\end{aligned}
$$

where $x_{0}(\alpha)$ is the left Perron-Frobeniusthe vector of the matrix $\Psi_{0}(\alpha)$ and the constant $\tau$ makes $\sum_{k=0}^{\infty} \pi_{k}(\alpha) e=1$.
(2) For $\beta \leqslant \alpha$ under which $P$ is $\alpha$-transient or $\beta<\alpha$ under which $P$ is $\alpha$-recurrent, the quasi-stationary distribution of the level-dependent $Q B D$ process is given by

$$
\pi_{0}(\beta)=x_{0}(\beta) N_{0}(\beta)=z_{0}(\beta) N_{0}(\beta)
$$

and for $k \geqslant 1$,

$$
\begin{aligned}
\pi_{k}(\beta)= & \frac{1}{\rho_{0} \rho_{1} \ldots \rho_{k-1}} z_{k}(\beta) N_{k}(\beta) \\
& +\sum_{l=0}^{k-1} \frac{1}{\rho_{0} \rho_{1} \ldots \rho_{l-1}} z_{l}(\beta) N_{l}(\beta) R_{l}(\beta) R_{l+1}(\beta) \ldots R_{k-1}(\beta) .
\end{aligned}
$$

Remark 9.5 Since for $l \geqslant 0$

$$
\begin{aligned}
z_{l}(\beta) & =\frac{1}{\rho_{l}} z_{l+1}(\beta) G_{l+1}(\beta) \\
& =\frac{1}{\rho_{l} \rho_{l+1} \ldots \rho_{k-1}} z_{k}(\beta) G_{k}(\beta) \ldots G_{l+2}(\beta) G_{l+1}(\beta),
\end{aligned}
$$

we obtain

$$
\begin{align*}
\pi_{k}(\beta)= & \frac{1}{\rho_{0} \rho_{1} \ldots \rho_{k-1}} z_{k}(\beta)\left[N_{k}(\beta)+\sum_{l=0}^{k-1} G_{k}(\beta) \ldots G_{l+2}(\beta) G_{l+1}(\beta) N_{l}(\beta)\right. \\
& \left.\cdot R_{l}(\beta) R_{l+1}(\beta) \ldots R_{k-1}(\beta)\right] . \tag{9.106}
\end{align*}
$$

### 9.6.2 Conditions for $\alpha$-Positive Recurrence

Now, we provide a condition under which the QBD process $P$ is $\alpha$-positive recurrent. Let

$$
N(\alpha)=\sum_{k=0}^{\infty}(\alpha P)^{k}
$$
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and $N_{i, j}(\alpha)$ the $(i, j)$ th block-entry of the matrix $N(\alpha)$. It is clear that

$$
N_{0,0}(\alpha)=\sum_{k=0}^{\infty} \Psi_{0}^{k}(\alpha)
$$

and

$$
N_{1,1}(\alpha)=\sum_{k=0}^{\infty} \Psi_{1}^{k}(\alpha),
$$

where

$$
\Psi_{0}(\alpha)=\alpha A_{1}^{(0)}+\alpha^{2} A_{0}^{(0)} N_{1,1}(\alpha) A_{2}^{(1)} .
$$

The following theorem provides a condition under which the QBD process $P$ is $\alpha$-positive recurrent.

Theorem 9.25 Suppose the $Q B D$ process $P$ is $\alpha$-recurrent.
(1) If the matrix $\frac{\mathrm{d}}{\mathrm{d} \alpha} N_{1,1}(\alpha)$ is finite, then $P$ is $\alpha$-positive recurrent.
(2) If the matrix $\frac{\mathrm{d}}{\mathrm{d} \alpha} N_{1,1}(\alpha)$ is infinite, then $P$ is $\alpha$-null recurrent.

Proof We only prove (1), while (2) can be proved similarly.
Since

$$
\Psi_{0}(\alpha)=\alpha A_{1}^{(0)}+\alpha^{2} A_{0}^{(0)} N_{1,1}(\alpha) A_{2}^{(1)}
$$

we obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} \alpha} \Psi_{0}(\alpha)=A_{1}^{(0)}+2 \alpha A_{0}^{(0)} N_{1,1}(\alpha) A_{2}^{(1)}+\alpha^{2} A_{0}^{(0)} \frac{\mathrm{d}}{\mathrm{~d} \alpha} N_{1,1}(\alpha) A_{2}^{(1)} .
$$

Note that $I-\Psi_{1}(\alpha)$ is invertible, it is clear that the matrix $N_{1,1}(\alpha)=\left[I-\Psi_{1}(\alpha)\right]^{-1}$ is finite. If the matrix $\frac{\mathrm{d}}{\mathrm{d} \alpha} N_{1,1}(\alpha)$ is finite, then the matrix $\frac{\mathrm{d}}{\mathrm{d} \alpha} \Psi_{0}(\alpha)$ is finite.

For the QBD process $\left\{X_{n}, n \geqslant 0\right\}$, we write

$$
f_{k, i ; k, i}^{(n)}=P\left\{X_{n}=(k, i), X_{1} \neq(k, i) \text { for } 1 \leqslant l \leqslant n-1 \mid X_{0}=(k, i)\right\}
$$

and

$$
\mu_{k, i}(\alpha)=\sum_{n=0}^{\infty} n \alpha^{n} f_{k, i, k, i}^{(n)} .
$$

Note that the irreducible QBD process $\left\{X_{n}, n \geqslant 0\right\}$ is $\alpha$-positive recurrent if $\mu_{k, i}(\alpha)<+\infty$ and $\alpha$-null recurrent otherwise.

Note that $\left(\Psi_{0}^{(n)}\right)_{i, j}$, the $(i, j)$ th entry of $\Psi_{0}^{(n)}$, is the probability that the QBD process arrives at state $(k, i)$ at time $n$ for the first time, given its initial state ( $k, i$ ) at time 0 . Let

$$
F_{0, i ; 0, i}(\alpha)=\sum_{n=0}^{\infty} \alpha^{n} f_{0, i ; 0, i}^{(n)}
$$

Then

$$
\mu_{0, i}(\alpha)=\alpha \frac{\mathrm{d}}{\mathrm{~d} \alpha} F_{0, i ; 0, i}(\alpha)
$$

Since

$$
\begin{aligned}
F_{0, i, 0, i}(\alpha)= & \left(\Psi_{0}(\alpha)\right)_{i, i}+\sum_{j_{1} \neq i}\left(\Psi_{0}(\alpha)\right)_{i, j_{1}}\left(\Psi_{0}(\alpha)\right)_{j_{1}, i} \\
& +\sum_{j_{1}, j_{2} \neq i}\left(\Psi_{0}(\alpha)\right)_{i, j_{1}}\left(\Psi_{0}(\alpha)\right)_{j_{1}, j_{2}}\left(\Psi_{0}(\alpha)\right)_{j_{2}, i}+\ldots \\
= & \sum_{t=1}^{\infty} \sum_{\substack{j_{0}, j_{j}=i \\
j_{k} \neq i, i \leq k \leq t-1}} \prod_{s=1}^{t}\left(\Psi_{0}(\alpha)\right)_{j_{s_{s}-1}, j_{s}}
\end{aligned}
$$

we obtain

$$
\begin{aligned}
\mu_{0, i}(\alpha)= & \alpha \sum_{t=1}^{\infty} \sum_{\substack{j_{0}, j_{i}=i \\
j_{k} \neq i, 1 \leq k \leq t-1}} \sum_{r=1}^{t} \prod_{s=1}^{r-1}\left(\Psi_{0}(\alpha)\right)_{j_{s-1}, j_{s}} \\
& \cdot \frac{\mathrm{~d}}{\mathrm{~d} \alpha}\left(\Psi_{0}(\alpha)\right)_{j_{r-1}, j_{j}} \prod_{s=r+1}^{t}\left(\Psi_{0}(\alpha)\right)_{j_{s-1}, j_{s}} .
\end{aligned}
$$

Let $x=\left(x_{1}, x_{2}, \ldots, x_{m_{0}}\right)$ be the left eigenvector of the matrix $\Psi_{0}(\alpha)$ with the maximal eigenvalue $\eta(\alpha)=1$ due to the condition under which the QBD process $P$ is $\alpha$-recurrent. We write

$$
U=\Delta \Psi_{0}(\alpha)^{\mathrm{T}} \Delta^{-1}
$$

where $\Delta=\operatorname{diag}\left(x_{1}, x_{2}, \ldots, x_{m_{0}}\right)$. It is clear that the matrix $U$ is stochastic. The expected first return time for state $i$ of the Markov chain $U$ is given by

$$
\begin{aligned}
E\left[D_{i}\right] & =\sum_{t=1}^{\infty} t \sum_{\substack{j_{0}, j_{1}=i \\
j_{k} \neq i, 1 \leq k \leq t-1}} \prod_{s=1}^{t} U_{j_{s-1}, j_{s}} \\
& =\sum_{t=1}^{\infty} t \sum_{\substack{j_{0}, j_{i}=i \\
j_{k} \neq i, i \leqslant k \leqslant t-1}} \prod_{s=1}^{t}\left(\Psi_{0}(\alpha)^{\mathrm{T}}\right)_{j_{s-1}, j_{s}}<+\infty
\end{aligned}
$$

If the matrix $\frac{\mathrm{d}}{\mathrm{d} \alpha} N_{1,1}(\alpha)$ is finite, then there exists a larger positive number $K$ such that

$$
\frac{\mathrm{d}}{\mathrm{~d} \alpha}\left(\Psi_{0}(\alpha)\right)_{j_{r-1}, j_{r}} \leqslant K\left(\Psi_{0}(\alpha)\right)_{j_{r-1}, j_{r}} .
$$

Thus, we have

$$
\begin{aligned}
\mu_{0, i}(\alpha) & \leqslant \alpha K \sum_{t=1}^{\infty} t \sum_{\substack{j_{0}, j_{i}=i \\
j_{k} \neq i, i \leq k \leqslant t-1}} \prod_{s=1}^{t}\left(\Psi_{0}(\alpha)^{\mathrm{T}}\right)_{j_{s-1}, j_{s}} \\
& =\alpha K E\left[D_{i}\right]<+\infty,
\end{aligned}
$$

which indicates that the QBD process $P$ is $\alpha$-positive recurrent. This completes the proof.

Remark 9.6 Theorem 9.9 illustrates that the $\alpha$-recurrent $Q B D$ process is $\alpha$-positive recurrent if and only if $\alpha<\bar{\alpha}$. A similar analysis shows that the $\alpha$-recurrent level-dependent $Q B D$ process is $\alpha$-positive recurrent if and only if $\alpha<\bar{\alpha}$. Now, we compare this result with Theorem 9.25. If $\alpha<\bar{\alpha}$, then since $\alpha<\bar{\alpha} \leqslant \alpha_{2}$, where $\bar{\alpha}=\alpha_{1}, N^{(2)}(z)$ is analytic at $z=\alpha$. Thus, $\frac{\mathrm{d}}{\mathrm{d} \alpha} N^{(2)}(\alpha)=$ $\frac{\mathrm{d}}{\mathrm{d} z} N^{(2)}(z)_{\mid z=\alpha}<\infty$. On the contrary, if $\frac{\mathrm{d}}{\mathrm{d} \alpha} N^{(2)}(\alpha)<\infty$, then $\alpha<\bar{\alpha}$, since $N^{(2)}(\bar{\alpha})=\infty$ and $N^{(2)}(z)$ is increasing for $1 \leqslant z<\alpha_{2}$.

### 9.7 Continuous-Time Markov Chains

In this section, similar to the analysis in the discrete-time case, we study the quasi-stationary distribution of an irreducible continuous-time Markov chain with block structure, and provide conditions for the state $\alpha$-classification and expressions for the quasi-stationary distribution.

We consider an irreducible continuous-time Markov chain whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{cccc}
Q_{0,0} & Q_{0,1} & Q_{0,2} & \cdots \\
Q_{1,0} & Q_{1,1} & Q_{1,2} & \cdots \\
Q_{2,0} & Q_{2,1} & Q_{2,2} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right),
$$

where the size of the matrix $Q_{k, k}$ is $m_{k} \times m_{k}$ for $k \geqslant 0$, and the sizes of the other matrices are determined accordingly.

We write

$$
P(t)=\exp \{Q t\}
$$

and let $P_{l, i ; k, j}(t)$ be the $(l, i ; k, j)$ th entry of the matrix $P(t)$, where $l$ and $k$ are the level numbers and $i$ and $j$ are the phase numbers. We define

$$
\alpha=\sup \left\{\beta \geqslant 1: \int_{0}^{+\infty} \exp \left\{-\frac{1}{\beta} t\right\} P_{l, i, k, j}(t) \mathrm{d} t<+\infty\right\} .
$$

It is easy to check that if the Markov chain $Q$ is irreducible, then the positive number $\alpha$ is independent of state ( $l, i$ ) and $(k, j)$. In this case,

$$
\begin{aligned}
\int_{0}^{+\infty} \exp \left\{-\frac{1}{\beta} t\right\} \exp \left\{Q_{t}\right\} \mathrm{d} t & =\int_{0}^{+\infty} \exp \left\{\left[Q-\frac{1}{\beta} I\right] t\right\} \mathrm{d} t \\
& =\left[\frac{1}{\beta} I-Q\right]_{\min }^{-1} .
\end{aligned}
$$

If the matrix $\left[\alpha^{-1} I-Q\right]_{\min }^{-1}$ is finite, then the Markov chain Q is $\alpha$-transient, otherwise it is $\alpha$-recurrent. Let $\gamma=\alpha^{-1}$. Then $\gamma$ is the decay parameter of the Markov chain $Q$.

For $1 \leqslant \beta \leqslant \alpha$, if there exists a nonnegative non-zero row vector $\pi(\beta)$ such that

$$
\begin{equation*}
\pi(\beta) \beta Q=\pi(\beta) \tag{9.107}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi(\beta) e=1 \tag{9.108}
\end{equation*}
$$

then $\pi(\beta)$ is called the quasi-stationary distribution of the continuous-time Markov chain $Q$.

The following proposition provides a useful relation between the matrix $P(t)$ and the quasi-stationary distribution $\pi(\beta)$. The proof is easy, and thus is omitted here.

Proposition 9.5 If the vector $\pi(\beta)$ is the quasi-stationary distribution of the continuous-time Markov chain $Q$, then

$$
\pi(\beta) P(t)=\pi(\beta) \exp \left\{\frac{t}{\beta}\right\}
$$

or

$$
\pi(\beta)\left[\exp \left\{-\frac{t}{\beta}\right\} P(t)\right]=\pi(\beta)
$$

It follows from Eq. (9.107) that

$$
\pi(\beta) Q=\frac{1}{\beta} \pi(\beta)
$$

or

$$
\begin{equation*}
\pi(\beta)\left(Q-\frac{1}{\beta} I\right)=0 \tag{9.109}
\end{equation*}
$$

Let

$$
\mathcal{Q}(\beta)=Q-\frac{1}{\beta} I
$$

Note that the matrix $\mathcal{Q}(\beta)$ is the infinitesimal generator of an irreducible continuous-time Markov chain, thus it is necessary to provide the $R G$-factorizations for computing the quasi-stationary distribution.

### 9.7.1 The UL-Type $\boldsymbol{R} \boldsymbol{G}$-Factorization

For the continuous-time Markov chain $\mathcal{Q}(\beta)$, we write $E=\{0,1,2, \ldots, n\}$ and $E^{c}=\{n+1, n+2, \ldots\}$. Based on the two sets $E$ and $E^{c}$, the matrix $\mathcal{Q}(\beta)$ is partitioned as

$$
\mathcal{Q}(\beta)=\left(\begin{array}{ll}
T(\beta) & V(\beta) \\
H(\beta) & W(\beta)
\end{array}\right) .
$$

Then

$$
\mathcal{Q}^{[\leqslant n]}(\beta)=T(\beta)+V(\beta)[-W(\beta)]_{\min }^{-1} H(\beta) .
$$

The block-entry expression of the matrix $\mathcal{Q}^{[\leqslant n]}(\beta)$ is written as

$$
\mathcal{Q}^{[\leqslant n]}(\beta)=\left(\begin{array}{cccc}
f_{0,0}^{(n)}(\beta) & f_{0,1}^{(n)}(\beta) & \ldots & f_{0, n}^{(n)}(\beta) \\
f_{1,0}^{(n)}(\beta) & f_{1,1}^{(n)}(\beta) & \ldots & f_{1, n}^{(n)}(\beta) \\
\vdots & \vdots & & \vdots \\
f_{n, 0}^{(n)}(\beta) & f_{n, 1}^{(n)}(\beta) & \ldots & f_{n, n}^{(n)}(\beta)
\end{array}\right) .
$$

For $i, j \leqslant n-1$, we have

$$
f_{i, j}^{(n-1)}(\beta)=\beta Q_{i, j}+\sum_{k=n}^{\infty} f_{i, k}^{(k)}(\beta)\left[-f_{k, k}^{(k)}(\beta)\right]^{-1} f_{k, j}^{(k)}(\beta) .
$$

We define the $U$-measure as

$$
U_{n}(\beta)=f_{n, n}^{(n)}(\beta), \quad n \geqslant 0,
$$

the $R$-measure as

$$
\left.R_{i, j}(\beta)=f_{i, j}^{(j)}(\beta)\left[-U_{j} \beta\right)\right]^{-1}, \quad 0 \leqslant i<j,
$$

and the $G$-measure as

$$
G_{i, j}=\left[-U_{i}(\beta)\right]^{-1} f_{i, j}^{(i)}(\beta), \quad 0 \leqslant j<i .
$$

The UL-type $R G$-factorization is given by

$$
\mathcal{Q}(\beta)=\left[I-R_{U}(\beta)\right] U_{D}(\beta)\left[I-G_{U}(\beta)\right],
$$

where

$$
\begin{aligned}
& R_{U}(\beta)=\left(\begin{array}{ccccc}
0 & R_{0,1}(\beta) & R_{0,2}(\beta) & R_{0,3}(\beta) & \ldots \\
& 0 & R_{1,2}(\beta) & R_{1,3}(\beta) & \ldots \\
& & 0 & R_{2,3}(\beta) & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots .
\end{array}\right), \\
& U_{D}(\beta)=\operatorname{diag}\left(U_{0}(\beta), U_{1}(\beta), U_{2}(\beta), U_{3}(\beta), \ldots\right)
\end{aligned}
$$

and

$$
G_{L}(\beta)=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1,0}(\beta) & 0 & & & \\
G_{2,0}(\beta) & G_{2,1}(\beta) & 0 & & \\
G_{3,0}(\beta) & G_{3,1}(\beta) & G_{3,2}(\beta) & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

In what follows we study some useful properties for the censored discounted Markov chain $U_{k}(\beta)$ for $k \geqslant 0$, which are necessary in analysis of the quasistationary distribution.

Proposition 9.6 (1) For $1 \leqslant \beta<\alpha$, the matrix $U_{k}(\beta)$ is invertible for $k \geqslant 0$.
(2) The matrix $U_{k}(\alpha)$ is invertible for $k \geqslant 1$.
(3) The matrix $U_{0}(\alpha)$ is invertible if the Markov chain $Q$ is $\alpha$-transient; while $U_{0}(\alpha)$ is singular if the Markov chain $Q$ is $\alpha$-recurrent.

Based on (3) in Proposition 9.6, we have

$$
\alpha=\sup \left\{\beta \geqslant 1: \operatorname{det}\left(U_{0}(\beta)\right) \neq 0\right\} .
$$

Let

$$
N_{0}(\beta)=-U_{0}^{-1}(\beta) .
$$

Then

$$
\alpha=\sup \left\{\beta \geqslant 1: N_{0}(\beta)<+\infty\right\} .
$$

When the Markov chain $Q$ is $\alpha$-recurrent, the following theorem provides expressions for the quasi-stationary distribution, which is similar to that in the discrete-time case.

Theorem 9.26 For $\beta=\alpha$ under which the continuous-time Markov chain $Q$ is $\alpha$-recurrent, the quasi-stationary distribution is expressed as

$$
\pi_{0}(\alpha)=\tau x_{0}(\alpha)
$$

and

$$
\pi_{k}(\alpha)=\sum_{i=0}^{k-1} \pi_{i}(\alpha) R_{i, k}(\alpha), \quad k \geqslant 1
$$

where $x_{0}(\alpha)$ is a nonnegative non-zero solution to the system of equations $x_{0}(\alpha) U_{0}(\alpha)=0$ and $x_{0}(\alpha) e=1$, and the constant $\tau$ makes $\sum_{k=0}^{\infty} \pi_{k}(\alpha) e=1$.

Proof Since

$$
\pi(\alpha)\left[Q-\alpha^{-1} I\right]=0,
$$

we obtain

$$
\pi(\alpha)\left[I-R_{U}(\alpha)\right] U_{D}(\alpha)\left[I-G_{U}(\alpha)\right]=0
$$

Let

$$
x=\pi(\alpha)\left[I-R_{U}(\alpha)\right] .
$$

Then

$$
x U_{D}(\alpha)\left[I-G_{U}(\alpha)\right]=0 .
$$

Based on the censoring technique, it is clear that $x=\left(\tau x_{0}(\alpha), 0,0, \ldots\right)$ is a nonnegative non-zero solution to $x U_{D}(\alpha)\left[I-G_{U}(\alpha)\right]=0$. Thus we obtain

$$
\pi(\alpha)\left[I-R_{U}(\alpha)\right]=\left(\tau x_{0}(\alpha), 0,0, \ldots\right)
$$

which leads to the desired result. This completes the proof.
In what follows we consider another type of expression for the quasi-stationary distribution for either $\beta<\alpha$ or $\beta=\alpha$ under which the continuous-time Markov chain $Q$ is $\alpha$-transient. Note that in this case, a general irreducible Markov chain with infinitely-many levels can not be dealt with, thus we only simply study a continuous-time Markov chain of GI/G/1 type.

We consider an irreducible continuous-time Markov chain of GI/G/1 type whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{ccccc}
D_{0} & D_{1} & D_{2} & D_{3} & \cdots \\
D_{-1} & A_{0} & A_{1} & A_{2} & \cdots \\
D_{-2} & A_{-1} & A_{0} & A_{1} & \cdots \\
D_{-3} & A_{-2} & A_{-1} & A_{0} & \cdots \\
\vdots & \vdots & \vdots & \vdots &
\end{array}\right) .
$$

The $R G$-factorization of the matrix $\mathcal{Q}(\beta)$ is given by

$$
\mathcal{Q}(\beta)=\left[I-R_{U}(\beta)\right] U_{D}(\beta)\left[I-G_{L}(\beta)\right],
$$

where

$$
\begin{aligned}
& R_{U}(\beta)=\left(\begin{array}{ccccc}
0 & R_{0,1}(\beta) & R_{0,2}(\beta) & R_{0,3}(\beta) & \ldots \\
& 0 & R_{1}(\beta) & R_{2}(\beta) & \ldots \\
& & 0 & R_{1}(\beta) & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right), \\
& U_{D}(\beta)=\operatorname{diag}\left(U_{0}(\beta), \Phi_{0}(\beta), \Phi_{0}(\beta), \Phi_{0}(\beta), \ldots\right)
\end{aligned}
$$

and

$$
G_{L}(\beta)=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1,0}(\beta) & 0 & & & \\
G_{2,0}(\beta) & G_{1}(\beta) & 0 & & \\
G_{3,0}(\beta) & G_{2}(\beta) & G_{1}(\beta) & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

For the $G$-measure: $G_{k, 0}(\beta)$ and $G_{k}(\beta)$ for $k \geqslant 1$, there exist a constant $\gamma>0$, and two nonnegative non-zero row vectors $y$ and $y_{0}$ such that

$$
\left\{\begin{array}{l}
y=y \sum_{k=1}^{\infty} \gamma^{-k} G_{k}(\beta) \\
y_{0}=y \sum_{k=1}^{\infty} \gamma^{-k} G_{k, 0}(\beta)
\end{array}\right.
$$

Thus, using a similar analysis to that of the discrete-time case, we can obtain the following theorem whose proof is easy, and thus is omitted here.

Theorem 9.27 If $1 \leqslant \beta<\alpha$ or $\beta=\alpha$ under which the continuous-time Markov chain $Q$ of GI/G/1 type is $\alpha$-transient, then the quasi-stationary distribution $\pi(\beta)=\left(\pi_{0}(\beta), \pi_{1}(\beta), \pi_{2}(\beta), \ldots\right)$ is given by

$$
\left\{\begin{array}{l}
\pi_{0}(\beta)=\kappa y_{0} N_{0}(\beta), \\
\pi_{k}(\beta)=\kappa \gamma^{-k} y N(\beta)+\pi_{0}(\beta) R_{0, k}(\beta)+\sum_{i=1}^{k} \pi_{i}(\beta) R_{k-i}(\beta), \quad k \geqslant 1,
\end{array}\right.
$$

where $N_{0}(\beta)=\left[-U_{0}(\beta)\right]^{-1}, N(\beta)=\left[-\Phi_{0}(\beta)\right]^{-1}$ and the positive constant $\kappa$ satisfies $\sum_{k=0}^{\infty} \pi_{k}(\beta) e=1$.
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### 9.7.2 The LU-Type $\boldsymbol{R G}$-Factorization

Now, we construct the LU-type $R G$-factorization of the continuous-time Markov chain $\mathcal{Q}(\beta)$.

Let

$$
\mathcal{Q}^{[\geqslant n]}(\beta)=W(\beta)+H(\beta)[-T(\beta)]^{-1} V(\beta) .
$$

The block-entry expression of the matrix $\mathcal{Q}^{[\geqslant n]}(\beta)$ is written as

$$
Q^{[\geqslant n]}(\beta)=\left(\begin{array}{cccc}
h_{n, n}^{(n)}(\beta) & h_{n, n+1}^{(n)}(\beta) & h_{n, n+2}^{(n)}(\beta) & \ldots \\
h_{n+1, n}^{(n)}(\beta) & h_{n+1, n+1}^{(n)}(\beta) & h_{n+1, n+2}^{(n)}(\beta) & \ldots \\
h_{n+2, n}^{(n)}(\beta) & h_{n+2, n+1}^{(n)}(\beta) & h_{n+2, n+2}^{(n)}(\beta) & \ldots \\
\vdots & \vdots & \vdots &
\end{array}\right) .
$$

For $i, j \geqslant n+1$, we obtain

$$
h_{i, j}^{(n+1)}(\beta)=\beta Q_{i, j}+\sum_{k=0}^{n} h_{i, k}^{(k)}(\beta)\left[-h_{k, k}^{(k)}(\beta)\right]^{-1} h_{k, j}^{(k)}(\beta) .
$$

We define the $U$-measure as

$$
\bar{U}_{n}(\beta)=h_{n, n}^{(n)}(\beta), \quad n \geqslant 0,
$$

the $R$-measure as

$$
\bar{R}_{i, j}(\beta)=h_{i, j}^{(j)}(\beta)\left[-\bar{U}_{j}(\beta)\right]^{-1}, \quad 0 \leqslant j<i,
$$

and the $G$-measure as

$$
\bar{G}_{i, j}(\beta)=\left(-\bar{U}_{i}(\beta)\right]^{-1} h_{i, j}^{(i)}(\beta), \quad 0 \leqslant i<j .
$$

The LU-type $R G$-factorization is given by

$$
\mathcal{Q}(\beta)=\left[I-\bar{R}_{L}(\beta)\right] \bar{U}_{D}(\beta)\left[I-\bar{G}_{U}(\beta)\right],
$$

where

$$
\begin{aligned}
& \bar{R}_{L}(\beta)=\left(\begin{array}{ccccc}
0 & & & & \\
\bar{R}_{1,0}(\beta) & 0 & & & \\
\bar{R}_{2,0}(\beta) & \bar{R}_{2,1}(\beta) & 0 & & \\
\bar{R}_{3,0}(\beta) & \bar{R}_{3,1}(\beta) & \bar{R}_{3,2}(\beta) & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right), \\
& \bar{U}_{D}(\beta)=\operatorname{diag}\left(\bar{U}_{0}(\beta), \bar{U}_{1}(\beta), \bar{U}_{2}(\beta), \bar{U}_{3}(\beta), \ldots\right)
\end{aligned}
$$

and

$$
\bar{G}_{U}(\beta)=\left(\begin{array}{ccccc}
0 & \bar{G}_{0,1}(\beta) & \bar{G}_{0,2}(\beta) & \bar{G}_{0,3}(\beta) & \ldots \\
& 0 & \bar{G}_{1,2}(\beta) & \bar{G}_{1,3}(\beta) & \ldots \\
& & 0 & \bar{G}_{2,3}(\beta) & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots .
\end{array}\right) .
$$

### 9.8 Decay Rate for the GPH Distribution

In this section, we use the quasi-stationary distribution and the $R G$-factorization to study the decay rate of a GPH distribution which is either continuous-time or discrete-time, and show that the decay rate can be determined by both the transition matrix and the initial probability vector.

### 9.8.1 The Discrete-Time PH Distribution with Finitely Many Phases

We first consider a discrete-time PH distribution with irreducible representation $(\alpha, T)$ of order $m$ whose random variable $X$ has the following distribution:

$$
p_{k}=P\{X=k\}= \begin{cases}\alpha_{0}, & k=0,  \tag{9.110}\\ \alpha T^{k-1} T^{0}, & k \geqslant 1,\end{cases}
$$

where $\alpha_{0}+\alpha e=1$ and $T^{0}+T e=e$. For simplicity of exposition, we assume that the transition matrix $T$ is irreducible. Note that the matrix $T$ is irreducible if and only if $(I+T)^{m-1}>0$.

It is clear from Eq. (9.110) that

$$
\begin{equation*}
P^{*}(z)=E\left[z^{X}\right]=\alpha_{0}+z \alpha(I-z T)^{-1} T^{0} . \tag{9.111}
\end{equation*}
$$

We now are interested in the tailed behavior of the PH random variable $X$ as follows:

$$
\lim _{k \rightarrow \infty} P\{X=k\}=\lim _{k \rightarrow \infty} p_{k}
$$

or

$$
\lim _{k \rightarrow \infty} P\{X>k\}=\lim _{k \rightarrow \infty} \bar{p}_{\leqslant k}
$$

where $\bar{p}_{\leqslant k}=\sum_{l=k+1}^{\infty} p_{l}$. Note that

$$
\bar{p}_{\leqslant k}=\sum_{l=k+1}^{\infty} \alpha T^{l-1} T^{0}=\alpha T^{k} e,
$$

thus we only need to analyze the tailed behavior $\lim _{k \rightarrow \infty} p_{k}$.
For the irreducible nonnegative matrix $T$, we define

$$
\alpha(T)=\sup \left\{\beta \geqslant 1: \sum_{n=0}^{\infty} \beta^{n} t_{i, j}^{(n)}<+\infty\right\},
$$

which is independent of $i$ and $j$, where $t_{i, j}^{(n)}$ is the $(i, j)$ th element of the matrix $T^{n}$ for $n \geqslant 0$. We denote by $\rho(T)$ the maximal eigenvalue of the matrix $T$.
Note that the matrix $T$ is of order $m$, thus we have

$$
\begin{equation*}
\alpha(T)=\frac{1}{\rho(T)} . \tag{9.112}
\end{equation*}
$$

In this case, we only need to analyze the spectral radius $\rho(T)$ for studying the tailed behavior $\lim _{k \rightarrow \infty} p_{k}$. To this end, the following two lemmas, stated in 8.4.4 and 8.4.6 in Horn and Johnson [11], are useful for describing the spectral radius $\rho(T)$.

Lemma 9.21 For the irreducible nonnegative matrix $T$, we have
(1) $\rho(T)>0$ is an algebraically (and thus geometrically) simple eigenvalue of $T$.
(2) There must exist a positive row vector $u$ and a positive column vector $v$ such that

$$
\begin{gathered}
u T=\rho(T) u, \quad T v=\rho(T) v, \\
u e=u v=1
\end{gathered}
$$

Lemma 9.22 If the irreducible nonnegative matrix $T$ has $r$ eigenvalues of maximal modulus $\rho(T)$, then the 1 st eigenvalue is given by

$$
\lambda_{l}=\rho(T) \exp \left\{\frac{2 \pi l}{r} i\right\},
$$

where $i^{2}=-1$ and $0 \leqslant l \leqslant r-1$. At the same time, the eigenvalue $\lambda_{l}$ is an algebraically (and thus geometrically) simple eigenvalue of $T$.

If the irreducible nonnegative matrix $T$ has $r$ eigenvalues of maximal modulus $\rho(T)$, then there exists an invertible matrix $D$ such that

$$
T=D^{-1} J D,
$$

where $J$ is the Jordan canonical form of the matrix $T, J=\operatorname{daig}\left(J_{1}, J_{2}\right)$ and

$$
J_{1}=\rho(T) \operatorname{diag}\left(\exp \left\{\frac{2 \pi l}{r} i\right\}, l=0,1, \ldots, r-1\right) .
$$

Hence, we obtain

$$
\begin{aligned}
T^{k-1} & =D^{-1} \operatorname{diag}\left(J_{1}^{k-1}, J_{2}^{k-1}\right) D \\
& =\rho^{k-1}(T) \cdot D^{-1} \operatorname{diag}\left(\tilde{J}_{1}^{k-1},\left[\rho^{-1}(T) J_{2}\right]^{k-1}\right) D,
\end{aligned}
$$

where

$$
\tilde{J}_{1}^{k-1}=\operatorname{diag}\left(\exp \left\{k \frac{2 \pi l}{r} i\right\}, l=0,1, \ldots, r-1\right) .
$$

It is clear that

$$
\lim _{k \rightarrow \infty}\left[\rho^{-1}(T) J_{2}\right]^{k-1}=0,
$$

but this limit $\lim _{k \rightarrow \infty} \tilde{J}_{1}^{k-1}$ does not exist for $r \geqslant 2$. In this case, we have

$$
\begin{aligned}
p_{k} & =\alpha T^{k-1} T^{0} \\
& =\rho^{k-1}(T) \cdot \alpha D^{-1} \operatorname{diag}\left(\tilde{J}_{1}^{k-1},\left[\rho^{-1}(T) J_{2}\right]^{k-1}\right) D T^{0} \\
& \leqslant \rho^{k-1}(T) \cdot \alpha\left\|D^{-1}\right\|\left\|\operatorname{diag}\left(\tilde{J}_{1}^{k-1},\left[\rho^{-1}(T) J_{2}\right]^{k-1}\right)\right\|\|D\| T^{0} \\
& =\rho^{k-1}(T) \cdot \alpha\left\|D^{-1}\right\|\left\|\operatorname{diag}\left(I,\left[\rho^{-1}(T) J_{2}\right]^{k-1}\right)\right\|\|D\| T^{0} .
\end{aligned}
$$

Let

$$
\phi=\alpha\left\|D^{-1}\right\|\| \| \operatorname{diag}(I, 0) \mid\| \| D \| T^{0} .
$$

Then as $k \rightarrow \infty$, we have

$$
\begin{equation*}
p_{k} \leqslant \rho^{k-1}(T) \cdot \alpha\left\|D^{-1}\right\|\| \| \operatorname{diag}\left(I,\left[\rho^{-1}(T) J_{2}\right]^{k-1}\right)\| \|\|D\| T^{0} \rightarrow \rho^{k-1}(T) \phi \tag{9.113}
\end{equation*}
$$

Specifically, if the irreducible nonnegative matrix $T$ has a single eigenvalue of maximal modulus $\rho(T)$, then it is easy to check that

$$
T^{k-1}=\rho^{k-1}(T) v u,
$$

thus we obtain

$$
\begin{equation*}
p_{k} \rightarrow \rho^{k-1}(T) \varphi, \quad \text { as } k \rightarrow \infty, \tag{9.114}
\end{equation*}
$$

where

$$
\varphi=\alpha v u T^{0} .
$$

Definition 9.1 A nonnegative matrix $A$ of order $m$ is said to be primitive if it is irreducible and has only one eigenvalue of maximal modulus.

Obviously, if the matrix $T$ is primitive, then the tailed behavior $\lim _{k \rightarrow \infty} p_{k}$ is completely determined by the spectral radius $\rho(T)$ in terms of Eq. (9.114).

The following proposition provides conditions under which the matrix $T$ is primitive. Their proofs may refer to 8.5.2 and 8.5.9 in Horn and Johnson [1].

Proposition 9.7 (1) The matrix $T$ of order $m$ is primitive if and only if $T^{n}>0$ for some $n \geqslant 1$.
(2) The matrix $T$ of order $m$ is primitive if and only if $T^{m^{2}-2 m+2}>0$.

### 9.8.2 The Discrete-Time GPH Distribution with Infinitely-many Phases

When the size of the matrix $T$ is infinite, and even though there do not exist the eigenvalues and eigenvectors for the matrix $T$, we have a similar concept: the decay rate $1 / \alpha_{T}$ and the quasi-stationary distribution $\pi\left(\alpha_{T}\right)$, is given by

$$
\pi\left(\alpha_{T}\right) \alpha_{T} T=\pi\left(\alpha_{T}\right)
$$

or

$$
\pi\left(\alpha_{T}\right) T=\frac{1}{\alpha_{T}} \pi\left(\alpha_{T}\right)
$$

which has been analyzed in the previous sections. Therefore, the tailed behavior $\lim _{k \rightarrow \infty} p_{k}$ can be described by the radius $\alpha_{T}$ of convergence of the matrix $T$.

Note that

$$
I-z T=\left[I-R_{U}(z)\right]\left[I-\Psi_{D}(z)\right]\left[I-G_{L}(z)\right],
$$

it follows from Eq. (9.111) that

$$
P^{*}(z)=\alpha_{0}+z \alpha\left[I-G_{L}(z)\right]^{-1}\left[I-\Psi_{D}(z)\right]^{-1}\left[I-R_{U}(z)\right]^{-1} T^{0} .
$$

Let

$$
\gamma=\sup \left\{\beta \geqslant 1: P^{*}(\beta)<+\infty\right\} .
$$

It is clear that the discrete-time GPH distribution $\left\{p_{k}\right\}$ is heavy-tailed if and only if $\gamma=1$, and $\left\{p_{k}\right\}$ is light-tailed if and only if $\gamma>1$.

In general, it is difficult to determine the decay rate $1 / \gamma$ for a general GPH distribution with irreducible representation $\alpha(T)$. In what follows we analyze two special cases for a level-dependent discrete-time QBD process.

### 9.8.3 The Level-Dependent QBD Processes

Let

$$
T=\left(\begin{array}{ccccc}
A_{1}^{(1)} & A_{0}^{(1)} & & & \\
A_{2}^{(2)} & A_{1}^{(2)} & A_{0}^{(2)} & & \\
& A_{2}^{(3)} & A_{1}^{(3)} & A_{0}^{(3)} & \\
& & \ddots & \ddots & \ddots
\end{array}\right) .
$$

Then we consider the following two cases:
Case I $\quad A_{0}^{(1)} e+A_{1}^{(1)} e \lesseqgtr e$ and $A_{0}^{(k)} e+A_{1}^{(k)} e+A_{2}^{(k)} e=e$ for $k \geqslant 2$.
In this case, it is clear that

$$
T^{0}=\left(\left[A_{2}^{(1)} e\right]^{\mathrm{T}}, 0^{\mathrm{T}}, 0^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} .
$$

We introduce the notation

$$
\prod_{j=M}^{N} A_{j}=A_{M} A_{M-1} \ldots A_{N}
$$

Note that

$$
\begin{gathered}
{\left[I-\Psi_{D}(z)\right]^{-1}\left[I-R_{U}(z)\right]^{-1} T^{0}=\left(\begin{array}{ccc}
{\left[I-\Psi_{1}(z)\right]^{-1} A_{2}^{(1)} e} \\
0 & \\
0 & \\
\vdots & \\
& \\
{\left[I-G_{L}(z)\right]^{-1}=\left(\begin{array}{ccccc}
I & I & & \\
Y_{2}^{(2)}(z) & I \\
Y_{3}^{(3)}(z) & Y_{2}^{(3)}(z) & I & & \\
Y_{4}^{(4)}(z) & Y_{3}^{(4)}(z) & Y_{2}^{(4)}(z) & I & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)}
\end{array},\right.}
\end{gathered}
$$

with for $1 \leqslant l \leqslant k$,

$$
\begin{aligned}
& Y_{1}^{(l)}(z)=I \\
& Y_{k}^{(l)}(z)=G_{l}(z) G_{l-1}(z) \ldots G_{l-k+1}(z)=\prod_{i=l}^{l-k+1} G_{i}(z),
\end{aligned}
$$

and

$$
\begin{aligned}
\alpha\left[I-G_{L}(z)\right]^{-1} & =\left(\sum_{k=1}^{\infty} \alpha_{k} Y_{k}^{(k)}(z),{ }^{*},{ }^{*}, \ldots\right) \\
& =\left(\sum_{k=1}^{\infty}\left[\alpha_{k} \prod_{j=k}^{1} G_{j}(z)\right],{ }^{*},{ }^{*}, \ldots\right),
\end{aligned}
$$
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we obtain

$$
\begin{aligned}
P^{*}(z) & =\alpha_{0}+z \alpha\left[I-G_{L}(z)\right]^{-1}\left[I-\Psi_{D}(z)\right]^{-1}\left[I-R_{U}(z)\right]^{-1} T^{0} \\
& =\alpha_{0}+z \sum_{k=1}^{\infty}\left[\alpha_{k} \prod_{j=k}^{1} G_{j}(z)\right] \cdot\left[I-\Psi_{1}(z)\right]^{-1} A_{2}^{(1)} e .
\end{aligned}
$$

We write

$$
\eta=\sup \left\{\beta \geqslant 1: \sum_{k=1}^{\infty} \alpha_{k} \prod_{j=k}^{1} G_{j}(\beta) e<+\infty\right\}
$$

and

$$
\alpha_{T}=\sup \left\{\beta \geqslant 1:\left[I-\Psi_{1}(\beta)\right]^{-1}<+\infty\right\} .
$$

It is clear that

$$
\gamma=\min \left\{\eta, \alpha_{T}\right\} .
$$

If the QBD process is level-independent, then $G_{k}(\beta)=G(\beta)$ for $k \geqslant 1$. Hence we obtain

$$
\eta=\sup \left\{\beta \geqslant 1: \sum_{k=1}^{\infty} \alpha_{k} G^{k}(\beta)<+\infty\right\} .
$$

Case II $\quad \alpha=\left(\alpha_{1}, 0,0, \ldots\right)$.
In this case, note that

$$
\begin{aligned}
& \alpha\left[I-G_{L}(z)\right]^{-1}\left[I-\Psi_{D}(z)\right]^{-1}=\left(\alpha_{1}\left[I-\Psi_{1}(z)\right]^{-1}, 0,0, \ldots\right), \\
& {\left[I-R_{U}(z)\right]^{-1}=\left(\begin{array}{ccccc}
I & X_{1}^{(1)}(z) & X_{2}^{(1)}(z) & X_{3}^{(1)}(z) & \ldots \\
& I & X_{1}^{(2)}(z) & X_{2}^{(2)}(z) & \ldots \\
& & I & X_{1}^{(3)}(z) & \ldots \\
& & & I & \cdots \\
& & & & \ddots
\end{array}\right)}
\end{aligned}
$$

with

$$
\begin{aligned}
& X_{0}^{(l)}(z)=I, \\
& X_{k}^{(l)}(z)=R_{l}(z) R_{l+1}(z) \ldots R_{l+k-1}(z)=\prod_{i=l}^{l+k-1} R_{i}(z)
\end{aligned}
$$

and

$$
\left[I-R_{U}(z)\right]^{-1} T^{0}=\left(\begin{array}{c}
\sum_{k=1}^{\infty} X_{k}^{(1)}(z) T_{k}^{0} \\
* \\
* \\
\vdots
\end{array}\right)=\left(\begin{array}{c}
\sum_{k=1}^{\infty} \prod_{i=1}^{k} R_{i}(z) T_{k}^{0} \\
* \\
* \\
\vdots
\end{array}\right),
$$

we obtain

$$
P^{*}(z)=\alpha_{0}+z \alpha_{1}\left[I-\Psi_{1}(z)\right]^{-1} \cdot \sum_{k=1}^{\infty} \prod_{i=1}^{k} R_{i}(z) T_{k}^{0} .
$$

Let

$$
\eta=\sup \left\{\beta \geqslant 1: \sum_{k=1}^{\infty} \prod_{i=1}^{k} R_{i}(\beta) T_{k}^{0}<+\infty\right\}
$$

and

$$
\alpha_{T}=\sup \left\{\beta \geqslant 1:\left[I-\Psi_{1}(\beta)\right]^{-1}<+\infty\right\} .
$$

Then $\gamma=\min \left\{\eta, \alpha_{T}\right\}$.

### 9.8.4 The Continuous-Time GPH Distribution

We consider a continuous-time GPH distribution with irreducible representation ( $\alpha, T$ ) whose analysis is similar to the discrete-time case. Note that the size of the matrix $T$ is infinite, we can determine the decay rate $1 / \alpha_{T}$ of the matrix $T$, and thus the quasi-stationary distribution $\pi\left(\alpha_{T}\right)$ of the Markov chain $T$ is given by

$$
\pi\left(\alpha_{T}\right)=\pi\left(\alpha_{T}\right) \alpha_{T} T
$$

or

$$
\pi\left(\alpha_{T}\right) T=\frac{1}{\alpha_{T}} \pi\left(\alpha_{T}\right) .
$$

Therefore, the tailed behavior $\lim _{k \rightarrow \infty} p_{k}$ can be described by only the radious $\alpha_{T}$ of convergence of the matrix $T$.

Note that

$$
F(x)=1-\alpha \exp \{T x\} e
$$

and the Laplace-Stieltjes transform

$$
f^{*}(s)=\alpha_{0}+\alpha(s I-T)^{-1} T^{0}
$$

Since

$$
T-s I=\left[I-R_{U}(s)\right] U_{D}(s)\left[I-G_{L}(s)\right]
$$

it follows from Eq. (9.111) that

$$
f^{*}(s)=\alpha_{0}+\alpha\left[I-G_{L}(s)\right]^{-1}\left[-U_{D}(z)\right]^{-1}\left[I-R_{U}(s)\right]^{-1} T^{0} .
$$

Let

$$
\gamma=\sup \left\{s \geqslant 0: f^{*}(-s)<+\infty\right\} .
$$

It is clear that the continuous-time GPH distribution $F(x)$ is heavy-tailed if and only if $\gamma=0 ; F(x)$ is light-tailed if and only if $\gamma>0$.

In general, it is difficult to determine the decay rate $\gamma$ for a general GPH distribution with irreducible representation $(\alpha, T)$. In what follows we analyze a level-dependent Markov chain of $M / G / 1$ type and a level-dependent Markov chain of $G I / M / 1$ type, respectively.

### 9.8.5 The Level-Dependent Markov Chains of $M / G / 1$ Type

Let

$$
T=\left(\begin{array}{ccccc}
A_{1}^{(1)} & A_{2}^{(1)} & A_{3}^{(1)} & A_{4}^{(1)} & \ldots \\
A_{0}^{(2)} & A_{1}^{(2)} & A_{2}^{(2)} & A_{3}^{(2)} & \ldots \\
& A_{0}^{(3)} & A_{1}^{(3)} & A_{2}^{(3)} & \ldots \\
& & \ddots & \ddots & \ddots
\end{array}\right) .
$$

We assume that $\sum_{k=1}^{\infty} A_{k}^{(1)} e \leq 0$ and $\sum_{k=0}^{\infty} A_{k}^{(l)} e=0$ for $l \geqslant 2$. In this case, it is clear that

$$
T^{0}=\left(-\left[A_{0}^{(1)} e\right]^{\mathrm{T}}, 0^{\mathrm{T}}, 0^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} .
$$

Note that

$$
\left[-U_{D}(s)\right]^{-1}\left[I-R_{U}(s)\right]^{-1} T^{0}=\left(\begin{array}{c}
{\left[-U_{1}(s)\right]^{-1} A_{0}^{(1)} e} \\
0 \\
0 \\
\vdots
\end{array}\right)
$$

$$
\left[I-G_{L}(s)\right]^{-1}=\left(\begin{array}{cccccc}
I & & & & \\
Y_{2}^{(2)}(s) & I & & & \\
Y_{3}^{(3)}(s) & Y_{2}^{(3)}(s) & I & & \\
Y_{4}^{(4)}(s) & Y_{3}^{(4)}(s) & Y_{2}^{(4)}(s) & I & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

with for $1 \leqslant l \leqslant k$,

$$
\begin{aligned}
& Y_{1}^{(l)}(s)=I \\
& Y_{k}^{(l)}(s)=G_{l}(s) G_{l-1}(s) \ldots G_{l-k+1}(s)=\prod_{i=l}^{l-k+1} G_{i}(s),
\end{aligned}
$$

and

$$
\begin{aligned}
\alpha\left[I-G_{L}(s)\right]^{-1} & =\left(\sum_{k=1}^{\infty} \alpha_{k} Y_{k}^{(k)}(s),{ }^{*},{ }^{*}, \ldots\right) \\
& =\left(\sum_{k=1}^{\infty}\left[\alpha_{k} \prod_{j=k}^{1} G_{j}(s)\right],,^{*},{ }^{*}, \ldots\right),
\end{aligned}
$$

we obtain

$$
\begin{aligned}
f^{*}(s) & =\alpha_{0}+\alpha\left[I-G_{L}(s)\right]^{-1}\left[-U_{D}(s)\right]^{-1}\left[I-R_{U}(s)\right]^{-1} T^{0} \\
& =\alpha_{0}+\sum_{k=1}^{\infty}\left[\alpha_{k} \prod_{j=k}^{1} G_{j}(s)\right] \cdot\left[-U_{1}(s)\right]^{-1} A_{0}^{(1)} e .
\end{aligned}
$$

We write

$$
\eta=\sup \left\{s \geqslant 0: \sum_{k=1}^{\infty} \alpha_{k} \prod_{j=k}^{1} G_{j}(-s) e<+\infty\right\}
$$

and

$$
\alpha_{T}=\sup \left\{s \geqslant 0:\left[-U_{1}(-s)\right]^{-1}<+\infty\right\} .
$$

It is clear that

$$
\gamma=\min \left\{\eta, \alpha_{T}\right\},
$$

which depends on both the matrix $T$ and the initial probability vector $\alpha=\left(\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots\right)$.

### 9.8.6 The Level-Dependent Markov Chains of GI/M/1 Type

Let

$$
T=\left(\begin{array}{ccccc}
A_{1}^{(1)} & A_{0}^{(1)} & & & \\
A_{2}^{(2)} & A_{1}^{(2)} & A_{0}^{(2)} & & \\
A_{3}^{(3)} & A_{2}^{(3)} & A_{1}^{(3)} & A_{0}^{(3)} & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

We assume that $\alpha=\left(\alpha_{1}, 0,0, \ldots\right)$. In this case, note that

$$
\begin{aligned}
& \alpha\left[I-G_{L}(s)\right]^{-1}\left[-U_{D}(s)\right]^{-1}=\left(\alpha_{1}\left[-U_{1}(s)\right]^{-1}, 0,0, \ldots\right), \\
& {\left[I-R_{U}(s)\right]^{-1}=\left(\begin{array}{ccccc}
I & X_{1}^{(1)}(s) & X_{2}^{(1)}(s) & X_{3}^{(1)}(s) & \ldots \\
& I & X_{1}^{(2)}(s) & X_{2}^{(2)}(s) & \ldots \\
& & I & X_{1}^{(3)}(s) & \ldots \\
& & & I & \ldots \\
& & & & \ddots
\end{array}\right)}
\end{aligned}
$$

with

$$
\begin{aligned}
& X_{0}^{(l)}(s)=I, \\
& X_{k}^{(l)}(s)=R_{l}(s) R_{l+1}(s) \ldots R_{l+k-1}(s)=\prod_{i=1}^{l+k-1} R_{i}(s) .
\end{aligned}
$$

Note that $T^{0}=\left(\left(T_{1}^{0}\right)^{\mathrm{T}},\left(T_{2}^{0}\right)^{\mathrm{T}},\left(T_{3}^{0}\right)^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}$, we have

$$
\left[I-R_{U}(s)\right]^{-1} T^{0}=\left(\begin{array}{c}
\sum_{k=0}^{\infty} X_{k}^{(1)}(s) T_{k+1}^{0} \\
* \\
* \\
\vdots
\end{array}\right)=\left(\begin{array}{c}
\sum_{k=0}^{\infty} \prod_{i=1}^{k-1} R_{i}(s) T_{k+1}^{0} \\
* \\
* \\
\vdots
\end{array}\right),
$$

we obtain

$$
P^{*}(z)=\alpha_{0}+\alpha_{1}\left[-U_{1}(s)\right]^{-1} \cdot \sum_{k=0}^{\infty} \prod_{i=1}^{k} R_{i}(s) T_{k+1}^{0} .
$$

Let

$$
\eta=\sup \left\{s \geqslant 0: \sum_{k=0}^{\infty} \prod_{i=1}^{k} R_{i}(s) T_{k+1}^{0}<+\infty\right\}
$$

and

$$
\alpha_{T}=\sup \left\{s \geqslant 0:\left[-U_{1}(s)\right]^{-1}<+\infty\right\} .
$$

Then $\gamma=\min \left\{\eta, \alpha_{T}\right\}$.

### 9.9 QBD Processes with Infinitely-Many Phases

In this section, we apply the quasi-stationary distribution and the UL-type $R G$-factorization to study the decay rate of the stationary probability vector of a discrete-time level-independent QBD process with infinitely-many phases.

Consider an irreducible discrete-time level-independent QBD process with infinitely-many phases whose transition probability matrix is given by

$$
P=\left(\begin{array}{ccccc}
B_{0} & A_{0} & & &  \tag{9.115}\\
C_{0} & B & A & & \\
& C & B & A & \\
& & \ddots & \ddots & \ddots
\end{array}\right),
$$

where the sizes of matrices $B_{0}$ and $B$ are infinite and the sizes of all other blocks are determined accordingly. We assume that the QBD process is irreducible and positive recurrent. Let $\pi=\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$ be the stationary probability vector of the QBD process. Then $\pi_{k}=\pi_{1} R^{k-1}$ for $k \geqslant 1$, where the matrix $R$ is the minimal nonnegative solution to the matrix equation $A+R B+R^{2} C=R$. In addition, let the matrix $G$ be the minimal nonnegative solution to the matrix equation $A G^{2}+$ $B G+C=G$. Let $U$ be the transition probability matrix of the censored chain of the Markov chain $\mathcal{P}$ to level 0 , where

$$
\mathcal{P}=\left(\begin{array}{ccccc}
B & A & & & \\
C & B & A & & \\
& C & B & A & \\
& & \ddots & \ddots & \ddots
\end{array}\right) .
$$

Then

$$
\begin{aligned}
U & =B+(A, 0,0, \ldots)[I-\mathcal{P}]_{\min }^{-1}\left(C^{\mathrm{T}}, 0,0, \ldots\right)^{\mathrm{T}} \\
& =B+A(I-U)^{-1} C .
\end{aligned}
$$

It is easy to see from the censoring technique that

$$
R=A(I-U)^{-1}
$$

and

$$
G=(I-U)^{-1} C .
$$

It is easy to check from the $R G$-factorization for the repeated row that

$$
I-\left(\eta^{-1} A+B+\eta C\right)=(\eta I-R)(I-U)\left(\eta^{-1} I-G\right)
$$

We assume that there exists a positive constant $\eta<1$ and two positive vectors $x$ and $y$ such that

Condition $1 x\left(\eta^{-1} A+B+\eta C\right)=x$ and $\left(\eta^{-1} A+B+\eta C\right) y=y$.
Condition $2 x e=1$ and $x y<+\infty$.
Condition $3 \quad \eta^{-1} x A y \neq \eta x C y$.
Then $x R=\eta x$ and $R z=\eta z$, where $z=(I-U)\left(\eta^{-1} I-G\right) y$.
For the positive recurrent QBD process $Q$, if Conditions 1 to 3 hold, $c=\pi_{1} z<+\infty$ and the QBD process $\mathcal{P}$ is irreducible, then

$$
R^{n} \sim \eta^{n} z x, \quad \text { as } n \rightarrow \infty .
$$

Thus, we obtain that as $n \rightarrow \infty$

$$
\pi_{n}=\pi_{1} R^{n} \sim \eta^{n} c x .
$$

We consider a double QBD process $P$ given in Eq. (9.115) whose repeated blocks are given by

$$
\begin{aligned}
& A=\left(\begin{array}{cccccc}
\bar{a}_{1} & \bar{a}_{0} & & & & \\
\bar{a}_{2} & a_{1} & a_{0} & & & \\
& a_{2} & a_{1} & a_{0} & & \\
& & a_{2} & a_{1} & a_{0} & \\
& & & \ddots & \ddots & \ddots
\end{array}\right), \\
& B=\left(\begin{array}{llllll}
\bar{b}_{1} & \bar{b}_{0} & & & & \\
\bar{b}_{2} & b_{1} & b_{0} & & & \\
& b_{2} & b_{1} & b_{0} & & \\
& & b_{2} & b_{1} & b_{0} & \\
& & & \ddots & \ddots & \ddots
\end{array}\right)
\end{aligned}
$$

and

$$
C=\left(\begin{array}{llllll}
\bar{c}_{1} & \bar{c}_{0} & & & & \\
\bar{c}_{2} & c_{1} & c_{0} & & & \\
& c_{2} & c_{1} & c_{0} & & \\
& & c_{2} & c_{1} & c_{0} & \\
& & & \ddots & \ddots & \ddots
\end{array}\right) .
$$

We write

$$
\begin{aligned}
D(\eta) & =A+\eta B+\eta^{2} C \\
& =\left(\begin{array}{cccccc}
\bar{\gamma}(\eta) & \bar{\lambda}(\eta) & & & & \\
\bar{\mu}(\eta) & \gamma(\eta) & \lambda(\eta) & & & \\
& \mu(\eta) & \gamma(\eta) & \lambda(\eta) & & \\
& & \mu(\eta) & \gamma(\eta) & \lambda(\eta) & \\
& & & \ddots & \ddots & \ddots
\end{array}\right)
\end{aligned}
$$

and

$$
E(\eta)=\left(\begin{array}{cccccc}
\gamma(\eta) & \lambda(\eta) & & & & \\
\mu(\eta) & \gamma(\eta) & \lambda(\eta) & & & \\
& \mu(\eta) & \gamma(\eta) & \lambda(\eta) & & \\
& & \mu(\eta) & \gamma(\eta) & \lambda(\eta) & \\
& & & \ddots & \ddots & \ddots
\end{array}\right)
$$

Let $\alpha(\eta)$ be the radius of convergence for the matrix $D(\eta)$. We denote by $x$ and $y$ the $\alpha(\eta)$-invariant measure and the $\alpha(\eta)$-invariant vector of the matrix $D(\eta)$. To determine $\alpha(\eta)$, we first need to compute the radius $\bar{\alpha}(\eta)$ of convergence for the matrix $E(\eta)$. Let $v=1 / \bar{\alpha}(\eta)$ and $\chi(z)=\mu(\eta)+z \gamma(\eta)+z^{2} \lambda(\eta)$. Then solving the system of equations

$$
\left\{\begin{array}{c}
\chi(\theta)=v \theta, \\
\chi^{\prime}(\theta)=v,
\end{array}\right.
$$

we obtain

$$
\left\{\begin{array}{l}
\theta=\sqrt{\frac{\mu(\eta)}{\lambda(\eta)}}, \\
v=\gamma(\eta)+2 \sqrt{\lambda(\eta) \mu(\eta)}
\end{array}\right.
$$

Hence we have

$$
\bar{\alpha}(\eta)=\frac{1}{\gamma(\eta)+2 \sqrt{\lambda(\eta) \mu(\eta)}}
$$

To provide the state classification of the matrix $D(\eta)$, we consider the censored matrix of $D(\eta)$ to level 0 which is given by

$$
U_{0}(\eta)=\frac{\bar{\gamma}(\eta)}{\eta}+\frac{\bar{\lambda}(\eta) \bar{\mu}(\eta)}{2 \sqrt{\lambda(\eta) \mu(\eta)}}\left(1-\frac{\gamma(\eta)}{\eta}-\sqrt{\left(\frac{\gamma(\eta)}{\eta}-1\right)^{2}-\frac{4 \lambda(\eta) \mu(\eta)}{\eta^{2}}}\right)
$$

Thus, we obtain

$$
q(\eta)=U_{0}(\eta)-1=\sum_{k=0}^{\infty} D_{k} \eta^{k},
$$

Note that, in Condition 2: $x e=1$ and $x y<+\infty$, this indicates that the matrix $D(\eta)$ is $\alpha(\eta)$-positive recurrent. That is, we consider the QBD process with infinitely-many phases in which the matrix $D(\eta)$ must be $\alpha(\eta)$-positive recurrent.

## Constructive Computation in Stochastic Models with Applications

The following theorem provides a sufficient condition under which the matrix $D(\eta)$ is $\alpha(\eta)$-positive recurrent. The proof is clear, and thus is omitted here.

Theorem 9.28 If $\alpha(\eta)<\bar{\alpha}(\eta)$, then the matrix $D(\eta)$ must be $\alpha(\eta)$-positive recurrent. In this case, $\alpha=1 / \eta$.

If the matrix $D(\eta)$ is $\alpha(\eta)$-positive recurrent, then the $\alpha(\eta)$-invariant measure is given by

$$
x_{0}=z_{0}
$$

and

$$
x_{k}=z_{0} R_{0,1}(\alpha) R^{k-1}(\alpha), \quad k \geqslant 1,
$$

where $z_{0}>0$ such that $\sum_{k=0}^{\infty} x_{k}=1$, or

$$
\begin{aligned}
z_{0} & =\frac{1}{1+R_{0,1}(\alpha)[1-R(\alpha)]^{-1}}, \\
R(\alpha) & =\frac{1-\alpha \gamma(\eta)-\sqrt{(\alpha \gamma(\eta)-1)^{2}-4 \alpha^{2} \lambda(\eta) \mu(\eta)}}{2 \alpha \mu(\eta)}
\end{aligned}
$$

and

$$
R_{0,1}(\alpha)=\frac{\bar{\lambda}(\eta)}{\lambda(\eta)} R(\alpha)
$$

and the $\alpha(\eta)$-invariant vector is given by

$$
y_{0}=w_{0}
$$

and

$$
y_{k}=w_{0} G_{1,0}(\alpha) G^{k-1}(\alpha), \quad k \geqslant 1,
$$

where $w_{0}>0$ such that $\sum_{k=0}^{\infty} x_{k} y_{k}<+\infty$, or

$$
\begin{aligned}
w_{0} & =\frac{1}{1+G_{0,1}(\alpha)[1-G(\alpha)]^{-1}}, \\
G(\alpha) & =\frac{1-\alpha \gamma(\eta)-\sqrt{(\alpha \gamma(\eta)-1)^{2}-4 \alpha^{2} \lambda(\eta) \mu(\eta)}}{2 \alpha \lambda(\eta)}
\end{aligned}
$$

and

$$
G_{1,0}(\alpha)=\frac{\bar{\mu}(\eta)}{\mu(\eta)} G(\alpha) .
$$

Note that

$$
\sum_{k=0}^{\infty} x_{k} y_{k}=z_{0} w_{0}\left(1+\frac{\bar{\lambda}(\eta) \bar{\mu}(\eta)}{\lambda(\eta) \mu(\eta)} \sum_{n=1}^{\infty}\left(\frac{\mu(\eta)}{\lambda(\eta)}\right)^{n} R^{2 n}(\alpha)\right)
$$

we obtain that $\sum_{k=0}^{\infty} x_{k} y_{k}<+\infty$. if and only if

$$
\sum_{n=1}^{\infty}\left(\frac{\mu(\eta)}{\lambda(\eta)}\right)^{n} R^{2 n}(\alpha)<+\infty
$$

Thus we have

$$
\frac{\mu(\eta)}{\lambda(\eta)} R^{2}(\alpha)<1
$$

For the double QBD process, if the matrix $D(\eta)$ is $\alpha(\eta)$-positive recurrent with $\alpha=1 / \eta$, then

$$
R^{n} \sim \eta^{n} z x, \quad \text { as } n \rightarrow \infty .
$$

Thus, we obtain that as $n \rightarrow \infty$.

$$
\pi_{n}=\pi_{1} R^{n} \sim \eta^{n} c x
$$

where

$$
c=\pi_{1} z<+\infty
$$

and

$$
z=(I-U)\left(\eta^{-1} I-G\right) y .
$$

### 9.10 Notes in the Literature

Quasi-stationary behaviour for block-structured Markov chains is not only theoretically important, but also it is found to have many interesting applications in practical areas, including biology by Scheffer [30], Holling [10], Pakes [24] and Pollett [26]; chemistry by Oppenheim, Shuler and Weiss[23], Parsons and Pollett [25] and Pollett [27]; telecommunications by Schrijner [31]; queues by Makimoto [20], Kijima and Makimoto [15], among others. Three excellent overviews on the quasi-stationarity behaviour can be found in Schrijiner [31], Kijima and Makimoto [15] and Pollett [29].

The study of the quasi-stationary behavior was initiated by Yaglom[33]. Since then, significant advances have been made through the efforts of many researchers. For the block-structured transition matrices, those works were centered in obtaining probabilistic measures for expressing the radius of convergence, the state $\alpha$-classification, and the quasi-stationary distributions. Kijima [14] first analyzed the quasi-stationary distributions of the Markov chains of GI/M/1 type without the boundary and the Markov chains of $M / G / 1$ type without the boundary through the matrix $R$ and the matrix $G$, respectively. Some preliminary results for expressing the quasi-stationary distributions of the Markov chains of GI/M/1 type and M/G/1 type were obtained in Li [17]. A complete work for the quasi-stationary distributions of the Markov chains of $G I / M / 1$ type and $M / G / 1$ type were obtained in $\operatorname{Li}[18,19]$. On the other hand, the quasi-stationarity distributions of the QBD processes can be found in Makimoto [20],Bean, Bright, Latouche, Pearce, Pollett and Taylor [1], and Bean, Pollett and Taylor [3,4].

The concept of $\beta$-invariant measures is a generalization of the quasi-stationarity distributions, e.g., see Derman [5], Harris [9], Latouche, Pearce and Taylor [16], and Gail, Hantler and Taylor [7]. In this case, $\pi$ can still be interpreted probabilistically in terms of the movement of particles whose initial states are governed by Poisson distributions. Readers may refer to Derman [5], Kelly [12], Latouche, Pearce and Taylor [16], and Gail, Hantler and Taylor [17].

This chapter is mainly based on Li and Zhao [18,19], Kijima [14], Bean, Pollett and Taylor [3], Fujimoto, Takahashi and Makimoto [6], Bean and Nielsen [2] and Haque, and Zhao and Liu [8]. At the same time, we have also added some new results without publication for a more systematical organization.

## Problems

9.1 For a Markov chain $P$ of $G I / G / 1$ type, provide probabilistic interpretation on the $R$-, $U$ - and $G$-measures of the matrix $\beta P$.
9.2 Consider a continuous-time Markov chain $Q$ of $G I / G / 1$ type without the boundary, prove that $Q$ is $\alpha$-transient and provide expression for the quasistationary distribution.
9.3 Construct an irreducible Markov chain with finitely many levels, which is $\alpha$-transient.
9.4 For an $\alpha$-recurrent Markov chain of $G I / G / 1$ type, provide conditions under which $P$ is $\alpha$-positive recurrent.
9.5 For a $P H / P H / 1 / N$ queue, compute the quasi-stationary distribution when the server is in a busy period.
9.6 For a $M A P / P H / 1$ queue with a repairable server, compute the quasi-stationary distribution before the server fails for the first time.
9.7 For a $B M A P / M^{X} / 1$ queue with a repairable server, compute the quasi-
stationary distribution before the server fails for the first time.
9.8 For a level-dependent QBD process, provide expression for the quasistationary distribution in terms of the LU-type $R G$-factorization.
9.9 Consider a two-demand queueing system, where there are three types of customers. The first and second types of customers can enter server one and server two for their services, respectively. Each arrival of the third type of customers simultaneously places two service demands to server one and server two. The arrivals of the three types of customers form Poisson processes with arrival rates $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$, respectively. The service times at the two servers are exponential with rates $\mu_{1}$ and $\mu_{2}$, respectively. The waiting rooms before the two servers are infinite. Use the QBD process with infinitely-many phases to analyze the decay parameter for the stationary probability vector.
9.10 Consider a pre-emptive priority queue with an infinite waiting room. Two types of Poisson customers arrive independently at rate $\lambda_{1}$ for lower priority customers and at rate $\lambda_{2}$ for higher priority customers. The two types of customers require the same exponential service time at rate $\mu$. with the preemptive rule, a higher priority customer, upon arrival, passes all lower priority customers in the queue or takes over the service if a lower priority customer is currently being served. Use the QBD process with infinitely-many phases to analyze the decay parameter for the stationary probability vector.
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#### Abstract

In this chapter, we consider reward processes of an irreducible continuous-time block-structured Markov chain. By using the $R G$-factorizations, we provide a unified algorithmic framework to derive expressions for conditional distributions and conditional moments of the reward processes. As an important example, we study the reward processes for an irreducible continuous-time level-dependent QBD process with either finitely-many levels or infinitely-many levels. At the same time, we provide a simple introduction to the reward processes of an irreducible discrete-time block-structured Markov chain.
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In this chapter, we consider various reward processes of an irreducible continuoustime block-structured Markov chain. By using the UL- and LU-types of $R G$ factorizations, we provide a unified algorithmic framework to derive expressions for conditional distributions and conditional moments of the reward processes. As an important example, we study the reward processes for an irreducible continuous-time level-dependent QBD process with either finitely-many levels or infinitely-many levels. At the same time, we provide a simple introduction to the reward processes of an irreducible discrete-time block-structured Markov chain.

This chapter is organized as follows. Section 10.1 considers reward processes of an irreducible continuous-time block-structured Markov chain in terms of the UL- and LU-types of $R G$-factorizations. Section 10.2 deals with the transient accumulated rewards in terms of the partial differential equations. Section 10.3 computes moments of both the accumulated reward and the first accumulated time to a given reward. Section 10.4 analyzes an accumulated reward process for an irreducible continuous-time level-dependent QBD process in terms of a system of infinite-dimensional linear equations. Sections 10.5 and 10.6 study an
up-type reward process of the QBD process with finitely-many levels and with infinitely-many levels, respectively. Section 10.7 discusses a down-type reward process and a return-type reward process for the QBD process. Section 10.8 provides a simple introduction to the reward processes for an irreducible discrete-time block-structured Markov chain. Finally, Section 10.9 summarizes notes for the references related to the results of this chapter.

### 10.1 Continuous-Time Markov Reward Processes

In this section, we consider various reward processes of an irreducible continuoustime block-structured Markov chain in terms of the UL- and LU-types of $R G$-factorizations, and provide expressions for the conditional distributions and onditioncel moments of the reward processes.

We consider an irreducible continuous-time block-structured Markov chain $\left\{x_{t}, t \geqslant 0\right\}$ on the state space $\Omega=\left\{(k, j): k \geqslant 0,1 \leqslant j \leqslant m_{k}\right\}$ whose infinitesimal generator is given by

$$
Q=\left(\begin{array}{cccc}
D_{0,0} & D_{0,1} & D_{0,2} & \cdots \\
D_{1,0} & D_{1,1} & D_{1,2} & \cdots \\
D_{2,0} & D_{2,1} & D_{2,2} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right)
$$

Let

$$
\begin{gathered}
\pi_{k, j}(t)=P\left\{x_{t}=(k, j)\right\}, \\
\pi_{k}(t)=\left(\pi_{k, 1}(t), \pi_{k, 2}(t), \ldots, \pi_{k, m_{k}}(t)\right)
\end{gathered}
$$

and

$$
\pi(t)=\left(\pi_{0}(t), \pi_{1}(t), \pi_{2}(t), \ldots\right) .
$$

Then it is clear that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \pi(t)=\pi(t) Q \tag{10.1}
\end{equation*}
$$

which leads to

$$
\pi(t)=\pi(0) \exp \{Q t\}
$$

where $\pi(0)$ is the initial probability vector of the Markov chain $Q$.
If the Markov chain $Q$ is positive recurrent, then the limit $\pi=\lim _{t \rightarrow \infty} \pi(t)$ exists, and it is clear that $\pi Q=0$ and $\pi e=1$, Where $e$ is a column vector of ones with suitable size. Further, if $\pi(0)=\pi$, then $\pi(t)=\pi$ for all $t \geqslant 0$.

Let $L(t)=\int_{0}^{t} \pi(x) \mathrm{d} x$. We call $L(t)$ a cumulative state probability vector of the Markov chain $Q$. At the same time, $L_{k, i}(t)$ is the expected total time spent by the Markov chain $Q$ at state ( $k, i$ ) during the time interval [0,t). It is easy to check that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} L(t)=L(t) Q+\pi(0) \tag{10.2}
\end{equation*}
$$

Thus we have

$$
\begin{equation*}
L(t)=\pi(0) \int_{0}^{t} \exp \{Q x\} \mathrm{d} x \tag{10.3}
\end{equation*}
$$

Specifically, we write $\tau=\int_{0}^{+\infty} \pi(x) \mathrm{d} x$. Note that $\lim _{t \rightarrow \infty} \mathrm{~d} L(t) / \mathrm{d} t=0$, it follows from Eq. (10.2) that

$$
\begin{equation*}
\tau Q=-\pi(0) \tag{10.4}
\end{equation*}
$$

Using the UL-type $R G$-factorization, we obtain

$$
\tau=-\pi(0) Q_{\max }^{-1}=-\pi(0)\left(I-G_{L}\right)^{-1} U_{D}^{-1}\left(I-R_{U}\right)^{-1} .
$$

For

$$
U_{D}^{-1}=\operatorname{diag}\left(U_{0}^{-1}, U_{1}^{-1}, U_{2}^{-1}, \ldots\right)
$$

it is worthwhile to note that $U_{0}^{-1}$ is the ordinary inverse if the Markov chain $Q$ is transient; $U_{0}^{-1}$ is the group inverse $U_{0}^{\#}$ if the Markov chain $Q$ is recurrent. Note that the group inverse is given by

$$
U_{0}^{-1}=\left(U_{0}-e x_{0}\right)^{-1}-e x_{0}
$$

where $x_{0}$ is the sectionary probability vector of the Markov chain $U_{0}$.
On the other hand, applying the LU-type $R G$-factorization we obtain

$$
\tau=-\pi(0) Q_{\max }^{-1}=-\pi(0)\left(I-\bar{G}_{U}\right)^{-1} \bar{U}_{D}^{-1}\left(I-\bar{R}_{L}\right)^{-1} .
$$

Note that $\bar{U}_{0}^{-1}$ is the ordinary inverse of the censored matrix $\bar{U}_{0}$ for any irreducible Markov chain $Q$.

Remark 10.1 (1) If $E \subset \Omega$, then $\tau e=\sum_{(k, i) \in E} \tau_{k, i}$ is the expected total time spent by the Markov chain $Q$ in the state set $E$.
(2) If $Q e \lesseqgtr 0$, then the Markov chain $Q$ contains at least one absorbing state, hence $\tau e=\sum_{(k, i) \in \Omega} \tau_{k, i}$ is the mean time to absorption.

Let $f(x)$ be a real function which guarantees that the random variable $f\left(X_{t}\right)$ is finite for $t \geqslant 0$ a.s.. Then $f\left(X_{t}\right)$ is an instantaneous reward rate at time $t$. We now consider the instantaneous reward rate $f\left(X_{t}\right)$ through Eq. (10.5) to Eq. (10.9), which can be easily proved by the law of total probability.

### 10.1.1 The Expected Instantaneous Reward Rate at Time $t$

$$
\begin{equation*}
E\left[f\left(X_{t}\right)\right]=\sum_{(k, i) \in \Omega} \pi_{k, i}(t) f(k, i)=\sum_{k=0}^{\infty} \pi_{k}(t) f_{k}=\pi(t) f \tag{10.5}
\end{equation*}
$$

where

$$
f_{k}=\left(f(k, 1), f(k, 2), \ldots, f\left(k, m_{k}\right)\right)^{\mathrm{T}}, \quad f=\left(f_{0}^{\mathrm{T}}, f_{1}^{\mathrm{T}}, f_{2}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} .
$$

If the Markov chain $Q$ is stable, then the limit of the expected instantaneous reward rate $f\left(X_{t}\right)$ is given by

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} E\left[f\left(X_{t}\right)\right]=\sum_{(k, i) \in \Omega} \pi_{k, i} f(k, i)=\sum_{k=0}^{\infty} \pi_{k} f_{k}=\pi f . \tag{10.6}
\end{equation*}
$$

### 10.1.2 The $n$th Moment of the Instantaneous Reward Rate at Time $t$

$$
\begin{equation*}
E\left[f\left(X_{t}\right)^{n}\right]=\sum_{(k, i) \in \Omega} \pi_{k, i}(t) f(k, i)^{n} \tag{10.7}
\end{equation*}
$$

If the Markov chain $Q$ is stable, then the limit of the $n$th moment of the instantaneous reward rate $f\left(X_{t}\right)$ is given by

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} E\left[f\left(X_{t}\right)^{n}\right]=\sum_{(k, i) \in \Omega} \pi_{k, i} f(k, i)^{n} \tag{10.8}
\end{equation*}
$$

### 10.1.3 The Distribution of the Instantaneous Reward Rate at Time $t$

Note that

$$
\begin{aligned}
P\left\{f\left(X_{t}\right) \leqslant x\right\} & =\sum_{(k, i) \in \Omega} P\left\{f\left(X_{t}\right) \leqslant x, X_{t}=(k, i)\right\} \\
& =\sum_{(k, i) \in \Omega}^{(k, ~} P\left\{f(k, i) \leqslant x, X_{t}=(k, i)\right\} \\
& =\sum_{\substack{f(k, i) \leqslant x \\
(k, i) \in \Omega}} \pi_{k, i}(t)
\end{aligned}
$$

If the Markov chain $Q$ is stable, then

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} P\left\{f\left(X_{t}\right) \leqslant x\right\}=\sum_{\substack{f(k, i) \leq x \\(k, i) \in \Omega}} \pi_{k, i} . \tag{10.9}
\end{equation*}
$$

### 10.1.4 The Accumulated Reward Over [0,t)

For the instantaneous reward rate $f\left(X_{t}\right)$, an accumulated reward over the time interval [ $0, t$ ) is defined as

$$
\begin{equation*}
\Phi(t)=\int_{0}^{t} f\left(X_{u}\right) \mathrm{d} u \tag{10.10}
\end{equation*}
$$

We assume that the real function $f(x)$ makes the random variable $\Phi(t)<+\infty$ for $t \geqslant 0$, a.s..

The accumulated reward process $\Phi(t)$ may represent many interesting performance measures of a stochastic model. For example, we analyze an irreducible QBD process: (1) if $f(k, j)=1$ for $m \leqslant k \leqslant n$, then $\Phi(t)$ represents the sojourn time of the QBD process on levels $m$ to $n$ in the time interval [ $0, t$ ]. (2) If $f(k, j)$ is a reward associated with operating at state $(k, j)$ for $(k, j) \in \Omega$, then $\Phi(t)$ represents the total reward of the QBD process in the time interval $[0, t]$.

### 10.1.5 The Expected Accumulated Reward $\boldsymbol{\Phi}(t)$ Over [0,t)

Note that

$$
\begin{aligned}
E[\Phi(t)] & =E\left[\int_{0}^{t} f\left(X_{u}\right) \mathrm{d} u\right] \\
& =\sum_{(k, i) \in \Omega} f(k, i) \int_{0}^{t} P\left\{X_{u}=(k, i)\right\} \mathrm{d} u \\
& =\sum_{(k, i) \in \Omega} L_{k, i}(t) f(k, i),
\end{aligned}
$$

we obtain

$$
\begin{equation*}
E[\Phi(t)]=\sum_{(k, i) \in \Omega} L_{k, i}(t) f(k, i)=\sum_{k=0}^{\infty} L_{k}(t) f_{k}=L(t) f . \tag{10.11}
\end{equation*}
$$

### 10.1.6 The $n$th Moment of the Accumulated Reward $\Phi(t)$ Over $[0, t)$

$$
\begin{equation*}
E\left[\Phi(t)^{n}\right]=\sum_{(k, i) \in \Omega} L_{k, i}(t) f(k, i)^{n} . \tag{10.12}
\end{equation*}
$$

As a practical application, we use the Markov reward process to analyze a finite-buffer $M / M / 1 / m$ queue with server breakdowns and repairs. A reward rate of 1 is assigned to all the system operational states and a reward rate of 0 is assigned to all the system failure states. The instantaneous availability of the system is $E[f(X(t))]$ and the cumulative operational time of the system in the time interval $[0, t)$ is $E[\Phi(t)]$. The interval availability of the system in the time interval $[0, t)$ is $E[\Phi(t)] / t$, and the stationary availability of the system is $\lim _{t \rightarrow+\infty} E[\Phi(t)] / t$. On the other hand, the measures related to the time to the system first failure are of interest. To compute these measures, all the failure states are regarded as an absorbing state. In this case, the reliability function is $E[f(X(t))]$. The lifetime of the system in the time interval $[0, t)$ is $E[\Phi(t)]$ and the mean time to the system first failure is $E[\Phi(+\infty)]$.

### 10.2 The Transient Accumulated Rewards

In this section, we analyze the transient accumulated rewards of an irreducible continuous-time block-structured Markov chain in terms of a useful method devoloped by the partial differential equations.

Based on the real function $f(x)$ and the Markov chain $Q$, the transient probability distribution of the accumulated reward $\Phi(t)$ is defined by

$$
\Theta(t, x)=P\{\Phi(t) \leqslant x\} .
$$

We write

$$
\left\{\begin{array}{l}
H_{k, j}(t, x)=P\{\Phi(t) \leqslant x, X(t)=(k, j)\},  \tag{10.13}\\
H_{k}(t, x)=\left(H_{k, 1}(t, x), H_{k, 2}(t, x), \ldots, H_{k, m_{k}}(t, x)\right)
\end{array}\right.
$$

and

$$
\begin{aligned}
& H(t, x)=\left(H_{0}(t, x), H_{1}(t, x), H_{2}(t, x), \ldots\right) \\
& \Delta\left(f_{k}\right)=\operatorname{diag}\left(f(k, 1), f(k, 1), \ldots, f\left(k, m_{k}\right)\right)
\end{aligned}
$$

and

$$
\Delta=\operatorname{diag}\left(\Delta\left(f_{0}\right), \Delta\left(f_{1}\right), \Delta\left(f_{2}\right), \ldots\right) .
$$

It is clear that

$$
\Theta(t, x)=H(t, x) e .
$$

For the Markov reward process $\{\Phi(t), t \geqslant 0\}$, it is easy to obtain the Kolmogorov's forward equation as follows:

$$
\begin{equation*}
\frac{\partial H_{k, j}(t, x)}{\partial t}+\frac{\partial H_{k, j}(t, x)}{\partial x} f(k, j)=\sum_{(l, i) \in \Omega} H_{l, i}(t, x) D_{(l, i)(, k, j)}, \tag{10.14}
\end{equation*}
$$

or

$$
\frac{\partial H_{k}(t, x)}{\partial t}+\frac{\partial H_{k}(t, x)}{\partial x} \Delta\left(f_{k}\right)=\sum_{l=0}^{\infty} H_{l}(t, x) D_{l, k}
$$

Therefore, we have

$$
\begin{equation*}
\frac{\partial H(t, x)}{\partial t}+\frac{\partial H(t, x)}{\partial x} \Delta=H(t, x) Q \tag{10.15}
\end{equation*}
$$

with the initial conditions

$$
\begin{equation*}
H(t, 0)=\pi(0) \delta(t) \tag{10.16}
\end{equation*}
$$

and

$$
\begin{equation*}
H(0, x)=\pi(0) \delta(x) \tag{10.17}
\end{equation*}
$$

Remark 10.2 Let $L_{k, j}(t, x)=P\{\Phi(t) \leqslant x, X(t)=(k, j)\}$ and $L(t, x)=H^{\mathrm{T}}(t, x)$. Then the Kolmogorov's backward equation is given by

$$
\begin{equation*}
\frac{\partial L_{k, j}(t, x)}{\partial t}+f(k, j) \frac{\partial L_{k, j}(t, x)}{\partial x}=\sum_{(l, i) \in \Omega} D_{(k, j),(l, i)} L_{l, i}(t, x), \tag{10.18}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\frac{\partial L(t, x)}{\partial t}+\Delta \frac{\partial L(t, x)}{\partial x}=Q L(t, x) \tag{10.19}
\end{equation*}
$$

with the initial conditions

$$
L(t, 0)=e \delta(t)
$$

and

$$
L(0, x)=e \delta(x)
$$

It is easy to see that $\Theta(t, x)=\pi(0) L(t, x)$.
We introduce the necessary notation for the Laplace transform and the Laplace-Stieltjes transform as follows:

$$
A^{*}(s)=\int_{0}^{+\infty} e^{-s t} A(t) \mathrm{d} t
$$

and

$$
A^{\sim}(s)=\int_{0}^{+\infty} e^{-s t} \mathrm{~d} A(t)
$$

Now, we solve the Kolmogorov's forward equation Eq. (10.15) with the initial conditions Eq. (10.16) and Eq. (10.17). Taking the Laplace transform of Eq. (10.15) with respect to $t \rightarrow s$, we obtain

$$
s H^{*}(s, x)-H(0, x)+\frac{\mathrm{d} H^{*}(s, x)}{\mathrm{d} x} \Delta=H^{*}(s, x) Q .
$$

Note that $H(0, x)=\pi(0) \delta(x)$ in Eq. (10.17), we obtain

$$
\begin{equation*}
\frac{\mathrm{d} H^{*}(s, x)}{\mathrm{d} x} \Delta=H^{*}(s, x)(Q-s I)+\pi(0) . \tag{10.20}
\end{equation*}
$$

Taking the Laplace-Stieltjes transform of Eq. (10.20) with respect to $x \rightarrow u$, we obtain

$$
\begin{gathered}
H^{* \sim}(s, u)[Q-(s I+u \Delta)]=-\pi(0), \\
H^{* \sim}(s, u)=-\pi(0)[Q-(s I+u \Delta)]_{\max }^{-1}
\end{gathered}
$$

which leads to

$$
H^{\sim}(s, u)=-s \pi(0)[Q-(s I+u \Delta)]_{\max }^{-1} .
$$

Let

$$
S^{\sim}(s, u)=-s[Q-(s I+u \Delta)]_{\max }^{-1} .
$$

Then

$$
H^{\sim}(s, u)=\pi(0) S^{\sim}(s, u) .
$$

Note that for $s, u \geqslant 0$, the matrix $Q-(s I+u \Delta)$ is the infinitesimal generator of an irreducible Markov chain, we have the UL-type $R G$-factorization

$$
Q-(s I+u \Delta)=\left[I-R_{U}(s, u)\right] U_{D}(s, u)\left[I-G_{L}(s, u)\right],
$$

which leads to

$$
H^{\sim}(s, u)=-s \pi(0)\left[I-G_{L}(s, u)\right]^{-1} U_{D}^{-1}(s, u)\left[I-R_{U}(s, u)\right]^{-1},
$$

where

$$
U_{D}^{-1}(s, u)=\operatorname{diag}\left(U_{0}^{-1}(s, u), U_{1}^{-1}(s, u), U_{2}^{-1}(s, u), \ldots\right),
$$

On the other hand, we obtain the LU-type $R G$-factorization

$$
Q-(s I+u \Delta)=\left[I-\bar{R}_{L}(s, u)\right] \bar{U}_{D}(s, u)\left[I-\bar{G}_{U}(s, u)\right],
$$

hence we have

$$
H^{\sim}(s, u)=-s \pi(0)\left[I-\bar{G}_{U}(s, u)\right]^{-1} \bar{U}_{D}^{-1}(s, u)\left[I-\bar{R}_{L}(s, u)\right]^{-1} .
$$

### 10.3 The First Accumulated Time

In this section, we analyze the first accumulated time of the reward process to a given reward, and obtain the conditional distribution of the first accumulated time.

Let $\Gamma(x)$ be the first accumulated time to a given reward $x$. Then

$$
\begin{equation*}
\Gamma(x)=\min \{t: \Phi(t)=x\} . \tag{10.21}
\end{equation*}
$$

We write

$$
\begin{equation*}
C(t, x)=P\{\Gamma(x) \leqslant t\} . \tag{10.22}
\end{equation*}
$$

Since $\Phi(t)$ is the accumulated reward over the time interval [0,t), it is clear that the event $\Gamma(x) \leqslant t$ is equivalent to the event $\Phi(t)>x$. Hence we get

$$
\begin{equation*}
C(t, x)=1-P\{\Phi(t) \leqslant x\}=1-\Theta(t, x) . \tag{10.23}
\end{equation*}
$$

Let the given reward $W$ be a random variable with the distribution $w(x)=P\{W \leqslant x\}$. Then

$$
\begin{equation*}
C(t)=P\{\Gamma(W) \leqslant t\}=\int_{0}^{+\infty} C(t, x) \mathrm{d} w(x) \tag{10.24}
\end{equation*}
$$

Now, we compute the distributions of the accumulated reward $\Phi(t)$ and the first accumulated time $\Gamma(x)$ to a given reward $x$. We define

$$
\begin{equation*}
S_{(l, i),(k, j)}(t, x)=P\{\Phi(t) \leqslant x, X(t)=(k, j) \mid X(0)=(l, i)\} \tag{10.25}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{(l, i),(k, j)}(t, x)=P\{\Gamma(x) \leqslant t, X(t)=(k, j) \mid X(0)=(l, i)\} . \tag{10.26}
\end{equation*}
$$

We write

$$
\begin{aligned}
S_{l, k}(t, x) & =\left(S_{(l, i),(k, j)}(t, x)\right)_{1 \leqslant i \leqslant m_{l}, 1 \leqslant j \leqslant m_{k}}, \\
S(t, x) & =\left(S_{l, k}(t, x)\right)_{l, k \geqslant 0} ; \\
T_{l, k}(t, x) & =\left(T_{(l, i),(k, j)}(t, x)\right)_{1 \leqslant i \leqslant m_{l}, 1 \leqslant j \leqslant m_{k}}, \\
T(t, x) & =\left(T_{l, k}(t, x)\right)_{l, k \geqslant 0} .
\end{aligned}
$$

It is clear that

$$
\begin{align*}
& \Theta(t, x)=\pi(0) S(t, x) e,  \tag{10.27}\\
& C(t, x)=\pi(0) T(t, x) e \tag{10.28}
\end{align*}
$$

and

$$
[S(t, x)+T(t, x)] e=e .
$$

The following theorem provides two useful relations for the two matrices $S^{\sim}(s, u)$ and $T^{\sim}(s, u)$, respectively.

Theorem 10.1

$$
\begin{equation*}
(s I+u \Delta-Q) S^{\sim} \sim(s, u)=s I \tag{10.29}
\end{equation*}
$$

and

$$
\begin{equation*}
(s I+u \Delta-Q) T^{\sim}(s, u)=u \Delta-Q . \tag{10.30}
\end{equation*}
$$

Proof Consider an exponentially distributed reward requirement $W$ with parameter $u$. Then it follows from Eq. (10.23) and Eq. (10.24) that

$$
\begin{aligned}
C(t, u) & =\int_{0}^{+\infty} C(t, x) \mathrm{d}\left[1-e^{-u x}\right] \\
& =u \int_{0}^{+\infty}[1-\Theta(t, x)] e^{-u x} \mathrm{~d} x \\
& =1-\Theta^{\sim}(t, u) .
\end{aligned}
$$

Note that $C(t, u)$ is of phase type with irreducible expression $(\pi(0), Q-u \Delta)$, thus we obtain

$$
1-\Theta^{\sim}(t, u)=C(t, u)=1-\pi(0) \exp \{(Q-u \Delta) t\} e,
$$

which leads to

$$
\Theta^{\sim}(t, u)=\pi(0) \exp \{(Q-u \Delta) t\} e .
$$

It follows from Eq. (10.27) and Eq. (10.28) that

$$
\begin{equation*}
S^{\sim}(t, u)=\exp \{(Q-u \Delta) t\}, \tag{10.31}
\end{equation*}
$$

which leads to Eq. (10.29).
Note that

$$
T^{\sim \sim}(s, u)=I-S^{\sim \sim}(s, u),
$$

we have

$$
(s I+u \Delta-Q) T^{\sim \sim}(s, u)=(s I+u \Delta-Q)\left[I-S_{\sim}^{\sim}(s, u)\right]=u \Delta-Q .
$$

This completes the proof.
It is easy to check that the matrix $Q-(s I+u \Delta)$ for $s, u \geqslant 0$ is the infinitesimal generator of an irreducible Markov chain. Thus, we obtain

$$
\begin{equation*}
S^{\sim}(s, u)=-s[Q-(s I+u \Delta)]_{\max }^{-1} \tag{10.32}
\end{equation*}
$$

and

$$
\begin{equation*}
T^{\sim}(s, u)=-[Q-(s I+u \Delta)]_{\max }^{-1}(u \Delta-Q) . \tag{10.33}
\end{equation*}
$$

It is clear that

$$
T^{\sim}(s, u)=\frac{1}{s} S^{\sim}(s, u)(u \Delta-Q) .
$$

Note that

$$
[Q-(s I+u \Delta)]_{\max }^{-1}=\left[I-G_{L}(s, u)\right]^{-1} U_{D}^{-1}(s, u)\left[I-R_{U}(s, u)\right]^{-1}
$$

or

$$
[Q-(s I+u \Delta)]_{\max }^{-1}=\left[I-\bar{G}_{U}(s, u)\right]^{-1} \bar{U}_{D}^{-1}(s, u)\left[I-\bar{R}_{L}(s, u)\right]^{-1} .
$$

Finally, we compute the first moments of the random variables $\Phi(t)$ and $\Gamma(x)$.

It follows from Eq. (10.3) and Eq. (10.11) that

$$
\begin{equation*}
E[\Phi(t)]=\pi(0) \int_{0}^{t} \exp \{Q x\} \mathrm{d} x \Delta e \tag{10.34}
\end{equation*}
$$

It follows from Eq. (10.22) and Eq. (10.23) that

$$
P\{\Gamma(x) \leqslant t\}=1-P\{\Phi(t) \leqslant x\}
$$

which leads to

$$
E[\Gamma(x)]=\int_{0}^{+\infty} P\{\Phi(t) \leqslant x\} \mathrm{d} t
$$

Let $\phi(x)=E[\Gamma(x)]$. Then

$$
\begin{align*}
\phi^{\sim}(u) & =\int_{0}^{+\infty} \Theta^{\sim}(t, u) \mathrm{d} t \\
& =\int_{0}^{+\infty} \pi(0) \exp \{(Q-u \Delta) t\} e \mathrm{~d} t \\
& =-\pi(0)(Q-u \Delta)_{\max }^{-1} e . \tag{10.35}
\end{align*}
$$

### 10.4 Computation of the Reward Moments

In this section, we provide a method for computing moments of the accumulated reward and the first accumulated time to a given reward.

### 10.4.1 The Moments of the Transient Accumulated Reward

It follows from Eq. (10.15) that

$$
\frac{\partial H(t, x)}{\partial t}+\frac{\partial H(t, x)}{\partial x} \Delta=H(t, x) Q
$$

with the initial conditions

$$
H(t, 0)=\pi(0) \delta(t)
$$

and

$$
H(0, x)=\pi(0) \delta(x) .
$$

We obtain

$$
\frac{\partial H^{\sim}(t, u)}{\partial t}=H^{\sim}(t, u)(Q+u \Delta)
$$

with the initial condition

$$
H^{\sim}(0, u)=\pi(0) .
$$

Thus we have

$$
H^{\sim}(t, u)=\pi(0) \exp \{(Q+u \Delta) t\}
$$

which leads to

$$
\Theta^{\sim}(t, u)=\pi(0) \exp \{(Q+u \Delta) t\} e .
$$

It is clear that for $n \geqslant 1$,

$$
E\left[\Phi(t)^{n}\right]=(-1)^{n} \frac{\partial^{n}}{\partial u^{n}} \Theta^{\sim}(t, u)_{\mid u=0} .
$$

We write

$$
\Lambda(n, i)=\left.\frac{\partial^{n}}{\partial u^{n}}(Q-u \Delta)^{i}\right|_{u=0}, \quad n, i \geqslant 1 .
$$

The following lemma provides an iterative relationship for the matrices $\Lambda(n, i)$ for $n, i \geqslant 1$. The proof is clear, and thus is omitted here.

Lemma 10.1 For $n, i \geqslant 0$,

$$
\begin{array}{ll}
\Lambda(0,0)=I, & \\
\Lambda(n, 0)=0, & i \geqslant 1, \\
\Lambda(0, i)=Q^{i}, & i \geqslant 1, \\
\Lambda(1, i)=-i \Delta Q^{i-1}, & n \geqslant 2, \\
\Lambda(n, 1)=0, & n, i \geqslant 2 . \\
\Lambda(n, i)=Q \Lambda(n, i-1)-n \Delta \Lambda(n-1, i-1), & i \geqslant
\end{array}
$$

The following theorem provides an expression for the $n$th moment $E\left[\Phi(t)^{n}\right]$.
Theorem 10.2 For $n \geqslant 1$,

$$
\begin{equation*}
E\left[\Phi(t)^{n}\right]=(-1)^{n} \pi(0) \sum_{i=0}^{\infty} \frac{t^{i}}{i!} \Lambda(n, i) e . \tag{10.36}
\end{equation*}
$$
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Proof It follows from Eq. (10.27) that

$$
\begin{aligned}
\Theta^{\sim}(t, u) & =\pi(0) \exp \{(Q-u \Delta) t\} e \\
& =\pi(0) \sum_{i=0}^{\infty} \frac{t^{i}}{i!}(Q-u \Delta)^{i} e .
\end{aligned}
$$

Hence, we obtain

$$
\begin{aligned}
E\left[\Phi(t)^{n}\right] & =\left.(-1)^{n} \frac{\partial^{n}}{\partial u^{n}} \Theta^{\sim}(t, u)\right|_{u=0} \\
& =(-1)^{n} \pi(0) \sum_{i=0}^{\infty} \frac{t^{i}}{i!} \Lambda(n, i) e .
\end{aligned}
$$

This completes the proof.

### 10.4.2 The Moments of the First Accumulated Time

It is complicated to compute the function $E\left[\Gamma(x)^{n}\right]$ for $n \geqslant 1$, thus we consider the following two cases:

Case I $\quad f(k, i) \neq 0$ for all $k \geqslant 0$ and $1 \leqslant i \leqslant m_{k}$.
It follows from Eq. (10.15) that

$$
\frac{\mathrm{d} H^{\sim}(s, x)}{\mathrm{d} x}=H^{\sim}(s, x)(Q-s I) \Delta^{-1}
$$

with the initial condition

$$
H^{\sim}(s, 0)=\pi(0) .
$$

Therefore, we get

$$
H^{\sim}(s, x)=\pi(0) \exp \left\{(Q-s I) \Delta^{-1} x\right\},
$$

which leads to

$$
\Theta^{\sim}(s, x)=\pi(0) \exp \left\{(Q-s I) \Delta^{-1} x\right\} e .
$$

Note that

$$
E\left[\Gamma(x)^{n}\right]=(-1)^{n} \frac{\partial^{n}}{\partial s^{n}} \Theta^{\sim}(s, x)_{s=0}
$$

Let

$$
M(n, i)=\frac{\partial^{n}}{\partial s^{n}}\left[(Q-s I) \Delta^{-1}\right]_{\mid s=0}^{i}, \quad n, i \geqslant 0 .
$$

Then

$$
\begin{array}{ll}
M(0,0)=I, & \\
M(n, 0)=0, & n \geqslant 1, \\
M(0, i)=\left(Q \Delta^{-1}\right)^{i}, & i \geqslant 1, \\
M(n, i)=Q \Delta^{-1} M(n, i-1)-n Q \Delta^{-1} M(n-1, i-1), & n, i \geqslant 1 .
\end{array}
$$

Therefore, we obtain

$$
E\left[\Gamma(x)^{n}\right]=(-1)^{n} \pi(0) \sum_{i=0}^{\infty} \frac{x^{i}}{i!} M(n, i) e .
$$

Now, we provide another method for computing $E\left[\Gamma(x)^{n}\right]$.
Let $\phi^{(n)}(x)=E\left[\Gamma(x)^{n}\right]$ and $\overline{\phi^{(n)}}(u)=\int_{0}^{+\infty} e^{-u x} d \phi^{(n)}(x)$. Then

$$
\begin{aligned}
\widetilde{\phi^{(n)}}(u) & =\left.(-1)^{n} \frac{\partial^{n}}{\partial s^{n}} C^{\sim}(s, u)\right|_{s=0} \\
& =\left.(-1)^{n} \frac{\partial^{n}}{\partial s^{n}} \pi(0) T \sim(s, u) e\right|_{s=0} \\
& =\left.(-1)^{n+1} \pi(0) \frac{\partial^{n}}{\partial s^{n}}[Q-(s I+u \Delta)]_{\max }^{-1} u \Delta e\right|_{s=0} \\
& =\left.(-1)^{n} \pi(0) \frac{\partial^{n}}{\partial s^{n}} \sum_{i=0}^{\infty}(-1)^{i}\left(I+s u^{-1} \Delta^{-1}-u^{-1} \Delta^{-1} Q\right)^{i} e\right|_{s=0} .
\end{aligned}
$$

We write

$$
\nabla_{u}(n, i)=\left.\frac{\partial^{n}}{\partial s^{n}}\left(I+s u^{-1} \Delta^{-1}-u^{-1} \Delta^{-1} Q\right)^{i}\right|_{s=0}, \quad n, i \geqslant 0
$$

Thus we obtain

$$
\overline{\phi^{(n)}}(u)=(-1)^{n} \pi(0) \sum_{i=0}^{\infty}(-1)^{i} \nabla_{u}(n, i) e .
$$

Case II $f(k, i) \neq 0$ for $0 \leqslant k \leqslant N$ and $1 \leqslant i \leqslant m_{k}$, while $f(k, i)=0$ for $k \geqslant N+1$ and $1 \leqslant i \leqslant m_{k}$.

In this case, we write

$$
\begin{aligned}
\pi(0) & =\left(\pi_{1}(0), \pi_{2}(0)\right), \\
\Delta & =\operatorname{diag}\left(\Delta_{1}, 0\right)
\end{aligned}
$$

and

$$
Q=\left(\begin{array}{ll}
Q_{1,1} & Q_{1,2} \\
Q_{2,1} & Q_{2,2}
\end{array}\right)
$$
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according to $E=\{$ Level $k: 0 \leqslant k \leqslant N\}$ and $E^{c}=\{$ Level $k: k \geqslant N+1\}$. Hence

$$
[Q-(s I+u \Delta)]_{\max }^{-1}=\left(\begin{array}{cc}
Q_{1,1}-\left(s I+u \Delta_{1}\right) & Q_{1,2} \\
Q_{2,1} & Q_{2,2}-s I
\end{array}\right)_{\max }^{-1} .
$$

Let

$$
Q-(s I+u \Delta)=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)
$$

where

$$
\begin{gathered}
A=Q_{1,1}-\left(s I+u \Delta_{1}\right), \\
B=Q_{1,2}, \\
C=Q_{2,1}
\end{gathered}
$$

and

$$
D=Q_{2,2}-s I .
$$

Then

$$
\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)^{-1}=\left(\begin{array}{cc}
F^{-1} & -F^{-1} B D^{-1} \\
-D^{-1} C F^{-1} & D^{-1}+D^{-1} C F^{-1} B D^{-1}
\end{array}\right),
$$

where

$$
F=A-B D^{-1} C .
$$

It follows from Eq. (10.28) and Eq. (10.33) that

$$
\begin{aligned}
C^{\sim \sim}(s, u) & =\pi(0) T^{\sim \sim}(s, u) e \\
& =-\pi(0)[Q-(s I+u \Delta)]_{\max }^{-1} u \Delta e \\
& =-\left(\pi_{1}(0), \pi_{2}(0)\right)\left(\begin{array}{cc}
F^{-1} & -F^{-1} B D^{-1} \\
-D^{-1} C F^{-1} & D^{-1}+D^{-1} C F^{-1} B D^{-1}
\end{array}\right)\binom{u \Delta_{1} e}{0} \\
& =-\pi_{1}(0) F^{-1} u \Delta_{1} e+\pi_{2}(0) D^{-1} C F^{-1} u \Delta_{1} e .
\end{aligned}
$$

Let

$$
C_{1}^{\sim \sim}(s, u)=-\pi_{1}(0) F^{-1} u \Delta_{1} e
$$

and

$$
C_{2}^{\sim \sim}(s, u)=\pi_{2}(0) D^{-1} C F^{-1} u \Delta_{1} e .
$$

Then

$$
C_{1}^{\sim}(s, u)=\pi_{1}(0)\left[s I+u \Delta_{1}-Q_{1,1}-Q_{1,2}\left(s I-Q_{2,2}\right)^{-1} Q_{2,1}\right]^{-1} u \Delta_{1} e,
$$

which leads to

$$
C_{1}^{\sim}(s, x)=\pi_{1}(0) \exp \{\xi(s) x\} e,
$$

where

$$
\begin{aligned}
\xi(s)= & \Delta_{1}^{-1} Q_{1,1}+\Delta_{1}^{-1} Q_{1,2}\left(s I-Q_{2,2}\right)^{-1} Q_{2,1}-s \Delta_{1}^{-1} ; \\
C_{2}^{\sim}(s, u)= & \pi_{2}(0)\left(s I-Q_{2,2}\right) Q_{2,1} \\
& \cdot\left[s I+u \Delta_{1}-Q_{1,1}-Q_{1,2}\left(s I-Q_{2,2}\right)^{-1} Q_{2,1}\right]^{-1} u \Delta_{1} e,
\end{aligned}
$$

which yields

$$
C_{2}^{\sim}(s, x)=\pi_{2}(0)\left(s I-Q_{2,2}\right) Q_{2,1} \exp \{\xi(s) x\} e .
$$

We write

$$
E\left[\Gamma(x)^{n}\right]=\phi_{1}^{(n)}(x)+\phi_{2}^{(n)}(x)
$$

where

$$
\phi_{1}^{(n)}(x)=\left.(-1)^{n} \frac{\partial^{n}}{\partial s^{n}} C_{1}^{\sim}(s, x)\right|_{s=0}
$$

and

$$
\phi_{2}^{(n)}(x)=\left.(-1)^{n} \frac{\partial^{n}}{\partial s^{n}} C_{2}^{\sim}(s, x)\right|_{s=0} .
$$

Note that

$$
C_{1}^{\sim}(s, x)=\pi_{1}(0) \sum_{i=0}^{\infty} \frac{[\xi(s) x]^{i}}{i!} e,
$$

we obtain

$$
\phi_{1}^{(n)}(x)=(-1)^{n} \sum_{i=0}^{\infty} \frac{x^{i}}{i!} L^{(n)}(i) e,
$$

where

$$
\begin{aligned}
L^{(n)}(i) & =\left.\frac{\mathrm{d}^{n}[\xi(s)]^{i}}{\mathrm{~d} s^{n}}\right|_{s=0} \\
& = \begin{cases}0, & i=0, n \geqslant 1, \\
\left(\Delta_{1}^{-1} Q_{1,1}-\Delta_{1}^{-1} Q_{1,2} Q_{2,2}^{-1} Q_{2,1}\right)^{i}, & i \geqslant 0, n=0, \\
-\Delta_{1}^{-1}-\Delta_{1}^{-1} Q_{1,2} Q_{2,2}^{-1} Q_{2,1}, & i=1, n=1, \\
(-1)^{n+1} n!\Delta_{1}^{-1} Q_{1,2} Q_{2,2}^{-1} Q_{2,1}, & i=1, n \geqslant 2, \\
\sum_{l=0}^{n}\binom{n}{l} L^{(l)}(1) L^{(n-1)}(i-1), & i \geqslant 2, n \geqslant 1 .\end{cases}
\end{aligned}
$$

Similarly, since

$$
\begin{aligned}
C_{2}^{\sim}(s, x) & =\pi_{2}(0)\left(s I-Q_{2,2}\right) Q_{2,1} \sum_{i=0}^{\infty} \frac{[\xi(s) x]^{i}}{i!} e \\
& =\pi_{2}(0) \sum_{i=0}^{\infty} \frac{x^{i}}{i!}\left(s I-Q_{2,2}\right) Q_{2,1}[\xi(s)]^{i} e,
\end{aligned}
$$

we obtain

$$
\phi_{2}^{(n)}(x)=(-1)^{n} \pi_{2}(0) \sum_{i=0}^{\infty} \frac{x^{i}}{i!} H^{(n)}(i) e,
$$

where

$$
\begin{aligned}
H^{(n)}(i) & =\left.\frac{\mathrm{d}^{n}\left\{\left(s I-Q_{2,2}\right) Q_{2,1}[\xi(s)]\right\}}{\mathrm{d} s^{n}}\right|_{s=0} \\
& = \begin{cases}(-1)^{n} Q_{2,2}^{-(n+1)} Q_{2,1}, & i=0, n \geqslant 0, \\
Q_{2,2}^{-1} Q_{2,1}\left(U_{1}^{-1} Q_{1,1}-\Delta_{1}^{-1} Q_{1,2} Q_{2,2}^{-1} Q_{2,1}\right)^{i}, & i \geqslant 1, n=0, \\
\sum_{l=0}^{n}\binom{n}{l} H^{(l)}(i-1) G^{(n-1)}, & i \geqslant 1, n \geqslant 1,\end{cases}
\end{aligned}
$$

and

$$
G^{(n)}= \begin{cases}\Delta_{1}^{-1} Q_{1,1}-\Delta_{1}^{-1} Q_{1,2} Q_{2,2}^{-1} Q_{2,1}, & n=0, \\ -\Delta_{1}-\Delta_{1} Q_{1,2} Q_{2,2}^{-1} Q_{2,1}, & n=1, \\ (-1)^{n+1} n!\Delta_{1} Q_{1,2} Q_{2,2}^{-1} Q_{2,1}, & n \geqslant 2\end{cases}
$$

Therefore for $n \geqslant 1$,

$$
E\left[\Gamma(x)^{n}\right]=\phi_{1}^{(n)}(x)=(-1)^{n} \sum_{i=0}^{\infty} \frac{x^{i}}{i!}\left[L^{(n)}(i)+H^{(n)}(i)\right] e .
$$

Since the matrix $Q_{2,2}$ is of infinite size, the inverse of $Q_{2,2}$ is maximal nonpositive. We can use the $R G$-factorizations to compute the maximal nonpositive inverse $Q_{2,2}^{-1}$.

### 10.5 Accumulated Reward in a QBD Process

In this section, we consider the accumulated reward process of an irreducible continuous-time QBD process. We provide an iterative solution for the Laplace transforms of the conditional moments of the accumulated reward process in terms of a system of infinite-dimensional linear equations.

Let $\{x(t), t \geqslant 0\}$ be an irreducible continuous-time QBD process with infinitesimal generator $Q$ given in Eq. (1.4). We assume that the QBD process $Q$ is separable and Borel measurable, and its sample functions are all lower semicontinuous at the right-hand side. Therefore, the QBD process has the strong Markov property. Intuitively, if each diagonal entry of the matrix $Q$ is finite, then the QBD process also has the strong Markov property.

We define an accumulated reward process as

$$
\begin{equation*}
\Phi(t)=\int_{0}^{t} f(x(u)) \mathrm{d} u \tag{10.37}
\end{equation*}
$$

Suppose the initial state of the QBD process $\{x(t), t \geqslant 0\}$ is at state $(k, j)$, i.e, $x(0)=(k, j)$. Let

$$
\begin{equation*}
\xi_{k, j}(t)=E\left[\int_{0}^{t} f(x(u)) \mathrm{d} u \mid x(0)=(k, j)\right] \tag{10.38}
\end{equation*}
$$

and

$$
\xi_{k}(t)=\left(\xi_{k, 1}(t), \xi_{k, 2}(t), \ldots, \xi_{k, M_{k}}(t)\right)^{\mathrm{T}}, \quad k \geqslant 0 .
$$

We denote by $\xi_{k}^{*}(s)$ the Laplace transform of the column vector $\xi_{k}(t)$, that is,

$$
\begin{equation*}
\xi_{k}^{*}(s)=\int_{0}^{+\infty} e^{-s t} \xi_{k}(t) \mathrm{d} t, \quad k \geqslant 0 \tag{10.39}
\end{equation*}
$$

For an arbitrary matrix $A_{l}^{(k)}$, we use $a_{l,(i, j)}^{(k)}$ to denote its $(i, j)$ th entry.
The following theorem provides a system of infinite-dimensional linear equations satisfied by the vector sequence $\left\{\xi_{k}^{*}(s)\right\}$.

Theorem 10.3 The vector sequence $\left\{\xi_{k}^{*}(s), k \geqslant 0\right\}$ satisfies the following system of infinite-dimensional linear equations,

$$
\begin{equation*}
\xi_{0}^{*}(s)=\mathfrak{R}_{0}(s)\left[e+B_{0} \xi_{0}^{*}(s)+B_{0}^{(0)} \xi_{1}^{*}(s)\right], \tag{10.40}
\end{equation*}
$$

and for $l \geqslant 1$,

$$
\begin{equation*}
\xi_{l}^{*}(s)=\mathfrak{R}_{l}(s)\left[e+B_{2}^{(l)} \xi_{l-1}^{*}(s)+B_{l} \xi_{l}^{*}(s)+B_{0}^{(l)} \xi_{l+1}^{*}(s)\right], \tag{10.41}
\end{equation*}
$$

where for $k \geqslant 0$,

$$
\begin{equation*}
B_{k}=B_{1}^{(k)}-\operatorname{diag}\left(b_{1,(1,1)}^{(k)}, b_{1,(2,2)}^{(k)}, \ldots, b_{1,\left(M_{k}, M_{k}\right)}^{(k)}\right) \tag{10.42}
\end{equation*}
$$

and

$$
\mathfrak{R}_{k}(s)=\operatorname{diag}\left(\frac{f(k, 1)}{\left[s-b_{1,(1,1)}^{(k)}\right]^{2}}, \frac{f(k, 2)}{\left[s-b_{1,(2,2)}^{(k)}\right]^{2}}, \ldots, \frac{f\left(k, M_{k}\right)}{\left[s-b_{1,\left(M_{k}, M_{k}\right)}^{(k)}\right]^{2}}\right) .
$$

Proof We only prove Eq. (10.40), while the proof of Eq. (10.41) is similar.
Let $\beta=\inf \{t: x(t) \neq(l, i)\}$. Then we have

$$
\begin{align*}
\xi_{(l, i)}(t)= & E\left[\int_{0}^{t} f(x(u)) \mathrm{d} u \mid x(0)=(l, i)\right] \\
= & E\left[\int_{0}^{t} f(x(u)) \mathrm{d} u, \beta>t \mid x(0)=(l, i)\right] \\
& +E\left[\int_{0}^{t} f(x(u)) \mathrm{d} u, \beta \leqslant t \mid x(0)=(l, i)\right] . \tag{10.43}
\end{align*}
$$

When $x(0)=(l, i)$, it is easy to check that $P\{\beta>t\}=\exp \left\{b_{1,(i, i)}^{(l)} t\right\}$ with $b_{1,(i, i)}^{(l)}<0$, and

$$
x(\beta)= \begin{cases}\left(l+1, j_{0}\right), & \text { with probability } \frac{b_{0,\left(i, j_{0}\right)}^{(l)}}{-b_{1,(i, i)}^{(l)}}, \\ \left(l, j_{1}\right), & \text { with probability } \frac{b_{1,\left(i, j_{1}\right)}^{(l)}}{-b_{1,(i, i)}^{(l)}} \text { for } j_{1} \neq i, \\ \left(l-1, j_{2}\right), & \text { with probability } \frac{b_{2,\left(i, j_{2}\right)}^{(l)}}{-b_{1,(i, i)}^{(l)}} .\end{cases}
$$

Let $\mathcal{F}_{\beta}$ be a $\sigma$-algebra consisting of all the events of the QBD process which have occurred before the Markov time $\beta$. By the strong Markov property of the QBD process, we obtain that for $l \geqslant 1$,

$$
\begin{equation*}
E\left[\int_{0}^{t} f(x(u)) \mathrm{d} u, \beta>t \mid x(0)=(l, i)\right]=f(l, i) t \exp \left\{b_{1,(i, i)}^{(l)} t\right\} \tag{10.44}
\end{equation*}
$$

and

$$
\begin{align*}
& E\left[\int_{0}^{t} f(x(u)) \mathrm{d} u, \beta \leqslant t \mid x(0)=(l, i)\right] \\
& =f(l, i) \sum_{j_{0}=1}^{M_{l+1}} b_{0,\left(i, j_{0}\right)}^{(l)} \int_{0}^{t} x \exp \left\{b_{1,(i, i)}^{(l)} x\right\} \xi_{\left(l+1, j_{0}\right)}(t-x) \mathrm{d} x \\
& \quad+f(l, i) \sum_{j_{2}=1}^{M_{l-1}} b_{2,\left(i, j_{2}\right)}^{(l)} \int_{0}^{t} x \exp \left\{b_{1,(i, i)}^{(l)} x\right\} \xi_{\left(l-1, j_{2}\right)}(t-x) \mathrm{d} x \\
& \quad+f(l, i) \sum_{j_{1} \neq i}^{M_{l}} b_{1,\left(i, j_{1}\right)}^{(l)} \int_{0}^{t} x \exp \left\{b_{1,(i, i)}^{(l)} x\right\} \xi_{\left(l, j_{1}\right)}(t-x) \mathrm{d} x \tag{10.45}
\end{align*}
$$

Taking the Laplace transforms on the both sides of Eq. (10.44) and Eq. (10.45), it follows from Eq. (10.43) that for $l \geqslant 1$,

$$
\xi_{l}^{*}(s)=\Re_{l}(s)\left[e+B_{2}^{(l)} \xi_{l-1}^{*}(s)+B_{l} \xi_{l}^{*}(s)+B_{0}^{(l)} \xi_{l+1}^{*}(s)\right]
$$

This completes the proof.
Let

$$
\begin{gathered}
\widetilde{Q}(s)=\left(\begin{array}{ccc}
\Re_{0}(s) & & \\
& \mathfrak{R}_{1}(s) & \\
& & \\
& & \Re_{2}(s) \\
& \ddots
\end{array}\right)\left(\begin{array}{ccccc}
B_{0} & B_{0}^{(0)} & & & \\
B_{2}^{(1)} & B_{1} & B_{0}^{(1)} & & \\
& B_{2}^{(2)} & B_{2} & B_{0}^{(2)} & \\
& & \ddots & \ddots & \ddots
\end{array}\right), \\
\mathfrak{R}(s)=\left(\begin{array}{c}
\mathfrak{R}_{0}(s) e \\
\mathfrak{R}_{1}(s) e \\
\mathfrak{R}_{2}(s) e \\
\vdots
\end{array}\right) \text { and } \xi(s)=\left(\begin{array}{c}
\xi_{0}^{*}(s) \\
\xi_{1}^{*}(s) \\
\xi_{2}^{*}(s) \\
\vdots
\end{array}\right) .
\end{gathered}
$$

Then it follows from Theorem 10.13 that

$$
\begin{equation*}
\xi(s)=\widetilde{Q}(s) \xi(s)+\mathfrak{R}(s) . \tag{10.46}
\end{equation*}
$$

Note that $\widetilde{Q}(s) \geqslant 0$ and $\mathfrak{R}(s) \geqslant 0$ for $s>0$. Let ${ }_{0} \xi(s)=0$ and

$$
{ }_{N+1} \xi(s)=\widetilde{Q}(s)_{N} \xi(s)+\mathfrak{R}(s), \quad N \geqslant 0 .
$$

Theorem 10.4 If there exists a positive number $K>0$ such that $0 \leqslant f(k, j)$ $\leqslant K$ for all $k \geqslant 0,1 \leqslant j \leqslant M_{k}$, then for each $s>0$, the vector sequence $\left\{_{N} \xi(s)\right.$, $N \geqslant 0\}$ is non-decreasing and upper bounded. Hence the limit ${ }_{\infty} \xi(s)=\lim _{N \rightarrow \infty}{ }_{N} \xi(s)$ exists for each $s>0$. Also, ${ }_{\infty} \xi(s)$ is the minimal nonnegative solution to Eq. (10.46).

Proof We first prove that for each $s>0$, the sequence $\left\{_{N} \xi(s)\right\}$ is nondecreasing for $N \geqslant 0$. Since $f(k, j) \geqslant 0$ for $(k, j) \in \Omega, \mathfrak{R}_{k}(s) \geqslant 0$ for all $k \geqslant 0$. Therefore, the matrices $\widetilde{Q}(s)$ and $\mathfrak{R}(s)$ are all nonnegative for each $s>0$. Therefore, ${ }_{0} \xi(s)=0$ and

$$
{ }_{1} \xi(s)=\widetilde{Q}(s)_{0} \xi(s)+\mathfrak{R}(s)=\mathfrak{R}(s) \geqslant{ }_{0} \xi(s) .
$$

Assuming that ${ }_{N} \xi(s) \geqslant_{N-1} \xi(s)$ for an arbitrarily given $N$, one can immediately show that

$$
{ }_{N+1} \xi(s)=\widetilde{Q}(s)_{N} \xi(s)+\mathfrak{R}(s) \geqslant \widetilde{Q}(s)_{N-1} \xi(s)+\mathfrak{R}(s)={ }_{N} \xi(s) .
$$

Thus through induction, one can show that for each $s>0$, the vector sequence $\left\{_{N} \xi(s)\right\}$ is non-decreasing for $N \geqslant 0$.

We now prove that for each $s>0$, the sequence $\left\{_{N} \xi(s), N \geqslant 0\right\}$ is upper bounded. Since there exists a positive number $K>0$ such that $0 \leqslant f(k, j) \leqslant K$ for all $k \geqslant 0,1 \leqslant j \leqslant M_{k}$, we obtain

$$
\begin{aligned}
\|\xi(s)\| & =\sup _{l \geqslant 0,1 \leqslant i \leqslant M_{l}}\left\{\xi_{(l, i)}^{*}(s)\right\} \\
& =\sup _{l \geqslant 0,1 \leqslant i \leqslant M_{l}}\left\{\int_{0}^{+\infty} e^{-s t} E\left[\int_{0}^{t} f(x(\tau)) \mathrm{d} \tau \mid x(0)=(l, i)\right]\right\} \\
& \leqslant K \int_{0}^{+\infty} t e^{-s t} \mathrm{~d} t=K \frac{1}{s^{2}}
\end{aligned}
$$

A similar induction argument yields

$$
0 \leqslant\left\|_{N} \xi(s)\right\| \leqslant\|\xi(s)\| \leqslant K \frac{1}{s^{2}}
$$

for every $N=0,1,2, \ldots$. Therefore, the following limit must exist for all $s>0$

$$
{ }_{\infty} \xi(s)=\lim _{N \rightarrow \infty}{ }_{N} \xi(s) .
$$

Finally, we prove that ${ }_{\infty} \xi(s)$ is the minimal nonnegative solution to Eq. (10.46). To this end, for an arbitrary nonnegative solution $\xi(s)$ to Eq. (10.46), we have

$$
0 \leqslant{ }_{N} \xi(s) \leqslant \xi(s), \quad \text { for each } \quad N \geqslant 0
$$

Hence, we obtain $0 \leqslant{ }_{\infty} \xi(s) \leqslant \xi(s)$, which implies that ${ }_{\infty} \xi(s)$ is the minimal nonnegative solution to Eq. (10.46). This completes the proof.

Let

$$
\rho(s)=\sup _{k \geqslant 0,1 \leqslant j \leqslant M_{k}} \frac{-b_{1,(j, j)}^{(k)} f(k, j)}{\left(s-b_{1,(j, j)}^{(k)}\right)^{2}} .
$$

Then

$$
\rho(0)=\sup _{k \geqslant 0,1 \leqslant j \leqslant M_{k}} \frac{f(k, j)}{-b_{1,(j, j)}^{(k)}} .
$$

Theorem 10.5 Suppose $\rho(0)<1$.
(1) The vector sequence $\left\{_{N} \xi(s)\right\}$ is uniformly convergent for $s \in(0,+\infty)$ with the convergent rate being of an exponential type.
(2) If $D$ denotes the set of all bounded nonnegative solutions to Eq. (10.46), then $D=\left\{_{\infty} \xi(s)\right\}$.

Proof (1) It is easy to check that

$$
\|\widetilde{Q}(s)\|=\rho(s) \leqslant \sup _{k \geqslant 0,1 \leqslant j \leqslant M_{k}} \frac{f(k, j)}{s-b_{1,(j, j)}^{(k)}} \leqslant \sup _{k \geqslant 0,1 \leqslant j \leqslant M_{k}} \frac{f(k, j)}{-b_{1,(j, j)}^{(k)}}=\rho(0)<1 .
$$

Therefore, as $N \rightarrow \infty$,

$$
\begin{aligned}
\left\|_{N} \xi(s){ }_{N-1} \xi(s)\right\| & \leqslant \rho(s)\left\|_{N-1} \xi(s)-_{N-2} \xi(s)\right\| \\
& \leqslant \ldots \\
& \leqslant \rho(0)^{N-1}\left\|_{1} \xi(s)-{ }_{0} \xi(s)\right\| \rightarrow 0 .
\end{aligned}
$$

(2) Let $\Psi(s)$ and $\xi(s)$ be any two bounded nonnegative solutions to Eq. (10.46). Then as $N \rightarrow \infty$,

$$
\|\Psi(s)-\xi(s)\| \leqslant \rho(0)\|\Psi(s)-\xi(s)\| \leqslant \ldots \leqslant \rho(0)^{N}\|\Psi(s)-\xi(s)\| \rightarrow 0
$$

Thus, $\Psi(s)=\xi(s)$. Note that ${ }_{\infty} \xi(s)$ is a bounded nonnegative solution to Eq. (10.46), it is clear that $\mathcal{D}=\left\{_{\infty} \xi(s)\right\}$.

Remark 10.3 Note that the level-dependent QBD process with infinitesimal generator $Q$ is equivalent to another $Q B D$ process with infinitesimal generator $\theta Q$, where $\theta$ is an arbitrarily given positive number, thus $\rho(0)<1$ in Theorem 10.5 can be relaxed to a weaker condition:

$$
\sup _{k \geqslant 0,1 \leqslant j \leqslant M_{k}} \frac{f(k, j)}{-\theta b_{1,(j, j)}^{(k)}}<1 .
$$

In other words, the condition $\rho(0)<1$ given in Theorem 10.5 is in principle not restrictive.

In what follows we provide an iterative relationship for the conditional moments of the accumulated reward process $\Phi(t)$, which shows the usefulness of the maximal non-positive inverse for the related computations.

We write

$$
\begin{gathered}
m_{(k, j)}(n)=(-1)^{n} \frac{\mathrm{~d}^{n}}{\mathrm{~d} s^{n}} \xi_{(k, j)}(s)_{\mid s=0}, \\
m_{k}(n)=\left(m_{(k, 1)}(n), m_{(k, 2)}(n), \ldots, m_{\left(k, M_{k}\right)}(n)\right)^{\mathrm{T}},
\end{gathered}
$$

and

$$
M(n)=\left(m_{0}(n)^{\mathrm{T}}, m_{1}(n)^{\mathrm{T}}, m_{2}(n)^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} .
$$

It follows from Eq. (10.38) and Eq. (10.39) that for $n \geqslant 1$,

$$
m_{(k, j)}(n)=E\left[\int_{0}^{+\infty} t^{n} \Phi(t) \mathrm{d} t \mid x(0)=(k, j)\right] .
$$

It follows from Eq. (10.46) that

$$
\xi(0)=\widetilde{Q}(0) \xi(0)+\Re(0)
$$

It is clear that $\widetilde{Q}(0)-I$ is the infinitesimal generator of an irreducible continuoustime QBD process. Thus, there always exists an LU-type $R G$-factorization for the
matrix $\widetilde{Q}(0)-I$. Using the LU-type $R G$-factorization, we obtain

$$
[\widetilde{Q}(0)-I]_{\max }^{-1}=\left(I-\bar{G}_{U}\right)^{-1} \bar{U}_{D}^{-1}\left(I-\bar{R}_{L}\right)^{-1}
$$

Therefore

$$
\begin{aligned}
\xi(0) & =-[\widetilde{Q}(0)-I]_{\max }^{-1} \mathfrak{R}(0) \\
& =-\left(I-\bar{G}_{U}\right)^{-1} \bar{U}_{D}^{-1}\left(I-\bar{R}_{L}\right)^{-1} \mathfrak{R}(0) .
\end{aligned}
$$

Taking the first $n$ derivatives with respect to $s$ on the both sides of Eq. (10.46) and letting $s=0$, we obtain

$$
M(1)=-[\widetilde{Q}(0)-I]_{\max }^{-1}\left\{\left[\frac{\mathrm{~d}}{\mathrm{~d} s} \widetilde{Q}(s)_{\mid s=0}\right] \xi(0)+\frac{\mathrm{d}}{\mathrm{~d} s} \mathfrak{R}(s)_{\mid s=0}\right\}
$$

and for $n \geqslant 2$,

$$
M(n)=-[\widetilde{Q}(0)-I]_{\max }^{-1}\left\{\sum_{l=0}^{n-1}\binom{n}{l}\left[\frac{\mathrm{~d}^{n-l}}{\mathrm{~d} s^{n-l}} \widetilde{Q}(s)_{\mid s=0}\right] M(l)+\frac{\mathrm{d}^{n}}{\mathrm{~d} s^{n}} \mathfrak{R}(s)_{\mid s=0}\right\} .
$$

### 10.6 An Up-Type Reward Process in Finitely-Many Levels

In this section, we consider an up-type reward process, defined in finitely-many levels, of the QBD process given in Eq. (1.17). We explicitly express the Laplace transforms of the conditional distributions of the up-type reward process and its conditional moments.

The QBD process $Q$, given in Eq. (1.17), can be denoted as $\mathcal{X}=\left\{x_{t}(\omega), t \geqslant 0\right\}$ with state space $\Omega=\left\{(k, j): k \geqslant 0,1 \leqslant j \leqslant M_{k}\right\}$, where $\omega \in \Omega$ is a sample path of the QBD process. It is worthwhile to note that the assumption that each diagonal element of the matrix $Q$ is finite implies that the QBD process is a Markov jump process. Therefore, it follows from Theorem 1.1 in Chapter II of Asmussen [2] that the QBD process has the strong Markov property.

We write

$$
\eta_{k}^{(j)}(\omega)= \begin{cases}\inf \left\{t \geqslant 0: x_{t}(\omega)=(k, j)\right\}, & \text { if the } t \text {-set is not empty },  \tag{10.47}\\ +\infty, & \text { otherwise }\end{cases}
$$

Let $V(k, j)$ be a suitable non-zero nonnegative function defined on the set $\Omega$. We define

$$
\begin{equation*}
\xi_{k}^{(j)}(\omega)=\int_{0}^{\eta_{k}^{(j)}(\omega)} V\left(x_{t}(\omega)\right) \mathrm{d} t, \quad k \geqslant 0 \tag{10.48}
\end{equation*}
$$

We now study the conditional distributions of the reward process $\xi_{k}^{(j)}(\omega)$ and its conditional moments in terms of the LU-type $R G$-factorization.

Let

$$
\begin{aligned}
& F_{(l, i)(k, j)}(x)=P_{(l, i)}\left\{\xi_{k}^{(j)}(\omega) \leqslant x\right\}, \\
& \mathbf{F}_{l, k}(x)=\left[F_{(l, i)(k, j)}(x)\right]_{1 \leqslant i \leqslant M_{l}, 1 \leqslant j \leqslant M_{k}}
\end{aligned}
$$

and

$$
\mathbf{f}_{l, k}^{*}(s)=\int_{0}^{+\infty} e^{-s x} \mathrm{~d} \mathbf{F}_{l, k}(x), \quad 0 \leqslant l \leqslant k-1 .
$$

It is clear that the $(i, j)$ th entry of the matrix $\mathbf{f}_{l, k}^{*}(s)$ is given by

$$
f_{(l, i)(k, j)}^{*}(s)=E_{(l, i)}\left[\exp \left\{-s \int_{0}^{\eta_{k}^{(j)}(\omega)} V\left(x_{t}(\omega)\right) \mathrm{d} t\right\}\right] .
$$

The following theorem provides a system of matrix equations satisfied by the matrix sequence $\left\{\mathbf{f}_{l, k}^{*}(s), 0 \leqslant l \leqslant k-1\right\}$.

Theorem 10.6 The matrix sequence $\left\{\mathbf{f}_{l, k}^{*}(s), 0 \leqslant l \leqslant k-1\right\}$ satisfies the system of matrix equations

$$
\begin{gather*}
\mathcal{A}_{1}^{(0)}(s) \mathbf{f}_{0, k}^{*}(s)+A_{0}^{(0)} \mathbf{f}_{1, k}^{*}(s)=0,  \tag{10.49}\\
A_{2}^{(l)} \mathbf{f}_{l-1, k}^{*}(s)+A_{1}^{(l)}(s) \mathbf{f}_{l, k}^{*}(s)+A_{0}^{(l)} \mathbf{f}_{l+1, k}^{*}(s)=0, \quad 1 \leqslant l \leqslant k-2,  \tag{10.50}\\
A_{2}^{(k-1)} \mathbf{f}_{k-2, k}^{*}(s)+A_{1}^{(k-1)}(s) \mathbf{f}_{k-1, k}^{*}(s)+A_{0}^{(k-1)}=0, \tag{10.51}
\end{gather*}
$$

where

$$
\mathcal{A}_{1}^{(l)}(s)=A_{1}^{(l)}-s \cdot \operatorname{diag}\left(V(l, 1), V(l, 2), \ldots, V\left(l, M_{l}\right)\right), \quad l \geqslant 0 .
$$

Proof We only prove Eq. (10.50), while Eq. (10.49) and Eq. (10.51) can be proved similarly.

Let $\tau$ be the first transition time of the QBD process from the state $(l, i)$ to a nearby state: Either state $(l-1, i)$, state $(l, i)$ or state $(l+1, i)$. Then

$$
P_{(l, i)}\{\tau \leqslant x\}=1-\exp \left\{a_{1, i i}^{(l)} x\right\},
$$

hence,

$$
\mathbf{E}_{(l, i)}[\exp \{-s V(l, i) \tau\}]=\frac{-a_{1, i i}^{(l)}}{s V(l, i)-a_{1, i i}^{(l)}} \stackrel{\operatorname{def}}{=} H_{i}^{(l)}(s) .
$$

## Constructive Computation in Stochastic Models with Applications

It is clear that $\tau$ is a Markov time. Let $\mathcal{F}_{\tau}$ be a $\sigma$-algebra consisting of all the events of the QBD process which have occurred before the time $\tau$. Applying the strong Markov property of the QBD process, we obtain

$$
\begin{align*}
f_{(l, i)(k, j)}^{*}(s)= & \mathbf{E}_{(l, i)}\left[\exp \left\{-S \int_{0}^{\eta_{k}^{(j)}(\omega)} V\left(x_{t}(\omega)\right) \mathrm{d} t\right\}\right] \\
= & \mathbf{E}_{(l, i)}\left[\mathbf{E}_{(l, i)}\left[\exp \left\{-s \int_{0}^{\eta_{k}^{(j)}(\omega)} V\left(x_{t}(\omega)\right) \mathrm{d} t\right\} \mid \mathcal{F}_{\tau}\right]\right] \\
= & \mathbf{E}_{(l, i)}\left[\exp \left\{-s \int_{0}^{\tau} V\left(x_{t}(\omega)\right) \mathrm{d} t\right\}\right. \\
& \cdot \mathbf{E}_{(l, i)}\left[\exp \left\{-s \int_{\tau}^{\eta_{k}^{(j)}(\omega)} V\left(x_{t}(\omega)\right) \mathrm{d} t\right\} \mid \mathcal{F}_{\tau}\right] \\
= & \mathbf{E}_{(l, i)}\left[\exp \{-s V(l, i) \tau\} \mathbf{E}_{x_{\tau(\omega)}}\left[\exp \left\{-s \int_{0}^{\eta_{k}^{(j)}(\omega)} V\left(x_{t}(\omega)\right) \mathrm{d} t\right\}\right]\right] . \tag{10.52}
\end{align*}
$$

Note that

$$
\begin{aligned}
& P_{(l, i)}\left\{x_{\tau}(\omega)=(l-1, j)\right\}=\frac{a_{2, i j}^{(l)}}{-a_{1, i i}^{(l)}}, \\
& P_{(l, i)}\left\{x_{\tau}(\omega)=(l, j)\right\}=\frac{a_{1, i j}^{(l)}}{-a_{1, i}^{(l)}}, \quad i \neq j, \\
& P_{(l, i)}\left\{x_{\tau}(\omega)=(l+1, j)\right\}=\frac{a_{0, i j}^{(l)}}{-a_{1, i i}^{(l)}},
\end{aligned}
$$

it follows from Eq. (10.52) that

$$
\begin{aligned}
f_{(l, i)(k, j)}^{*}(s)= & H_{i}^{(l)}(s) \sum_{j^{\prime}=1}^{M_{l-1}} \frac{a_{2, j^{\prime}}^{(l)}}{-a_{1, i i}^{(l)}} f_{\left(l-1, j^{\prime}\right)(k, j)}^{*}(s)+H_{i}^{(l)}(s) \sum_{j^{\prime} \neq i}^{M_{l}} \frac{a_{1, i j^{\prime}}^{(l)}}{-a_{1, i i}^{(l)}} f_{\left(l, j^{\prime}\right)(k, j)}^{*}(s) \\
& +H_{i}^{(l)}(s) \sum_{j^{\prime}=1}^{M_{l+1}} \frac{a_{0, i j^{\prime}}^{(l)}}{-a_{1, i i}^{(l)}} f_{\left(l+1, j^{\prime}\right)(k, j)}^{*}(s),
\end{aligned}
$$

which leads to

$$
A_{2}^{(l)} \mathbf{f}_{l-1, k}^{*}(s)+\mathcal{A}_{1}^{(l)}(s) \mathbf{f}_{l, k}^{*}(s)+A_{0}^{(l)} \mathbf{f}_{l+1, k}^{*}(s)=0 .
$$

This completes the proof.
Let

$$
\begin{gathered}
\bar{U}_{0}(s)=\mathcal{A}_{1}^{(0)}(s), \\
\bar{U}_{i}(s)=\mathcal{A}_{1}^{(i)}(s)+A_{2}^{(i)}\left[-\bar{U}_{i-1}^{-1}(s)\right] A_{0}^{(i-1)}, \quad 1 \leqslant i \leqslant k-1,
\end{gathered}
$$

and

$$
\bar{G}_{i}(s)=\left[-\bar{U}_{i}^{-1}(s)\right] A_{0}^{(i)}, \quad 0 \leqslant i \leqslant k-1 .
$$

The following theorem provides expressions for the matrices $\mathbf{f}_{l, k}^{*}(s)$ for $0 \leqslant l \leqslant k-1$.

Theorem 10.7 If $s \geqslant 0$, then

$$
\mathbf{f}_{l, k}^{*}(s)=\prod_{j=l}^{k-1} \bar{G}_{j}(s), \quad 0 \leqslant l \leqslant k-1 .
$$

Proof Using Theorem 10.6, we have

$$
\begin{equation*}
\mathbf{A}_{k-1}(s) \overrightarrow{\mathbf{f}}_{k-1}^{*}(s)=-\vec{A}_{k-1}, \tag{10.53}
\end{equation*}
$$

where

$$
\begin{gathered}
\overrightarrow{\mathbf{f}}_{k-1}^{*}(s)=\left(\mathbf{f}_{0, k}^{*}(s)^{\mathrm{T}}, \mathbf{f}_{1, k}^{*}(s)^{\mathrm{T}}, \ldots, \mathbf{f}_{k-2, k}^{*}(s)^{\mathrm{T}}, \mathbf{f}_{k-1, k}^{*}(s)^{\mathrm{T}}\right)^{\mathrm{T}}, \\
\vec{A}_{k-1}(s)=\left(0^{\mathrm{T}}, 0^{\mathrm{T}}, \ldots, 0^{\mathrm{T}},\left[A_{0}^{(k-1)}\right]^{\mathrm{T}}\right)^{\mathrm{T}}
\end{gathered}
$$

and

$$
\mathbf{A}_{k-1}(s)=\left(\begin{array}{ccccc}
\mathcal{A}_{1}^{(0)}(s) & A_{0}^{(0)} & & & \\
A_{2}^{(1)} & \mathcal{A}_{1}^{(1)}(s) & A_{0}^{(1)} & & \\
& \ddots & \ddots & \ddots & \\
& & A_{2}^{(k-2)} & \mathcal{A}_{1}^{(k-2)}(s) & A_{0}^{(k-2)} \\
& & & A_{2}^{(k-1)} & \mathcal{A}_{1}^{(k-1)}(s)
\end{array}\right) .
$$

Since the QBD process given in Eq. (1.17) is irreducible, the QBD process $\mathbf{A}_{k-1}(s)$ for $s \geqslant 0$ is transient so that the matrix $\mathbf{A}_{k-1}(s)$ is invertible. Note that

$$
\mathbf{A}_{k-1}(s)=\left[I-\bar{R}_{L}(s)\right] \bar{U}_{D}(s)\left[I-\bar{G}_{U}(s)\right],
$$

it follows from Eq. (10.53) that

$$
\overrightarrow{\mathbf{f}}_{k-1}^{*}(s)=\left[I-\bar{G}_{U}(s)\right]^{-1}\left[-\bar{U}_{D}(s)\right]^{-1}\left[I-\bar{R}_{L}(s)\right]^{-1} \vec{A}_{k-1}(s),
$$

where

$$
\begin{gathered}
{\left[I-\bar{G}_{U}(s)\right]^{-1}=\left(\begin{array}{ccccc}
I & Y_{1}^{(0)} & Y_{2}^{(0)} & \ldots & Y_{k-1}^{(0)} \\
& I & Y_{1}^{(1)} & \ldots & Y_{k-2}^{(1)} \\
& & I & \ldots & Y_{k-3}^{(2)} \\
& & & \ddots & \vdots \\
& & & & I
\end{array}\right),} \\
{\left[-\bar{U}_{D}(s)\right]^{-1}=\operatorname{diag}\left(\left[-\bar{U}_{0}(s)\right]^{-1},\left[-\bar{U}_{1}(s)\right]^{-1}, \ldots,\left[-\bar{U}_{k-1}(s)\right]^{-1}\right)}
\end{gathered}
$$

and

$$
\left[I-\bar{R}_{L}(s)\right]^{-1}=\left(\begin{array}{ccccc}
I & & & & \\
X_{1}^{(1)} & I & & & \\
X_{2}^{(2)} & X_{1}^{(2)} & I & & \\
\vdots & \vdots & \vdots & \ddots & \\
X_{k-1}^{(k-1)} & X_{k-2}^{(k-1)} & X_{k-3}^{(k-1)} & \ldots & I
\end{array}\right) .
$$

After some matrix computations, we have

$$
\mathbf{f}_{l, k}^{*}(s)=Y_{k-1-l}^{(l)}\left[-\bar{U}_{k-1}(s)\right]^{-1} A_{0}^{(k-1)}=\prod_{j=l}^{k-1} \bar{G}_{j}(s) .
$$

This completes the proof.
From Theorem 10.7 we easily obtain the following corollary.
Corollary 10.1 If $0 \leqslant l \leqslant k-1$, then

$$
\mathbf{f}_{l, k}^{*}(s)=\mathbf{f}_{l, l+1}^{*}(s) \mathbf{f}_{l+1, l+2}^{*}(s) \ldots \mathbf{f}_{k-2, k-1}^{*}(s) \mathbf{f}_{k-1, k}^{*}(s) .
$$

Now, we compute the conditional moments of the reward process $\xi_{k}^{(j)}(\omega)$. Let

$$
m_{(l, i)(k, j)}^{(g)}=\mathbf{E}_{(l, i)}\left[\xi_{k}^{(j)}(\omega)^{g}\right]
$$

and

$$
M_{l, k}^{(g)}=\left(m_{(l, i)(k, j)}^{(g)}\right)_{1 \leqslant i \leqslant M_{l}, 1 \leqslant j \leqslant M_{k}}, \quad 0 \leqslant l \leqslant k-1, g \geqslant 1 .
$$

We write

$$
\Psi_{l, k}^{(g-1)}= \begin{cases}\operatorname{diag}\left(V(l, 1), V(l, 2), \ldots, V\left(l, M_{l}\right)\right) \prod_{j=l}^{k-1} \bar{G}_{j}(0), & \text { if } g=1 \\ \operatorname{diag}\left(V(l, 1), V(l, 2), \ldots, V\left(l, M_{l}\right)\right)\left(g M_{l, k}^{(g-1)}\right), & \text { if } g \geqslant 2\end{cases}
$$

for $0 \leqslant l \leqslant k-1$.
Note that

$$
m_{(l, i)(k, j)}^{(g)}=(-1)^{g} \frac{\mathrm{~d}^{g}}{\mathrm{~d} s^{g}} f_{(l, i)(k, j)}^{*}(s)_{\mid s=0},
$$

it follows from Theorem 10.6 that the matrix sequence $\left\{M_{l, k}^{(g)}, g \geqslant 1,0 \leqslant l \leqslant k-1\right\}$ satisfies the system of matrix equations

$$
\begin{gather*}
\Psi_{0, k}^{(g-1)}+A_{1}^{(0)} M_{0, k}^{(g)}+A_{0}^{(0)} M_{1, k}^{(g)}=0,  \tag{10.54}\\
\Psi_{l, k}^{(g-1)}+A_{2}^{(l)} M_{l-1, k}^{(g)}+A_{1}^{(l)} M_{l, k}^{(g)}+A_{0}^{(l)} M_{l+1, k}^{(g)}=0, \quad 1 \leqslant l \leqslant k-2, \tag{10.55}
\end{gather*}
$$

$$
\begin{equation*}
\Psi_{k-1, k}^{(g-1)}+A_{2}^{(k-1)} M_{k-2, k}^{(g)}+A_{1}^{(k-1)} M_{k-1, k}^{(g)}=0 . \tag{10.56}
\end{equation*}
$$

To solve the system of matrix equations Eq. (10.54), Eq. (10.55) and Eq. (10.56), let the matrix sequences $\left\{\bar{R}_{k}\right\},\left\{\bar{G}_{l}\right\}$ and $\left\{\bar{U}_{i}\right\}$ be the LU-type measures of the QBD process given in Eq. (1.17) for $N=k-2$. Based on this, the matrix sequences $\left\{X_{i}^{(k)}\right\}$ and $\left\{Y_{j}^{(l)}\right\}$ are defined by Eq. (1.32) and Eq. (1.33), respectively.

The following corollary provides an iterative relationship for the matrix sequence $\left\{M_{l, k}^{(g)}, g \geqslant 1,0 \leqslant l \leqslant k-1\right\}$.

## Corollary 10.2

$$
\begin{gathered}
M_{l, k}^{(g)}=\bar{G}_{l} M_{l+1, k}^{(g)}-\bar{U}_{l}^{-1} L_{l, k}^{(g)}, \quad 0 \leqslant l \leqslant k-2, \\
M_{k-1, k}^{(g)}=-\bar{U}_{k-1}^{-1}\left[\Psi_{k-1, k}^{(g-1)}-A_{2}^{(k-1)} L_{k-2, k}^{(g)}\right],
\end{gathered}
$$

where for $0 \leqslant l \leqslant k-2$,

$$
L_{l, k}^{(g)}=\Psi_{l, k}^{(g-1)}+\bar{R}_{l} \Psi_{l-1, k}^{(g-1)}+\bar{R}_{l} \bar{R}_{l-1} \Psi_{l-2, k}^{(g-1)}+\ldots+\bar{R}_{l} \bar{R}_{l-1} \ldots \bar{R}_{1} \Psi_{0, k}^{(g-1)} .
$$

Applying (2) of Theorem 1.2, the following corollary further expresses the matrix sequence $\left\{M_{m, k}^{(g)}, g \geqslant 1,0 \leqslant m \leqslant k-1\right\}$.

Corollary 10.3 For $g \geqslant 1,0 \leqslant m \leqslant k-1$,

$$
\begin{aligned}
M_{m, k}^{(g)}= & \sum_{n=0}^{m-1}\left[\left(-\bar{U}_{m}^{-1}\right) X_{m-n}^{(m)}+\sum_{i=1}^{k-1-m} Y_{i}^{(m)}\left(-\bar{U}_{i+m}^{-1}\right) X_{i+m-n}^{(i+m)}\right] \Psi_{n, k}^{(g-1)} \\
& +\left[\left(-\bar{U}_{m}^{-1}\right)+\sum_{i=1}^{k-1-m} Y_{i}^{(m)}\left(-\bar{U}_{i+m}^{-1}\right) X_{i}^{(i+m)}\right] \Psi_{m, k}^{(g-1)} \\
& +\sum_{n=m+1}^{k-1}\left[Y_{n-m}^{(m)}\left(-\bar{U}_{n}^{-1}\right)+\sum_{i=n-m+1}^{k-1-m} Y_{i}^{(m)}\left(-\bar{U}_{i+m}^{-1}\right) X_{i-(n-m)}^{(i+m)}\right] \Psi_{n, k}^{(g-1)} \\
& +\left(-\bar{U}_{k-1}^{-1}\right) X_{k-1-m}^{(k-1)} \Psi_{k-1, k}^{(g-1)} .
\end{aligned}
$$

Proof It follows from Eq. (10.54), Eq. (10.55) and Eq. (10.56) that

$$
\mathcal{A}_{k-1}^{*} \overrightarrow{\mathbf{M}}_{k-1}^{(g)}=-\vec{\Psi}_{k-1}^{(g-1)},
$$

where

$$
\begin{gathered}
\overrightarrow{\mathbf{M}}_{k-1}^{(g)}=\left(\left[M_{0, k}^{(g)}\right]^{\mathrm{T}},\left[M_{1, k}^{(g)}\right]^{\mathrm{T}}, \ldots,\left[M_{k-1, k}^{(g)}\right]^{\mathrm{T}}\right)^{\mathrm{T}}, \\
\vec{\Psi}_{k-1}^{(g-1)}=\left(\left[\Psi_{0, k}^{(g-1)}\right]^{\mathrm{T}},\left[\Psi_{1, k}^{(g-1)}\right]^{\mathrm{T}}, \ldots,\left[\Psi_{k-1, k}^{(g-1)}\right]^{\mathrm{T}}\right)^{\mathrm{T}}
\end{gathered}
$$

and

$$
\mathcal{A}_{k-1}^{*}=\left(\begin{array}{ccccc}
A_{1}^{(0)} & A_{0}^{(0)} & & & \\
A_{2}^{(1)} & A_{1}^{(1)} & A_{0}^{(1)} & & \\
& \ddots & \ddots & \ddots & \\
& & A_{2}^{(k-2)} & A_{1}^{(k-2)} & A_{0}^{(k-2)} \\
& & & A_{2}^{(k-1)} & A_{1}^{(k-1)}
\end{array}\right) .
$$

Since the QBD process given in Eq. (1.17) is irreducible, the matrix $\mathcal{A}_{k-1}^{*}$ is invertible for $k \geqslant 1$, using (2) in Theorem 1.2 some matrix computations yield the desired result.

### 10.7 An Up-Type Reward Process in Infinitely-Many Levels

In this section, we consider an up-type reward process, defined in infinitely-many levels, of the QBD process given in Eq. (1.16). We provide expressions for the Laplace transforms of the conditional distributions of the up-type reward process and its conditional moments.

We define

$$
\eta_{k}(\omega)= \begin{cases}\inf \left\{t \geqslant 0: x_{t}^{L}(\omega)=k\right\}, & \text { if the } t \text { - set is not empty, } \\ +\infty, & \text { otherwise },\end{cases}
$$

where $x_{t}^{L}(\omega)$ denotes the level number of the QBD process at time $t$. It is easy to see from Eq. (10.48) that

$$
\begin{equation*}
\eta_{k}(\omega)=\min _{1 \leq j \leq M_{k}}\left\{\eta_{k}^{(j)}(\omega)\right\} . \tag{10.57}
\end{equation*}
$$

If the initial state $x_{0}(\omega)=(l, i)$ with $0 \leqslant l<k$, then the sequence $\left\{\eta_{k}(\omega)\right\}$ is monotonely increasing for $k>l$. Therefore, the limit: $\lim _{k \rightarrow \infty} \eta_{k}(\omega)$ either $<+\infty$ or $=+\infty$, a.s.. Let

$$
\begin{equation*}
\eta(\omega)=\lim _{k \rightarrow \infty} \eta_{k}(\omega), \text { a.s.. } \tag{10.58}
\end{equation*}
$$

Then

$$
\eta(\omega)= \begin{cases}\inf \left\{t \geqslant 0: x_{t}^{L}(\omega)=+\infty\right\}, & \text { if the } t \text {-set is not empty, } \\ +\infty, & \text { otherwise },\end{cases}
$$

where $x_{t}^{L}(\omega)=+\infty$ means that the level number of the QBD process can not be finite at time $t$.

We show below that $\eta(\omega)$ is also a limit of other time sequences. To do this, we define a sequence of state jumping times as follows:

Since the QBD process $\mathcal{X}=\left\{x_{t}(\omega), t \geqslant 0\right\}$ is a Markov jump process,

$$
\tau_{1}(\omega)=\inf \left\{t \geqslant 0: x_{t}(\omega) \neq x_{0}(\omega)\right\}
$$

is the first jump time of the QBD process. Define

$$
\begin{equation*}
\mathcal{Y}_{1}=\left\{y_{t}(\omega)=x_{\tau_{1}+t}(\omega), t \geqslant 0\right\} . \tag{10.59}
\end{equation*}
$$

Using the strong Markov property, $\mathcal{Y}_{1}$ is also a Markov jump process with the same infinitesimal generator as that of the QBD process $\mathcal{X}$, and

$$
\begin{equation*}
\tau_{2}(\omega)=\inf \left\{t \geqslant 0: y_{t}(\omega) \neq y_{0}(\omega)\right\} \tag{10.60}
\end{equation*}
$$

is the second jump time of the QBD process $\mathcal{X}$ (or it is also the first jump time of the Markov process $\mathcal{Y}_{1}$ ). Similar arguments to Eq. (10.59) and Eq. (10.60) indicate that $\tau_{n}(\omega)$ is the $n$th jump time of the QBD process $\mathcal{X}$ for $n \geqslant 3$. It is easy to see that

$$
0=\tau_{0}(\omega)<\tau_{1}(\omega)<\tau_{2}(\omega)<\ldots<\tau_{n}(\omega)<\ldots, \quad \text { a.s.. }
$$

Hence, the limit: $\lim _{n \rightarrow \infty} \tau_{n}(\omega)$ either $<+\infty$ or $=+\infty$, a.s., and $\eta(\omega)=\lim _{n \rightarrow \infty} \tau_{n}(\omega)$.
Let

$$
\begin{gather*}
\xi_{k}(\omega)=\int_{0}^{\eta_{k}(\omega)} V\left(x_{t}(\omega)\right) \mathrm{d} t, \quad k \geqslant 0, \\
\xi(\omega)=\int_{0}^{\eta(\omega)} V\left(x_{t}(\omega)\right) \mathrm{d} t . \tag{10.61}
\end{gather*}
$$

Since $\left\{\eta_{k}(\omega)\right\}$ is monotonely increasing for $k>l$ and the function $V\left(x_{t}(\omega)\right)$ is non-zero nonnegative, the sequence $\left\{\xi_{k}(\omega)\right\}$ is also monotonely increasing for $k>l$. Hence,

$$
\xi(\omega)=\lim _{k \rightarrow+\infty} \xi_{k}(\omega), \quad \text { a.s.. }
$$

Remark 10.4 (1) If $V(k, j) \equiv 1$ for $k \geqslant 0$ and $1 \leqslant j \leqslant M_{k}$, then $\xi_{k}^{(i)}(\omega)=$ $\eta_{k}^{(i)}(\omega), \xi_{k}(\omega)=\eta_{k}(\omega)$ and $\xi(\omega)=\eta(\omega)$. This implies that the reward process becomes the first passage times.
(2) If

$$
V(l, j) \equiv \begin{cases}1, & \text { if } 0 \leqslant l \leqslant n \\ 0, & \text { otherwise }\end{cases}
$$

then $\xi_{k}(\omega)$ becomes the total sojourn time of the $Q B D$ process staying in levels 0 to $n$ before it enters level $k$ for the first time.

The following lemma provides a criterion for recognizing $\xi(\omega)=+\infty$.
Lemma 10.2 $\xi(\omega)=+\infty$, a.s., if and only if

$$
\sum_{k=0}^{\infty} \frac{V\left(n_{k}, i_{k}\right)}{-a_{1, i_{k} i_{k}}^{\left.n_{k}\right)}}=+\infty, \quad \text { a.s. }
$$

where $\left\{\left(n_{k}, i_{k}\right)\right\}$ is a sequence of jumping states on the sample path $\omega$ of the QBD process given in Eq. (1.16).

Based on this lemma, the following theorem provides a sufficient condition under which $\xi(\omega)=+\infty$, a.s.. The sufficient condition is simple to be verified in practice.

Theorem 10.8 Suppose that the function $V(k, j)$ for $k \geqslant 0,1 \leqslant j \leqslant M_{k}$ is non-zero nonnegative. If the $Q B D$ process is recurrent, then

$$
\xi(\omega)=+\infty, \quad \text { a.s.. }
$$

Proof If the function $V(k, j)$ for $k \geqslant 0,1 \leqslant j \leqslant M_{k}$ is non-zero nonnegative, then there always exists a state $\left(k^{*}, j^{*}\right)$ such that $V\left(k^{*}, j^{*}\right)>0$. Since the QBD process is recurrent, it follows from Proposition 1.2 in Asmussen [2] that there must exist a subsequence $\left\{\left(n_{k_{j}}, i_{k_{j}}\right)\right\}$ of the state sequence $\left\{\left(n_{k}, i_{k}\right)\right\}$ on the sample path $\omega$ such that

$$
n_{k_{j}}=k^{*}, \quad i_{k_{j}}=j^{*}, \quad j \geqslant 0 .
$$

Hence,

$$
\left.\sum_{k=0}^{\infty} \frac{V\left(n_{k}, i_{k}\right)}{-a_{1, i_{k} k_{k}}^{\left(n_{k}\right)}} \geqslant \sum_{j=0}^{\infty} \frac{V\left(n_{k_{j}}, i_{k_{j}}\right)}{-a_{1, i_{k_{j}}} n_{k_{j}} k_{j}}\right)=\sum_{j=0}^{\infty} \frac{V\left(k^{*}, j^{*}\right)}{-a_{1, j^{\prime} j^{*} j^{*}}^{\left(k^{*}\right)}}=+\infty, \quad \text { a.s.. }
$$

Using Lemma 10.2 leads to $\xi(\omega)=+\infty$, a.s.. This completes the proof.
We now express the Laplace transforms of the conditional distributions of the reward process $\xi(\omega)<+\infty$ a.s. and its conditional moments in terms of the UL-type $R G$-factorization.

We write

$$
\begin{gathered}
\phi_{(l, i)}^{*}(s)=E_{(l, i))}[\exp \{-s \xi(\omega)\}], \\
\Phi_{l}^{*}(s)=\left(\phi_{(l, 1)}^{*}(s), \phi_{(l, 2)}^{*}(s), \ldots, \phi_{\left(l, M_{l}\right)}^{*}(s)\right)^{\mathrm{T}}, \quad l \geqslant 0 .
\end{gathered}
$$

The following theorem provides a system of vector equations satisfied by the vector sequence $\left\{\Phi_{l}^{*}(s)\right\}$.

Theorem 10.9 The vector sequence $\left\{\Phi_{l}^{*}(s)\right\}$ satisfies the system of vector equations

$$
\begin{equation*}
\mathcal{A}_{1}^{(0)}(s) \Phi_{0}^{*}(s)+A_{0}^{(0)} \Phi_{1}^{*}(s)=0 \tag{10.62}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{2}^{(l)} \Phi_{l-1}^{*}(s)+\mathcal{A}_{1}^{(l)}(s) \Phi_{l}^{*}(s)+A_{0}^{(l)} \Phi_{l+1}^{*}(s)=0, \quad l \geqslant 1 . \tag{10.63}
\end{equation*}
$$

Proof We only prove Eq. (10.63), while Eq. (10.62) can be proved similarly. Using a similar method to Theorem 10.6 leads to

$$
\begin{aligned}
\phi_{(l, i)}^{*}(s)= & E_{(l, i)}\left[\exp \left\{-s \int_{0}^{\eta(\omega)} V\left(x_{t}(\omega)\right) \mathrm{d} t\right\}\right] \\
= & E_{(l, i)}\left[\exp \{-s V(l, i) \tau\} E_{x_{\tau(\omega)}}\left[\exp \left\{-s \int_{0}^{\eta(\omega)} V\left(x_{t}(\omega)\right) \mathrm{d} t\right\}\right]\right] \\
= & H_{i}^{(l)}(s) \sum_{j^{\prime}=1}^{M_{l-1}} \frac{a_{2, i^{\prime}}^{(l)}}{-a_{1, i i}^{(l)}} \phi_{\left(l-1, j^{\prime}\right)}^{*}(s)+H_{i}^{(l)}(s) \sum_{j^{\prime} \neq i}^{M_{l}} \frac{a_{1, i^{\prime}}^{(l)}}{-a_{1, i i}^{(l)}} \phi_{\left(l, j^{\prime}\right)}^{*}(s) \\
& +H_{i}^{(l)}(s) \sum_{j^{\prime}=1}^{M_{l+1}} \frac{a_{0, i i^{\prime}}^{(l)}}{-a_{1, i i}^{(l)}} \phi_{\left(l+1, j^{\prime}\right)}^{*}(s),
\end{aligned}
$$

which can be written in matrix form

$$
A_{2}^{(l)} \Phi_{l-1}^{*}(s)+\mathcal{A}_{1}^{(l)}(s) \Phi_{l}^{*}(s)+A_{0}^{(l)} \Phi_{l+1}^{*}(s)=0 .
$$

This completes the proof.
We now use the UL-type $R G$-factorization Eq. (1.21) to solve the system of vector Eq. (10.62) and Eq. (10.63). Based on this, we provide an expression for the vector sequence $\left\{\Phi_{l}^{*}(s)\right\}$. We use the notation $\left\{R_{l}(s)\right\},\left\{G_{k}(s)\right\}$ and $\left\{U_{l}(s)\right\}$ to denote the UL-type measures of the QBD process with infinitesimal generator, given by

$$
\mathcal{Q}(s)=\left(\begin{array}{ccccc}
\mathcal{A}_{1}^{(0)}(s) & A_{0}^{(0)} & & & \\
A_{2}^{(1)} & \mathcal{A}_{1}^{(1)}(s) & A_{0}^{(1)} & & \\
& A_{2}^{(2)} & \mathcal{A}_{1}^{(2)}(s) & A_{0}^{(2)} & \\
& & \ddots & \ddots & \ddots
\end{array}\right)
$$

For the matrix sequence $\left\{R_{l}(s)\right\}$ for $s>0$, following identically Theorem 3.1 in Latouche, Pearce and Taylor [27] or Lemma 7 in Bean, Pollett and Taylor [3], we give the following lemma, which will be used later in the proof of Theorem 10.10.

Lemma 10.3 For $s>0$, there exists a sequence $\left\{\rho_{k}(s), k \geqslant 0\right\}$ of positive scalars and a sequence $\left\{z_{k}(s), k \geqslant 0\right\}$ of non-zero nonnegative column vectors such that

$$
z_{k}(s)=\rho_{k}(s) R_{k}(s) z_{k+1}(s), \quad k \geqslant 0 .
$$

Using Lemma 10.3 and the $R G$-factorization Eq. (1.21), the following theorem describes the vector sequence $\left\{\Phi_{k}^{*}(s)\right\}$.

Theorem 10.10 For $s \geqslant 0$,

$$
\begin{gathered}
\Phi_{0}^{*}(s)=\left[-U_{0}(s)\right]^{-1} R_{0}(s) z_{1}(s), \\
\Phi_{1}^{*}(s)=G_{1}(s)\left[-U_{0}(s)\right]^{-1} R_{0}(s) z_{1}(s)+\left[-U_{1}(s)\right]^{-1} z_{1}(s)
\end{gathered}
$$

and for $k \geqslant 2$,

$$
\begin{aligned}
\Phi_{k}^{*}(s)= & \prod_{j=k}^{1} G_{j}(s)\left[-U_{0}(s)\right]^{-1} R_{0}(s) z_{1}(s) \\
& +\sum_{i=1}^{k} \prod_{j=k}^{i+1} G_{j}(s)\left[-U_{i}(s)\right]^{-1} \prod_{l=1}^{i-1} \rho_{l}(s) z_{i}(s) .
\end{aligned}
$$

Proof According to Eq. (1.21), the UL-type $R G$-factorization of the QBD process $\mathcal{Q}(s)$ for $s \geqslant 0$ is written as

$$
\mathcal{Q}(s)=\left[I-R_{U}(s)\right] U_{D}(s)\left[I-G_{L}(s)\right] .
$$

It follows from Theorem 10.9 that $\mathcal{Q}(s) \vec{\Phi}(s)=0$, where

$$
\vec{\Phi}(s)=\left(\Phi_{0}^{*}(s)^{\mathrm{T}}, \Phi_{1}^{*}(s)^{\mathrm{T}}, \Phi_{2}^{*}(s)^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}
$$

Hence,

$$
\begin{equation*}
\left[I-R_{U}(s)\right]\left[-U_{D}(s)\right]\left[I-G_{L}(s)\right] \vec{\Phi}(s)=0 . \tag{10.64}
\end{equation*}
$$

We now solve the equation Eq. (10.64) by two steps. In the first step, let

$$
v(s)=\left[-U_{D}(s)\right]\left[I-G_{L}(s)\right] \vec{\Phi}(s)
$$

partitioned according to the levels as

$$
v(s)=\left(v_{0}(s)^{\mathrm{T}}, v_{1}(s)^{\mathrm{T}}, v_{2}(s)^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} .
$$

This is equivalent to

$$
\begin{gather*}
\Phi_{0}^{*}(s)=\left[-U_{0}(s)\right]^{-1} v_{0}(s)  \tag{10.65}\\
\Phi_{k}^{*}(s)=G_{k}(s) \Phi_{k-1}^{*}(s)+\left[-U_{k}(s)\right]^{-1} v_{k}(s), \quad k \geqslant 1 . \tag{10.66}
\end{gather*}
$$

To determine the sequence $\left\{v_{k}(s)\right\}$, in the second step we solve

$$
\left[I-R_{U}(s)\right] v(s)=0,
$$

which is equivalent to

$$
\begin{equation*}
v_{k}(s)=R_{k}(s) v_{k+1}(s), \quad k \geqslant 0 \tag{10.67}
\end{equation*}
$$

Using Lemma 10.3 and Eq. (10.67) leads to

$$
\begin{gather*}
v_{0}(s)=R_{0}(s) z_{1}(s),  \tag{10.68}\\
v_{1}(s)=z_{1}(s),  \tag{10.69}\\
v_{k}(s)=\prod_{l=1}^{k-1} \rho_{l}(s) z_{k}(s), \quad k \geqslant 2 . \tag{10.70}
\end{gather*}
$$

Substituting Eq. (10.68), Eq. (10.68) and Eq. (10.70) into Eq. (10.65) and Eq. (10.66) leads to

$$
\begin{gathered}
\Phi_{0}^{*}(s)=\left[-U_{0}(s)\right]^{-1} R_{0}(s) z_{1}(s), \\
\Phi_{1}^{*}(s)=G_{1}(s)\left[-U_{0}(s)\right]^{-1} R_{0}(s) z_{1}(s)+\left[-U_{1}(s)\right]^{-1} z_{1}(s)
\end{gathered}
$$

and for $k \geqslant 2$,

$$
\begin{aligned}
\Phi_{k}^{*}(s)= & G_{k}(s) \Phi_{k-1}^{*}(s)+\left[-U_{k}(s)\right]^{-1} \prod_{l=1}^{k-1} \rho_{l}(s) z_{k}(s) \\
= & G_{k}(s) G_{k-1}(s) \Phi_{k-2}^{*}(s)+G_{k}(s)\left[-U_{k-1}(s)\right]^{-1} \prod_{l=1}^{k-2} \rho_{l}(s) z_{k-1}(s) \\
& +\left[-U_{k}(s)\right]^{-1} \prod_{l=1}^{k-1} \rho_{l}(s) z_{k}(s) \\
= & \cdots \\
= & \prod_{j=k}^{1} G_{j}(s)\left[-U_{0}(s)\right]^{-1} R_{0}(s) z_{1}(s) \\
& +\sum_{i=1}^{k} \prod_{j=k}^{i+1} G_{j}(s)\left[-U_{i}(s)\right]^{-1} \prod_{l=1}^{i-1} \rho_{l}(s) z_{i}(s) .
\end{aligned}
$$

This completes the proof.
We now compute the conditional moments of the reward process.
For $g \geqslant 1, l \geqslant 0$, we write

$$
\begin{gathered}
m_{(l, i)}^{(g)}=E_{(l, i))}\left[\xi(\omega)^{g}\right], \\
M_{l}^{(g)}=\left(m_{(l, 1)}^{(g)}, m_{l, 2)}^{(g)}, \ldots, m_{\left(l, M_{l}\right)}^{(g)}\right)^{\mathrm{T}}
\end{gathered}
$$

and

$$
\Psi_{l}^{(g-1)}= \begin{cases}\operatorname{diag}\left(V(l, 1), V(l, 2), \ldots, V\left(l, M_{l}\right)\right) \Phi_{l}^{*}(0), & \text { if } g=1, \\ \operatorname{diag}\left(V(l, 1), V(l, 2), \ldots, V\left(l, M_{l}\right)\right)\left(g M_{l}^{(g-1)}\right), & \text { if } g \geqslant 2\end{cases}
$$

Based on Theorem 10.9, some computations yield that the vector sequence $\left\{M_{l}^{(g)}\right\}$ satisfies the system of vector equations

$$
\begin{equation*}
\Psi_{0}^{(g-1)}+A_{1}^{(0)} M_{0}^{(g)}+A_{0}^{(0)} M_{1}^{(g)}=0 \tag{10.71}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{l}^{(g-1)}+A_{2}^{(1)} M_{l-1}^{(g)}+A_{1}^{(1)} M_{l}^{(g)}+A_{0}^{(l)} M_{l+1}^{(g)}=0, \quad g \geqslant 1, l \geqslant 1 . \tag{10.72}
\end{equation*}
$$

Using (1) of Theorem 1.2 to solve the system of vector Eq. (10.71) and Eq. (10.72), we have the following corollary.
Corollary 10.4 The vector sequence $\left\{M_{m}^{(g)}, g \geqslant 1, m \geqslant 0\right\}$ is given by

$$
\begin{aligned}
M_{m}^{(g)}= & \sum_{n=0}^{m-1}\left[\left(-\bar{U}_{m}^{-1}\right) X_{m-n}^{(m)}+\sum_{i=1}^{\infty} Y_{i}^{(m)}\left(-\bar{U}_{i+m}^{-1}\right) X_{i+m-n}^{(i+m)}\right] \Psi_{n}^{(g-1)} \\
& +\left[\left(-\bar{U}_{m}^{-1}\right)+\sum_{i=1}^{\infty} Y_{i}^{(m)}\left(-\bar{U}_{i+m}^{-1}\right) X_{i}^{(i+m)}\right] \Psi_{m}^{(g-1)} \\
& +\sum_{n=m+1}^{\infty}\left[Y_{n-m}^{(m)}\left(-\bar{U}_{n}^{-1}\right)+\sum_{i=n-m+1}^{\infty} Y_{i}^{(m)}\left(-\bar{U}_{i+m}^{-1}\right) X_{i-(n-m)}^{(i+m)}\right] \Psi_{n}^{(g-1)} .
\end{aligned}
$$

It is easy to see from Corollary 10.4 that $\xi(\omega)=+\infty$, a.s., if and only if $M_{m}^{(1)}$ are infinite for some $m \geqslant 0$. For example, $M_{m}^{(1)}$ has a simple expression for a birth-death process. In this case, $M_{m}^{(1)}=+\infty$ is a useful condition under which $\xi(\omega)=+\infty$, a.s..

### 10.8 A Down-Type Peward Process

In this section, we consider a down-type reward process and a return-type reward process for the QBD process given in Eq. (1.16). By means of the $R G$-factorizations, we first express the Laplace transforms of the conditional distributions of the downtype reward process and its conditional moments. Based on the up- and down-type reward processes, we then provide a way to study the return-type reward process.

Let

$$
\xi_{0}^{(j)}(\omega)=\int_{0}^{\eta_{0}^{(j)}(\omega)} V\left(x_{t}(\omega)\right) \mathrm{d} t,
$$

which is called a down-type reward process.
Given that a level-independent QBD process starts at level 1, the down-type reward process $\xi_{0}^{(j)}(\omega)$ is a reward-type generalization of the busy period or the fundamental period, which is referred to Subsection 2.2 in Neuts [40] for more details.

We write

$$
\begin{aligned}
& G_{k,(i, j)}(x)=P_{(k, i)}\left\{\xi_{0}^{(j)}(\omega) \leqslant x\right\}, \\
& G_{k}(x)=\left[G_{k,(i, j)}(x)\right]_{1 \leqslant i \leqslant M_{k}, 1 \leqslant j \leqslant M_{0}}
\end{aligned}
$$

and

$$
\mathbf{g}_{k}^{*}(s)=\int_{0}^{+\infty} e^{-s x} \mathrm{~d} G_{k}(x) .
$$

A similar argument to the proof of Theorem 10.6 yields the following lemma.
Lemma 10.4 The matrix sequence $\left\{\mathbf{g}_{k}^{*}(s)\right\}$ satisfies the system of matrix equations

$$
\begin{equation*}
A_{2}^{(1)}+\mathcal{A}_{1}^{(1)}(s) \mathbf{g}_{1}^{*}(s)+A_{0}^{(1)} \mathbf{g}_{2}^{*}(s)=0 \tag{10.73}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{2}^{(k)} \mathbf{g}_{k-1}^{*}(s)+\mathcal{A}_{1}^{(k)}(s) \mathbf{g}_{k}^{*}(s)+A_{0}^{(k)} \mathbf{g}_{k+1}^{*}(s)=0, \quad k \geqslant 2 \tag{10.74}
\end{equation*}
$$

Based on Lemma 10.4, we explicitly express the sequence $\left\{\mathbf{g}_{k}^{*}(s)\right\}$ in the following theorem.

Theorem 10.11 For $s \geqslant 0$,

$$
\mathbf{g}_{k}^{*}(s)=G_{k}(s) G_{k-1}(s) G_{k-2}(s) \ldots G_{1}(s), \quad k \geqslant 1,
$$

where the sequence $\left\{G_{k}(s)\right\}$ is the UL-type G-measure of the QBD process whose infinitesimal generator is given by

$$
\mathcal{Q}(s)=\left(\begin{array}{ccccc}
\mathcal{A}_{1}^{(1)}(s) & A_{0}^{(1)} & & & \\
A_{2}^{(2)} & \mathcal{A}_{1}^{(2)}(s) & A_{0}^{(2)} & & \\
& A_{2}^{(3)} & \mathcal{A}_{1}^{(3)}(s) & A_{0}^{(3)} & \\
& & \ddots & \ddots & \ddots
\end{array}\right) .
$$

Proof Let $\vec{g}(s)=\left(\mathbf{g}_{1}^{*}(s)^{\mathrm{T}}, \mathbf{g}_{2}^{*}(s)^{\mathrm{T}}, \mathbf{g}_{3}^{*}(s)^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}$. Then it follows from Lemma 10.4 that $\mathcal{Q}(s) \vec{g}(s)=\left(-\left[A_{2}^{(1)}\right]^{\mathrm{T}}, 0^{\mathrm{T}}, 0^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}$. Using the UL-type $R G$-factorization leads to

$$
\begin{align*}
\vec{g}(s) & =\left[I-G_{L}(s)\right]^{-1}\left[U_{D}(s)\right]^{-1}\left[I-R_{U}(s)\right]^{-1}\left(-\left[A_{2}^{(1)}\right]^{\mathrm{T}}, 0^{\mathrm{T}}, 0^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} \\
& =\left(\left\{\left[-U_{1}(s)\right]^{-1} A_{2}^{(1)}\right\}^{\mathrm{T}},\left\{Z_{1}^{(1)}\left[-U_{1}(s)\right]^{-1} A_{2}^{(1)}\right\}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}, \tag{10.75}
\end{align*}
$$

where

$$
Z_{k}^{(k)}=G_{k}(s) G_{k-1}(s) G_{k-2}(s) \ldots G_{2}(s), \quad k \geqslant 1 .
$$

Notice that $\left[-U_{1}^{-1}(s)\right] A_{2}^{(1)}=G_{1}(s)$, and so Eq. (10.75) gives the desired result.
We write

$$
w_{k,(i, j)}^{*}(s)=E_{(k, i)}\left[\exp \left\{-\int_{0}^{\eta_{k=2}^{(i)}} V\left(x_{t}\right) \mathrm{d} t\right\}\right]
$$

and the matrix

$$
w_{k}^{*}(s)=\left[w_{k,(i, j)}^{*}(s)\right]_{1 \leqslant i \leqslant M_{k}, 1 \leqslant j \leqslant M_{k-1}} .
$$

The following theorem provides expression for the sequence $\left\{\mathbf{g}_{k}^{*}(s)\right\}$ in terms of the skip-free property of the QBD process.

Theorem 10.12

$$
\begin{equation*}
\mathbf{g}_{k}^{*}(s)=w_{k}^{*}(s) w_{k-1}^{*}(s) \ldots w_{1}^{*}(s), \tag{10.76}
\end{equation*}
$$

where the matrix sequence $\left\{w_{l}^{*}(s)\right\}$ satisfies the system of matrix equations

$$
\begin{equation*}
A_{2}^{(k)}+\mathcal{A}_{1}^{(k)}(s) w_{k}^{*}(s)+A_{0}^{(k)} w_{k+1}^{*}(s) w_{k}^{*}(s)=0, \quad k \geqslant 1 . \tag{10.77}
\end{equation*}
$$

Proof Similar argument to the proof of Theorem 10.6 leads to

$$
\begin{aligned}
\mathbf{w}_{k,(i, j)}^{*}(s)= & H_{i}^{(k)}(s) \frac{a_{2, i j}^{(k)}}{-a_{1, i i}^{(k)}}+H_{i}^{(k)}(s) \sum_{j^{\prime} \neq i}^{M_{k}} \frac{a_{1, i j^{\prime}}^{(k)}}{-a_{1, i i}^{(k)}} \mathbf{w}_{k,\left(j^{\prime}, j\right)}^{*}(s) \\
& +H_{i}^{(k)}(s) \sum_{j^{\prime}=1}^{M_{k+1}} \frac{a_{0, i^{\prime}}^{(k)}}{-a_{1, i i}^{(k)}} \sum_{m=1}^{M_{k}} \mathbf{w}_{k+1,\left(j^{\prime}, m\right)}^{*}(s) \mathbf{w}_{k,(m, j)}^{*}(s),
\end{aligned}
$$

which is equivalent to Eq. (10.77). Note that when the QBD process arrives at level 0 from the initial level $k$, it certainly needs to pass through level $k-1$, level $k-2, \ldots$, level 2 and level 1 . Therefore, we get

$$
\mathbf{g}_{k,(i, j)}^{*}(s)=\sum_{i_{i}=1}^{M_{1}} \sum_{i_{2}=1}^{M_{2}} \cdots \sum_{i_{k-1}=1}^{M_{k-1}} \mathbf{w}_{k,\left(i, i_{k-1}\right)}^{*}(s) \mathbf{w}_{k-1,\left(i_{1-1}, i_{k-2}\right)}^{*}(s) \ldots \mathbf{w}_{1,(i, j)}^{*}(s),
$$

which is equivalent to Eq. (10.76).
For a level-independent QBD process, according to Theorem 10.12 we have the following corollary.

Corollary 10.5 If $A_{2}^{(l)}=A_{2}$ for $l \geqslant 2, A_{1}^{(k)}=A_{1}$ and $A_{0}^{(k)}=A_{0}$ for $k \geqslant 1$, then

$$
\begin{aligned}
& w_{l}^{*}(s)=w^{*}(s), \quad l \geqslant 2, \\
& \mathbf{g}_{k}^{*}(s)=w^{*}(s)^{k-1} w_{1}^{*}(s) .
\end{aligned}
$$

In particular,

$$
\mathbf{g}_{k}^{*}(0)=G^{k-1} G_{1}, \quad k \geqslant 1,
$$

where $G_{1}=w_{1}^{*}(0)$ and $G$ is the minimal nonnegative solution to the matrix equation

$$
A_{2}+A_{1} G+A_{0} G^{2}=0 .
$$

Remark 10.5 (1) Let $G_{k}=w_{k}^{*}(0)$ for $k \geqslant 1$. Then the matrix sequence $\left\{G_{k}\right\}$ is the minimal nonnegative solution to the system of matrix equations

$$
A_{2}^{(k)}+A_{1}^{(k)} G_{k}+A_{0}^{(k)} G_{k+1} G_{k}=0, \quad k \geqslant 1 .
$$

(2) If $V(k, j)=1$ for all $k \geqslant 0,1 \leqslant j \leqslant M_{k}$, then the matrix sequence $\left\{G_{k}, k \geqslant 1\right\}$ is the same as (43) in Ramaswami and Taylor [46].

We now compute the conditional moments of the random variable $\xi_{0}^{(j)}(\omega)$. Let

$$
m_{k,(i, j)}^{(g)}=E_{(k, i)}\left[\xi_{0}^{(j)}(\omega)^{g}\right]
$$

and the matrix

$$
\mathcal{M}_{k}^{(g)}=\left(m_{k,(i, j)}^{(g)}\right)_{1 \leqslant i \leqslant M_{k}, 1 \leqslant j \leqslant M_{0}}, \quad g \geqslant 1 .
$$

We write

$$
\Psi_{k}^{(g)}= \begin{cases}\operatorname{diag}\left(V(k, 1), V(k, 2), \ldots, V\left(k, M_{k}\right)\right) \prod_{j=k}^{1} G_{j}, & \text { if } g=0, \\ \operatorname{diag}\left(V(k, 1), V(k, 2), \ldots, V\left(k, M_{k}\right)\right)\left(g \mathcal{M}_{k}^{(g-1)}\right), & \text { if } g \geqslant 1,\end{cases}
$$

where the matrix sequence $\left\{G_{k}\right\}$ is given in (1) of Remark 10.5.
Note that

$$
m_{k,(i, j)}^{(g)}=(-1)^{g} \frac{\mathrm{~d}^{g}}{\mathrm{~d} s^{g}} g_{k,(i, j)}^{*}(s)_{\mid s=0},
$$

it follows from Eq. (10.73) and Eq. (10.74) that the matrix sequence $\left\{\mathcal{M}_{m}^{(g)}, g \geqslant 1\right.$, $m \geqslant 1\}$. satisfies the system of matrix equations

$$
\begin{equation*}
\Psi_{1}^{(g-1)}+A_{1}^{(1)} \mathcal{M}_{1}^{(g)}+A_{0}^{(1)} \mathcal{M}_{2}^{(g)}=0 \tag{10.78}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{k}^{(g-1)}+A_{2}^{(k)} \mathcal{M}_{k-1}^{(g)}+A_{1}^{(k)} \mathcal{M}_{k}^{(g)}+A_{0}^{(k)} \mathcal{M}_{k+1}^{(g)}=0, \quad k \geqslant 2 . \tag{10.79}
\end{equation*}
$$

The following corollary gives an expression for the matrix sequence $\left\{\mathcal{M}_{m}^{(g)}, g \geqslant 1\right.$, $m \geqslant 1\}$.

Corollary 10.6 For $g \geqslant 1, m \geqslant 1$,

$$
\begin{aligned}
\mathcal{M}_{m}^{(g)}= & \sum_{n=0}^{m-1}\left[\left(-\bar{U}_{m}^{-1}\right) X_{m-n}^{(m)}+\sum_{i=1}^{\infty} Y_{i}^{(m)}\left(-\bar{U}_{i+m}^{-1}\right) X_{i+m-n}^{(i+m)}\right] \Psi_{n}^{(g-1)} \\
& +\left[\left(-\bar{U}_{m}^{-1}\right)+\sum_{i=1}^{\infty} Y_{i}^{(m)}\left(-\bar{U}_{i+m}^{-1}\right) X_{i}^{(i+m)}\right] \Psi_{m}^{(g-1)} \\
& +\sum_{n=m+1}^{\infty}\left[Y_{n-m}^{(m)}\left(-\bar{U}_{n}^{-1}\right)+\sum_{i=n-m+1}^{\infty} Y_{i}^{(m)}\left(-\bar{U}_{i+m}^{-1}\right) X_{i-(n-m)}^{(i+m)}\right] \Psi_{n}^{(g-1)},
\end{aligned}
$$

where $\left\{\bar{R}_{k}\right\},\left\{\bar{G}_{l}\right\}$ and $\left\{\bar{U}_{l}\right\}$ are the LU-type measures of the $Q B D$ process whose infinitesimal generator is given by

$$
\mathcal{A}=\left(\begin{array}{ccccc}
A_{1}^{(1)} & A_{0}^{(1)} & & &  \tag{10.80}\\
A_{2}^{(2)} & A_{1}^{(2)} & A_{0}^{(2)} & & \\
& A_{2}^{(3)} & A_{1}^{(3)} & A_{0}^{(3)} & \\
& & \ddots & \ddots & \ddots
\end{array}\right),
$$

and $\left\{X_{k}^{(l)}, 1 \leqslant k \leqslant l\right\}$ and $\left\{Y_{k}^{(l)}, k \geqslant 1, l \geqslant 0\right\}$ are respectively expressed by $\left\{\bar{R}_{k}\right\}$ and $\left\{\bar{G}_{l}\right\}$ according to Eq. (1.32) and Eq. (1.33).

Proof It follows from Eq. (10.78) and Eq. (10.79) that $\mathcal{A} \overrightarrow{\mathbf{M}}^{(g)}=-\vec{\Psi}^{(g-1)}$, where

$$
\overrightarrow{\mathbf{M}}^{(g)}=\left(\left[\mathcal{M}_{1}^{(g)}\right]^{\mathrm{T}},\left[\mathcal{M}_{2}^{(g)}\right]^{\mathrm{T}},\left[\mathcal{M}_{3}^{(g)}\right]^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}
$$

and

$$
\vec{\Psi}^{(g-1)}=\left(\left[\Psi_{1}^{(g-1)}\right]^{\mathrm{T}},\left[\Psi_{2}^{(g-1)}\right]^{\mathrm{T}},\left[\Psi_{3}^{(g-1)}\right]^{\mathrm{T}}, \ldots\right)^{\mathrm{T}} .
$$

Using (1) of Theorem 1.2 to solve the equation $\mathcal{A} \overrightarrow{\mathbf{M}}^{(g)}=-\vec{\Psi}^{(g-1)}$, we obtain the desired result.

Finally, we study a return-type reward process and express the Laplace transforms of its conditional distributions in terms of the up- and down-type reward process discussed above.

If the QBD process starts at state $(k, i)$ at time 0 , then $\eta_{k}^{(j)}(\omega)$ is called the first return time to state $(k, i)$.

We write

$$
h_{k,(i, j)}^{*}(s)=E_{(k, i)}\left[e^{-s \xi_{k}^{(j)}(\omega)}\right]
$$

and the matrix

$$
h_{k}^{*}(s)=\left(h_{k,(i, j)}(s)\right)_{1 \leqslant i, j \leqslant M_{k}} .
$$

Using the law of total probability, we obatin

$$
\begin{equation*}
h_{0}^{*}(s)=-\left[\mathcal{A}_{1}^{(0)}(s)\right]^{-1} A_{0}^{(0)} w_{1}^{*}(s) \tag{10.81}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{k}^{*}(s)=-\left[\mathcal{A}_{1}^{(k)}(s)\right]^{-1}\left[A_{2}^{(k)} f_{k-1, k}^{*}(s)+A_{0}^{(k)} w_{k+1}^{*}(s)\right], \quad k \geqslant 1 . \tag{10.82}
\end{equation*}
$$

Clearly, it is not difficult to further derive the conditional moments of the return-type reward process according to Eq. (10.81) and Eq. (10.82).

### 10.9 Discrete-Time Markov Reward Processes

In this section, we provide a simple introdution to reward process of an irreducible discrete-time block-structured Markov chain. By using the UL- and LU-types of $R G$-factorizations, we provide expressions for conditional distributions and conditional moments of the reward process.

Consider an irreducible discrete-time block-structured Markov chain $\left\{X_{n}\right.$, $n \geqslant 0\}$ whose transition probability matrix is given by Eq. (2.1), or

$$
P=\left(\begin{array}{cccc}
P_{0,0} & P_{0,1} & P_{0,2} & \cdots \\
P_{1,0} & P_{1,1} & P_{1,2} & \cdots \\
P_{2,0} & P_{2,1} & P_{2,2} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right) .
$$

Let $\pi(0)=\left(\pi_{0}(0), \pi_{1}(0), \pi_{2}(0), \ldots\right)$ be the initial probability vector of the Markov chain $\left\{X_{n}, n \geqslant 0\right\}$, that is, the $(k, i)$ th entry of $\pi(0)$ is given by

$$
\pi_{k, i}(0)=P\left\{X_{0}=(k, i)\right\} .
$$

Obviously, the transient probability vector of the Markov chain at time $n$ is given by $\pi(n)=\pi(0) P^{n}, n \geqslant 0$.

Let $f(x)$ be a reward rate with repect to state $x$ of the Markov chain $\left\{X_{n}, n \geqslant 0\right\}$, i.e., the reward rate is $f(k, i)$ if the Markov chain $\left\{X_{n}, n \geqslant 0\right\}$ is at state $(k, i)$. Then the random variable $f\left(X_{n}\right)$ is the instantaneous reward rate at time $n$. Hence

$$
\begin{equation*}
E\left[f\left(X_{n}\right)\right]=\sum_{(k, i) \in \Omega} \pi_{k, i}(n) f(k, i)=\sum_{k=0}^{\infty} \pi_{k}(n) f_{k}=\pi(n) f \tag{10.83}
\end{equation*}
$$

and

$$
E\left[f\left(X_{n}\right)^{r}\right]=\sum_{(k, i) \in \Omega} \pi_{k, i}(n) f(k, i)^{r}, \quad r \geqslant 2 .
$$

At the same time, the probability distribution of the random variable $f\left(X_{n}\right)$ is given by

$$
P\left\{f\left(X_{n}\right) \leqslant x\right\}=\sum_{\substack{f(k, i) \leqslant x \\(k, i) \in \Omega}} \pi_{k, i}(n) .
$$

Also, the limit distribution of the random variable $f\left(X_{n}\right)$ is given by

$$
\lim _{n \rightarrow \infty} P\left\{f\left(X_{n}\right) \leqslant x\right\}=\sum_{\substack{f(k, i) \leqslant x \\(k, i) \in \Omega}} \pi_{k, i}
$$

If the Markov chain $\left\{X_{n}, n \geqslant 0\right\}$ is positive recurrent and $\pi$ is the stationary probability vector of the Markov chain, then $\lim _{n \rightarrow \infty} P^{n}=e \pi$ and $\lim _{n \rightarrow \infty} \pi(n)=\pi$. We write $\eta=\lim _{n \rightarrow \infty} E\left[f\left(X_{n}\right)\right]$. It is easy to see that

$$
\begin{equation*}
\eta=\sum_{(k, i) \in \Omega} \pi_{k, i} f(k, i)=\sum_{k=0}^{\infty} \pi_{k} f_{k}=\pi f \tag{10.84}
\end{equation*}
$$

Now, we analyze the accumulated reward over these times $0,1, \ldots, N$ as follows:

$$
\begin{equation*}
\Psi(N)=\sum_{n=0}^{N} f\left(X_{n}\right) \tag{10.85}
\end{equation*}
$$

Let $L(N)=\pi(0) \sum_{n=0}^{N} P^{n}$ and $\xi(N)=E[\Psi(N)]$. It is easy to check that

$$
\begin{equation*}
\xi(N)=\sum_{(k, i) \in \Omega} L_{k, i}(N) f(k, i)=\sum_{k=0}^{\infty} L_{k}(N) f_{k}=L(N) f \tag{10.86}
\end{equation*}
$$

and

$$
E\left[\Psi(N)^{r}\right]=\sum_{(k, i) \in \Omega} L_{k, i}(N) f(k, i)^{r}, \quad r \geqslant 2 .
$$

It follows from Eq. (10.86) that

$$
\begin{gather*}
\xi(0)=\pi(0) f  \tag{10.87}\\
\xi(N)=\xi(N-1)+\pi(0) P^{N} f, \quad N \geqslant 1 . \tag{10.88}
\end{gather*}
$$

Using the iterative relations Eq. (10.87) and Eq. (10.88), we can compute the reward value $\xi(N)$ for each $N \geqslant 0$.

The following proposition provides a useful property for the limit of the sequence $\{\xi(N)\}$.

Proposition 10.1 If the Markov chain $P$ is positive recurrent, $\pi(0) e>0$ and $f>0$, then $\lim _{N \rightarrow \infty} \xi(N)=+\infty$.

Proof Since the reward rate vector $f>0$, it is easy to see that the sequence $\{\xi(N)\}$ is non-decreasing. Thus the limit $\lim _{N \rightarrow \infty} \xi(N)$ is either finite or infinite.

We assume that $\xi=\lim _{N \rightarrow \infty} \xi(N)<+\infty$. Taking the limit $N \rightarrow \infty$ for the Eq. (10.88), and using $P^{N} \rightarrow e \pi$, we obtain

$$
\xi=\xi+\pi(0) e \cdot \pi f
$$

which leads to

$$
\pi(0) e \cdot \pi f=0
$$

This yields a contradiction due to the fact that $\pi(0) e>0$ and $\pi f>0$. Therefore, $\xi=\lim _{N \rightarrow \infty} \xi(N)=+\infty$. This completes the proof.

Remark 10.6 If the Markov chain P is transient, then

$$
L(\infty)=\pi(0)(I-P)_{\min }^{-1} .
$$

Thus we obtain

$$
\xi=\pi(0)(I-P)_{\min }^{-1} f .
$$

Proposition 10.1 provides a sufficient condition under which $\xi=+\infty$. However, this condition can have many forms once guaranteing that $\lim _{N \rightarrow \infty} \pi(0) P^{N} f \neq 0$. For this, we should introduce a discounted reward function as follows:

$$
\Phi(\beta, N)=\sum_{n=0}^{N} \beta^{n} f\left(X_{n}\right),
$$

where $\beta \in(0,1]$ is a discounted factor. It is clear that $\Phi(1, N)=\Psi(N)$, a.s.. Let $\varphi(\beta, N)=E[\Phi(\beta, N)]$. Then $\varphi(1, N)=\xi(N)$. In this case, we can compute the sequence $\{\varphi(\beta, N)\}$ according to the following iterative relations:

$$
\begin{aligned}
\varphi(\beta, 0) & =\pi(0) f \\
\varphi(\beta, N) & =\varphi(\beta, N-1)+\beta^{N} \pi(0) P^{N} f, \quad N \geqslant 1 .
\end{aligned}
$$

If $\beta^{N} P^{N} \rightarrow 0$ as $N \rightarrow \infty$, then

$$
\begin{equation*}
\varphi(\beta)=\varphi(\beta, \infty)=\pi(0)(I-\beta P)_{\min }^{-1} f . \tag{10.89}
\end{equation*}
$$

Using the UL-type $R G$-factorization, we have

$$
\varphi(\beta)=\pi(0)\left[I-G_{L}(\beta)\right]^{-1}\left[I-\Psi_{D}(\beta)\right]^{-1}\left[I-R_{U}(\beta)\right]^{-1} f
$$

or applying the LU-type $R G$-factorization, we obtain

$$
\varphi(\beta)=\pi(0)\left[I-\bar{G}_{U}(\beta)\right]^{-1}\left[I-\Phi_{D}(\beta)\right]^{-1}\left[I-\bar{R}_{L}(\beta)\right]^{-1} f .
$$

### 10.10 Notes in the Literature

Markov reward processes can accurately model practical systems that evolve stochastically over time. A Markov reward process consists of two elements: A Markov environment and an associated reward structure. Important examples include Naddor [38] for inventory systems, Daley [13] and Daley and Jacobs [14] for queues, Puri [41] for biological models, Kulkarni, Nicola and Trivedi [26], Masuda and Sumita [33], Donatiello and Grassi [17], Nabli and Sericola [37], and Vaidyanathan, Harper, Hunter and Trivedi [58] for communication networks.

Karlin and McGregor [24], Wang [59], Puri [41,42], and McNeil [35] studied Markov reward processes for a birth-death process. Darling and Kac [15], Kesten [25], Mclean and Neuts [34], Puri [43], Howard [23], Meyer [36], Masuda and Sumita [33], and Stenberg, Manca and Silvestrov [51] analyzed Markov reward processes for Markov or semi-Markov processes. Glasserman [18,19,20], Ho and Cao [22], Cassandras [9], and Cao [7,8] studied Markov reward processes by means of infinitesimal perturbation analysis. Bobbio and Trivedi [5] provided a method for computing the first completion time distribution of a continuous-time Markov reward chain. Reibman, Smith and Trivedi [47] gave an overview for transient numerical approach of Markov reward models. Readers may further refer to Trivedi and Wagner [57], Reibman and Trivedi [48], Ciardo, Marie, Sericola and Trivedi [11], Ciardo, Blakemore, Chimento, Muppala and Trivedi [10], Ciardo and Trivedi [12], Rubino and Sericola [49], Masuda [32], Qureshi and Sanders [44], Mallubhatla, Pattipati and Viswanadham [31], Telek, Pfening and Fodor [54,55], Brenner and Kumar [6], Abdallah and Hamza [1], de Souza e Silva and Gail [16], Telek and Rácz [56], Bladt, Meini, Neuts and Sericola [4], Rácz [45], Telek, Horváth and Horváth [52,53], Grassmann and Luo [21], Stefanov [50], and Lisnianski [30].

In this chapter, we mainly refer to $\operatorname{Li}$ [28,29], Reibman, Smith and Trivedi [47], Telek, Pfening and Fodor [54,55], and Rácz [45]. At the same time, we have also added some new results without publication for a more systematical organization.

## Problems

10.1 For a continuous-time level-dependent QBD process $\left\{X_{t}, t \geqslant 0\right\}$ with finitely-many levels, discuss the two reward processes $\left\{f\left(X_{t}\right)\right\}$ and $\{\Phi(t)\}$.
10.2 For a discrete-time level-dependent QBD process $\left\{X_{n}, n \geqslant 0\right\}$ with finitelymany levels, discuss the two reward processes $\left\{f\left(X_{n}\right)\right\}$ and $\{\Phi(n)\}$, where $\Phi(n)=\sum_{k=0}^{n} f\left(X_{k}\right)$.
10.3 For a continuous-time Markov chain of GI/M/1 type, study the reward process $\{\Phi(t)\}$.
10.4 For a continuous-time level-dependent QBD process $\left\{X_{t}, t \geqslant 0\right\}$ with infinitely-many levels, $\Gamma(x)=\min \{t: \Phi(t) \leqslant x\}, C(t, x)=P\{\Gamma(x) \leqslant t\}$, discuss the probability distribution $C(t, x)$.
10.5 For a continuous-time Markov chain of $M / G / 1$ type, study the probability distribution $C(t, x)$. Further, extend the results to a Markov chain of $G I / G / 1$ type. 10.6 Using the Markov reward process to study the multivariate PH distribution.
10.7 Consider an $M / G / 1$ queue with server breakdowns and repairs, where the distributions of the life time and repair time are exponential and general, respectively. A reward rate of 1 is assigned to all the system operational states and a reward rate of 0 is assigned to all the system failure states. Compute $E[f(X(t))], E[\Phi(t)], E[\Phi(t)] / t$ and $\lim _{t \rightarrow+\infty} E[\Phi(t)] / t$.
10.8 Consider a $P H / P H / 1$ queue. Let $N(t)$ be the number of customers in the system at time $t$. We define the reward rate

$$
f(N(t))= \begin{cases}1, & 0 \leqslant N(t) \leqslant M \\ 0, & N(t) \geqslant M+1\end{cases}
$$

Let $\Phi)(t)=\int_{0}^{t} f(N(x)) \mathrm{d} x$. Compute $E[\Phi(t)], E[\Phi(t)] / t$ and $\lim _{t \rightarrow+\infty} E[\Phi(t)] / t$.
10.9 Consider a $B M A P / G / 1$ queue. Let $N(t)$ be the number of customers in the system at time $t$. We define the reward rate

$$
f(N(t))= \begin{cases}1, & 0 \leqslant N(t) \leqslant M \\ 0, & N(t) \geqslant M+1\end{cases}
$$

Let $\Phi(t)=\int_{0}^{t} f(N(x)) \mathrm{d} x$. Compute $E[\Phi(t)], E[\Phi(t)] / t$ and $\lim _{t \rightarrow+\infty} E[\Phi(t)] / t$.
10.10 Consider a $M / M / c$ retrial queue, where the retrial time is exponential. Let $N(t)$ be the number of customers in the system at time $t$. We define the reward rate

$$
f(N(t))= \begin{cases}1, & 1 \leqslant N(t) \leqslant M \\ 0, & N(t)=0 \text { or } N(t) \geqslant M+1\end{cases}
$$

Let $\Phi(t)=\int_{0}^{t} f(N(x)) \mathrm{d} x$. Compute $E[\Phi(t)], E[\Phi(t)] / t$ and $\lim _{t \rightarrow+\infty} E[\Phi(t)] / t$.
10.11 Consider an accumulated reward in an irreducible continuous-tine Markov chain which is either finite-state or infinite-state, provide some sufficient conditions for iteratively computing the distribution of the accumulated reward.
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#### Abstract

In this chapter, we present sensitivity analysis for performance measures of an irreducible perturbed Markov chain which is either discretetime or continuous-time. By using the UL- and LU-types of $R G$-factorizations, we can express the $n$th derivatives of the performance measures, including the stationary, transient and discounted cases. Furthermore, we apply the sensitivity analysis to study symmetric evolutionary games by perturbed birth death processes and asymmetric evolutionary games by perturbed QBD processes.
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In this chapter, we present sensitivity analysis for performance measures of an irreducible perturbed Markov chain which is either discrete-time or continuoustime. By using the UL- and LU-types of $R G$-factorizations, we can express the $n$th derivatives of the performance measures, including the stationary, transient and discounted cases. Further, we apply the sensitivity analysis to study symmetric evolutionary games by perturbed birth death processes, and asymmetric evolutionary games by perturbed QBD processes.

This chapter is organized as follows. Section 11.1 provides sensitivity analysis for the stationary performance measures of a perturbed discrete-time Markov chain with either finitely-many levels or infinitely-many levels. Also, it gives the censored structure for sensitivity analysis of a perturbed discrete-time Markov chain on either a large state space or an infinite state space. Section 11.2 obtains sensitivity analysis for a perturbed Markov chain of $G I / M / 1$ type and a perturbed Markov chain of $M / G / 1$ type by means of the matrix-geometric solution and the matrix-iterative solution, respectively. Section 11.3 discusses a perturbed continuoustime Markov chain. Section 11.4 derives the $n$th derivative of the conditional moments of the accumulated reward process for a QBD process. Section 11.5
discusses a perturbed $M A P / P H / 1$ queue, including sensitivity analysis for a perturbed PH distribution and also for a perturbed MAP. Sections 11.6 and 11.7 use perturbed birth death processes to analyze the evolutionary stable strategy (ESS) of symmetric evolutionary games. Section 11.8 discusses the ESS of asymmetric evolutionary games by terms of perturbed QBD processes. Finally, Section 11.9 summarizes notes for the references related to the results of this chapter.

### 11.1 Perturbed Discrete-Time Markov Chains

In this section, we provide sensitivity analysis for performance measures of a perturbed discrete-time Markov chain with either finitely-many levels or infinitelymany levels. Applying the $R G$-factorizations, we can express the $n$th derivative for the performance measures for $n \geqslant 1$.

### 11.1.1 Markov Chains with Finitely-Many Levels

Consider an irreducible discrete-time block-structured Markov chain with $N$ levels whose transition probability matrix is given by

$$
P=\left(\begin{array}{cccc}
P_{0,0} & P_{0,1} & \ldots & P_{0, N} \\
P_{1,0} & P_{1,1} & \ldots & P_{1, N} \\
\vdots & \vdots & & \vdots \\
P_{N, 0} & P_{N, 1} & \ldots & P_{N, N}
\end{array}\right) \text {, }
$$

and introduce a perturbed real matrix or a perturbed-directional matrix as follows:

$$
V=\left(\begin{array}{cccc}
V_{0,0} & V_{0,1} & \ldots & V_{0, N} \\
V_{1,0} & V_{1,1} & \ldots & V_{1, N} \\
\vdots & \vdots & & \vdots \\
V_{N, 0} & V_{N, 1} & \ldots & V_{N, N}
\end{array}\right) .
$$

Note that the block structure of the matrix $V$ is the same as that of the matrix $P$. We assume that there exists a sufficiently small number $\varepsilon>0$ such that

$$
\begin{align*}
\widetilde{P}_{\varepsilon} & =P+\varepsilon V \\
& =\left(\begin{array}{cccc}
P_{0,0} & P_{0,1} & \ldots & P_{0, N} \\
P_{1,0} & P_{1,1} & \ldots & P_{1, N} \\
\vdots & \vdots & & \vdots \\
P_{N, 0} & P_{N, 1} & \ldots & P_{N, N}
\end{array}\right)+\varepsilon\left(\begin{array}{cccc}
V_{0,0} & V_{0,1} & \ldots & V_{0, N} \\
V_{1,0} & V_{1,1} & \ldots & V_{1, N} \\
\vdots & \vdots & & \vdots \\
V_{N, 0} & V_{N, 1} & \ldots & V_{N, N}
\end{array}\right) \tag{11.1}
\end{align*}
$$

is still a transition probability matrix whose irreducibility and state classification are the same as those of the matrix $P$.

We assume that the Markov chain $P$ and the perturbed Markov chain $\widetilde{P}_{\varepsilon}$ are both positive recurrent. In this case, it is clear that $V e=0$, where $e$ is a column vector of ones with suitable size. Let $\tilde{\pi}_{\varepsilon}$ and $\pi$ be the stationary probability vectors of the perturbed Markov chain $\widetilde{P}_{\varepsilon}$ and the Markov chain $P$, respectively. We denote by $f$ the reward rate vector with respect to the Markov chain $P$. In what follows we discuss the perturbed stationary performance measure $\tilde{\eta}_{\varepsilon}$, where $\tilde{\eta}_{\varepsilon}=\tilde{\pi}_{\varepsilon} f$. Note that the stationary performance measure of the Markov chain $P$ is given by $\eta=\pi f=\lim _{\varepsilon \rightarrow 0} \tilde{\eta}_{\varepsilon}$.

It is clear that $\tilde{\pi}_{\varepsilon} \tilde{P}_{\varepsilon}^{\varepsilon \rightarrow 0}=\tilde{\pi}_{\varepsilon}$ and $\tilde{\pi}_{\varepsilon} e=1$, thus we have

$$
\begin{equation*}
\tilde{\pi}_{\varepsilon}(P+\varepsilon V)=\tilde{\pi}_{\varepsilon} \tag{11.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\pi}_{\varepsilon} e=1 \tag{11.3}
\end{equation*}
$$

Taking derivatives of the both sides of Eq. (11.2) for the variable $\varepsilon$, we obtain

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}=\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon} \cdot(P+\varepsilon V)+\tilde{\pi}_{\varepsilon} V \tag{11.4}
\end{equation*}
$$

let $\varepsilon=0$ in Eq. (11.4), we have

$$
\begin{equation*}
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot(I-P)=\pi V . \tag{11.5}
\end{equation*}
$$

It follows from Eq. (11.3) that

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot e=0
$$

which leads to

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot e \pi=0
$$

Therefore, we obtain

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot(I-P+e \pi)=\pi V
$$

Note that $I-P+e \pi$ is the fundamental matrix of the Markov chain $P$ with finitely-many levels, and $I-P+e \pi$ is always invertible, hence we obtain

$$
\begin{equation*}
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0}=\pi V(I-P+e \pi)^{-1} \tag{11.6}
\end{equation*}
$$

Continuously taking derivatives of both sides of Eq. (11.2) in the variable $\varepsilon$ for $n \geqslant 2$, we obtain

$$
\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\pi}_{\varepsilon} \cdot[I-(P+\varepsilon V)]=n \frac{\mathrm{~d}^{n-1}}{\mathrm{~d} \varepsilon^{n-1}} \tilde{\pi}_{\varepsilon} \cdot V
$$

let $\varepsilon=0$ we have

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot(I-P)=\left.n \frac{\mathrm{~d}^{n-1}}{\mathrm{~d} \varepsilon^{n-1}} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot V \tag{11.7}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot e \pi=0 \tag{11.8}
\end{equation*}
$$

it follows from Eq. (11.7) and Eq. (11.8) that for $n \geqslant 2$,

$$
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot(I-P+e \pi)=\left.n \frac{\mathrm{~d}^{n-1}}{\mathrm{~d} \varepsilon^{n-1}} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot V
$$

Therefore, we have

$$
\begin{align*}
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} & =\left.\frac{\mathrm{d}^{n-1}}{\mathrm{~d} \varepsilon^{n-1}} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot n V(I-P+e \pi)^{-1} \\
& =n!\pi\left[V(I-P+e \pi)^{-1}\right]^{n} . \tag{11.9}
\end{align*}
$$

Further, for the perturbed stationary performance measure we can obtain

$$
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}=n!\pi\left[V(I-P+e \pi)^{-1}\right]^{n} f, \quad n \geqslant 1 .
$$

Now, we provide the generalized inverse expression for the $n$th derivative $\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}$. Note that the matrix $I-P$ is singular, we write the generalized inverse as

$$
(I-P)^{\#}=(I-P+e \pi)^{-1}-e \pi
$$

Since

$$
\begin{aligned}
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot(I-P)(I-P)^{\#} & =\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot(I-P)\left[(I-P+e \pi)^{-1}-e \pi\right] \\
& =\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot(I-P)(I-P+e \pi)^{-1} \\
& =\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot(I-P+e \pi)(I-P+e \pi)^{-1} \\
& =\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0}
\end{aligned}
$$
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and

$$
\begin{aligned}
& \pi V(I-P)^{\#}=\pi V\left[(I-P+e \pi)^{-1}-e \pi\right] \\
&=\pi V(I-P+e \pi)^{-1}, \\
&\left.\frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0}=\pi V(I-P)^{\#} .
\end{aligned}
$$

Further, we can obtain that for $n \geqslant 2$,

$$
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0}=n!\pi\left[V(I-P)^{\#}\right]^{n} .
$$

Therefore, we obtain that for $n \geqslant 1$,

$$
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}=n!\pi\left[V(I-P)^{\#}\right]^{n} f .
$$

Now, we provide a mathematical interpretation for the derivative $\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}$ for $n \geqslant 1$ as follows:
(1) If for $n=1,2, \ldots, 2 k-1$,

$$
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}=0,
$$

and

$$
\left.\frac{\mathrm{d}^{2 k}}{\mathrm{~d} \varepsilon^{2 k}} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}<0(\text { or }>0)
$$

then the perturbed stationary performance measure $\tilde{\eta}_{\varepsilon}$ can reach its maximal (or minimal) value at $\varepsilon=0$. In this case, system performance is not sensitive to the designed parameters of the system, thus such designed parameters are satisfied for system operations.
(2) If for $n=1,2, \ldots, 2 k$,

$$
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}=0,
$$

and

$$
\left.\frac{\mathrm{d}^{2 k+1}}{\mathrm{~d} \varepsilon^{2 k+1}} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0} \neq 0
$$

then the perturbed stationary performance measure $\tilde{\eta}_{\varepsilon}$ does not exist the maximal (or minimal) value at $\varepsilon=0$. In this case, system performance is sensitive to the
designed parameters of the system, it is necessary to redesign (or readjust) system parameters.

### 11.1.2 Markov Chains with Infinitely-Many Levels

Consider an irreducible discrete-time block-structured Markov chain whose transition probability matrix is given by

$$
P=\left(\begin{array}{cccc}
P_{0,0} & P_{0,1} & P_{0,2} & \cdots \\
P_{1,0} & P_{1,1} & P_{1,2} & \cdots \\
P_{2,0} & P_{2,1} & P_{2,2} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right)
$$

and the perturbed-directional matrix is given by

$$
V=\left(\begin{array}{cccc}
V_{0,0} & V_{0,1} & V_{0,2} & \cdots \\
V_{1,0} & V_{1,1} & V_{1,2} & \cdots \\
V_{2,0} & V_{2,1} & V_{2,2} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right) .
$$

Note that the block structure of $V$ is the same as that of $P$, we assume that there exists a sufficiently small number $\varepsilon>0$ such that

$$
\begin{align*}
\tilde{P}_{\varepsilon} & =P+\varepsilon V \\
& =\left(\begin{array}{cccc}
P_{0,0} & P_{0,1} & P_{0,2} & \cdots \\
P_{1,0} & P_{1,1} & P_{1,2} & \cdots \\
P_{2,0} & P_{2,1} & P_{2,2} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right)+\varepsilon\left(\begin{array}{cccc}
V_{0,0} & V_{0,1} & V_{0,2} & \cdots \\
V_{1,0} & V_{1,1} & V_{1,2} & \cdots \\
V_{2,0} & V_{2,1} & V_{2,2} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right) \tag{11.10}
\end{align*}
$$

is still a transition probability matrix whose irreducibility and state classification are the same as those of the matrix $P$.

We now discuss the perturbed stationary performance measure $\tilde{\eta}_{\varepsilon}$ with respect to the perturbed Markov chain $\tilde{P}_{\varepsilon}$ and the reward rate vector $f$. We assume that the two Markov chains $P$ and $\tilde{P}_{\varepsilon}$ are both irreducible and positive recurrent. Then $\tilde{\pi}_{\varepsilon} \tilde{P}_{\varepsilon}=\tilde{\pi}_{\varepsilon}$, which leads to

$$
\begin{equation*}
\tilde{\pi}_{\varepsilon}(P+\varepsilon V)=\tilde{\pi}_{\varepsilon} . \tag{11.11}
\end{equation*}
$$

Taking derivatives of the both sides of Eq. (11.11) for the variable $\varepsilon$, we obtain

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}=\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon} \cdot(P+\varepsilon V)+\tilde{\pi}_{\varepsilon} V \tag{11.12}
\end{equation*}
$$

let $\varepsilon=0$ we have

$$
\begin{equation*}
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot(I-P)=\pi V, \tag{11.13}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0}=\pi V(I-P)_{\min }^{-1}, \tag{11.14}
\end{equation*}
$$

where

$$
(I-P)_{\min }^{-1}=\sum_{n=0}^{\infty} P^{n} .
$$

In order to compute the minimal nonnegative inverse $(I-P)_{\min }^{-1}$, we apply the $R G$-factorizations. Using the UL-type $R G$-factorization, we obtain

$$
\begin{equation*}
(I-P)_{\min }^{-1}=\left(I-G_{L}\right)^{-1}\left(I-\Psi_{D}\right)^{-1}\left(I-R_{U}\right)^{-1} . \tag{11.15}
\end{equation*}
$$

Note that $\left(I-G_{L}\right)^{-1}$ and $\left(I-R_{U}\right)^{-1}$ are ordinary matrix inverses, while $\left(I-\Psi_{D}\right)^{-1}$ contains the group inverse of a matrix of finite size which is indicated by

$$
\begin{equation*}
\left(I-\Psi_{D}\right)^{-1}=\operatorname{diag}\left(\left(I-\Psi_{0}\right)^{\#},\left(I-\Psi_{1}\right)^{-1},\left(I-\Psi_{2}\right)^{-1},\left(I-\Psi_{3}\right)^{-1}, \ldots\right), \tag{11.16}
\end{equation*}
$$

where the group inverse is given by

$$
\begin{equation*}
\left(I-\Psi_{0}\right)^{\#}=\left(I-\Psi_{0}+e x_{0}\right)^{-1}-e x_{0} \tag{11.17}
\end{equation*}
$$

and $x_{0}$ is the stationary probability vector of the finite-state Markov chain $\Psi_{0}$.
Applying the LU-type $R G$-factorization, we obtain

$$
\begin{equation*}
(I-P)_{\min }^{-1}=\left(I-\bar{G}_{U}\right)^{-1}\left(I-\Phi_{D}\right)^{-1}\left(I-\bar{R}_{L}\right)^{-1} . \tag{11.18}
\end{equation*}
$$

Continuously taking derivatives of both sides of Eq. (11.11) for the variable $\varepsilon$, we obtain

$$
\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\pi}_{\varepsilon} \cdot[I-(P+\varepsilon V)]=n \frac{\mathrm{~d}^{n-1}}{\mathrm{~d} \varepsilon^{n-1}} \tilde{\pi}_{\varepsilon} \cdot V,
$$

let $\varepsilon=0$ we have

$$
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot(I-P)=\left.n \frac{\mathrm{~d}^{n-1}}{\mathrm{~d} \varepsilon^{n-1}} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot V
$$

which leads to

$$
\begin{aligned}
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\pi}\right|_{\varepsilon=0} & =\left.n \frac{\mathrm{~d}^{n-1}}{\mathrm{~d} \varepsilon^{n-1}} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0} \cdot V(I-P)_{\min }^{-1} \\
& =n!\pi\left[V(I-P)_{\min }^{-1}\right]^{n} .
\end{aligned}
$$

By means of Eq. (11.15) or using Eq. (11.18), we have

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0}=n!\pi\left[V\left(I-G_{L}\right)^{-1}\left(I-\Psi_{D}\right)^{-1}\left(I-R_{U}\right)^{-1}\right]^{n} \tag{11.19}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0}=n!\pi\left[V\left(I-\bar{G}_{U}\right)^{-1}\left(I-\Phi_{D}\right)^{-1}\left(I-\bar{R}_{L}\right)^{-1}\right]^{n} . \tag{11.20}
\end{equation*}
$$

Note that $\tilde{\eta}_{\varepsilon}=\tilde{\pi}_{\varepsilon} f$, it follows from Eq. (11.19) or Eq. (11.20) that for $n \geqslant 1$,

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}=n!\pi\left[V\left(I-G_{L}\right)^{-1}\left(I-\Psi_{D}\right)^{-1}\left(I-R_{U}\right)^{-1}\right]^{n} f \tag{11.21}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}=n!\pi\left[V\left(I-\bar{G}_{U}\right)^{-1}\left(I-\Phi_{D}\right)^{-1}\left(I-\bar{R}_{L}\right)^{-1}\right]^{n} f . \tag{11.22}
\end{equation*}
$$

### 11.1.3 The Realization Matrix and Potential Vector

Now, we discuss computations for the realization matrix $D$ of the Markov chain $P$ with either finitely-many levels or infinitely-many levels. Note that $D=e g^{T}-$ $g e^{\mathrm{T}}$, where $g$ is a potential vector. Note that for an arbitrary constant $c, g+c e$ is also a potential vector. The realization matrix plays an important role in sensitivity analysis of stochastic models based on the following relationship

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\pi}_{\varepsilon}\right|_{\varepsilon=0}=\pi V D^{\mathrm{T}} \pi^{\mathrm{T}}=\pi V g .
$$

For the Markov chain $P$, the potential vector $g$ satisfies the Poisson equation

$$
\begin{equation*}
(I-P) g=f-\pi f e \tag{11.23}
\end{equation*}
$$

Thus, using the UL-type $R G$-factorization, it follows from Eq. (11.23) that

$$
\begin{align*}
g & =(I-P)_{\min }^{-1}(f-\pi f e) \\
& =\left(I-G_{L}\right)^{-1}\left(I-\Psi_{D}\right)^{-1}\left(I-R_{U}\right)^{-1}(f-\pi f e) \tag{11.24}
\end{align*}
$$

or using the LU-type $R G$-factorization, we have

$$
\begin{align*}
g & =(I-P)_{\min }^{-1}(f-\pi f e) \\
& =\left(I-\bar{G}_{U}\right)^{-1}\left(I-\Phi_{D}\right)^{-1}\left(I-\bar{R}_{L}\right)^{-1}(f-\pi f e) . \tag{11.25}
\end{align*}
$$

It follows from Eq. (11.24) and Eq. (11.25) that the realization matrix $D$ is given by

$$
\begin{align*}
D= & e g^{\mathrm{T}}-g e^{\mathrm{T}} \\
= & e(f-\pi f e)^{\mathrm{T}}\left[\left(I-R_{U}\right)^{-1}\right]^{\mathrm{T}}\left[\left(I-\Psi_{D}\right)^{-1}\right]^{\mathrm{T}}\left[\left(I-G_{L}\right)^{-1}\right]^{\mathrm{T}} \\
& -\left(I-G_{L}\right)^{-1}\left(I-\Psi_{D}\right)^{-1}\left(I-R_{U}\right)^{-1}(f-\pi f e) e^{\mathrm{T}} \tag{11.26}
\end{align*}
$$

or

$$
\begin{align*}
D= & e g^{\mathrm{T}}-g e^{\mathrm{T}} \\
= & e(f-\pi f e)^{\mathrm{T}}\left[\left(I-\bar{R}_{L}\right)^{-1}\right]^{\mathrm{T}}\left[\left(I-\Phi_{D}\right)^{-1}\right]^{\mathrm{T}}\left[\left(I-\bar{G}_{U}\right)^{-1}\right]^{\mathrm{T}} \\
& -\left(I-\bar{G}_{U}\right)^{-1}\left(I-\Phi_{D}\right)^{-1}\left(I-\bar{R}_{L}\right)^{-1}(f-\pi f e) e^{\mathrm{T}} . \tag{11.27}
\end{align*}
$$

### 11.1.4 The Censored Structure in Sensitivity Analysis

When the perturbed discrete-time Markov chain has a large state space or an infinite state space, the censored approximation is a useful method. Let the state space $\Omega=E \cup E^{c}$ where $E=\{0,1,2, \ldots, N\}$, we write

$$
P=\left(\begin{array}{ll}
P_{A} & P_{B} \\
P_{C} & P_{D}
\end{array}\right), \quad V=\left(\begin{array}{ll}
V_{A} & V_{B} \\
V_{C} & V_{D}
\end{array}\right),
$$

based on the two subsets $E$ and $E^{c}$. Hence we have

$$
\tilde{P}_{\varepsilon}=\left(\begin{array}{ll}
P_{A}+\varepsilon V_{A} & P_{B}+\varepsilon V_{B} \\
P_{C}+\varepsilon V_{C} & P_{D}+\varepsilon V_{D}
\end{array}\right) .
$$

Obviously, the censored chain of the perturbed Markov chain $\tilde{P}_{\varepsilon}$ to the set $E$ is given by the transition probability matrix

$$
\tilde{P}_{\varepsilon}^{E}=\left(P_{A}+\varepsilon V_{A}\right)+\left(P_{B}+\varepsilon V_{B}\right) \sum_{n=0}^{\infty}\left(P_{D}+\varepsilon V_{D}\right)^{n}\left(P_{C}+\varepsilon V_{C}\right) .
$$

Lemma 11.1 Let

$$
\tilde{P}_{\varepsilon}^{E} \approx K+\varepsilon L .
$$

Then

$$
K=P^{E}=P_{A}+P_{B} \sum_{n=0}^{\infty} P_{D}^{n} P_{C}
$$

and

$$
\begin{aligned}
L & =V_{A}+P_{B} \sum_{n=0}^{\infty} P_{D}^{n} V_{C}+V_{B} \sum_{n=0}^{\infty} P_{D}^{n} P_{C}+P_{B}\left(\sum_{n=0}^{\infty} P_{D}^{n}\right)^{2} V_{D} P_{C} \\
& =V_{A}+P_{B} \sum_{n=0}^{\infty} P_{D}^{n} V_{C}+V_{B} \sum_{n=0}^{\infty} P_{D}^{n} P_{C}+P_{B} V_{D}\left(\sum_{n=0}^{\infty} P_{D}^{n}\right)^{2} P_{C} .
\end{aligned}
$$

Proof We write the following two general forms

$$
\left(I-P_{D}-\varepsilon V_{D}\right)_{\min }^{-1}=\sum_{n=0}^{\infty}\left(P_{D}+\varepsilon V_{D}\right)^{n}
$$

and

$$
\left(I-P_{D}\right)_{\min }^{-1}=\sum_{n=0}^{\infty}\left(P_{D}\right)^{n}
$$

Note that

$$
\begin{aligned}
\tilde{P}_{\varepsilon}^{E} & =\left(P_{A}+\varepsilon V_{A}\right)+\left(P_{B}+\varepsilon V_{B}\right) \sum_{n=0}^{\infty}\left(P_{D}+\varepsilon V_{D}\right)^{n}\left(P_{C}+\varepsilon V_{C}\right) \\
& =\left(P_{A}+\varepsilon V_{A}\right)+\left(P_{B}+\varepsilon V_{B}\right)\left(I-P_{D}-\varepsilon V_{D}\right)_{\min }^{-1}\left(P_{C}+\varepsilon V_{C}\right) \\
& \approx P_{A}+\varepsilon V_{A}+\left(P_{B}+\varepsilon V_{B}\right)\left(I-P_{D}\right)_{\min }^{-1}\left[I+\varepsilon\left(I-P_{D}\right)_{\min }^{-1} V_{D}\right]\left(P_{C}+\varepsilon V_{C}\right) \\
& \approx P_{A}+P_{B}\left(I-P_{D}\right)_{\min }^{-1} P_{C}+\varepsilon\left[V_{A}+P_{B}\left(I-P_{D}\right)_{\min }^{-1} V_{C}\right. \\
& \left.+V_{B}\left(I-P_{D}\right)_{\min }^{-1} P_{C}+P_{B}\left(I-P_{D}\right)_{\min }^{-2} V_{D} P_{C}\right],
\end{aligned}
$$

which leads to the stated results. This completes the proof.
Let

$$
\begin{aligned}
f^{E}= & \left(f_{0}, f_{1}, f_{2}, \ldots, f_{N}\right)^{\mathrm{T}} \\
& +P_{B} \sum_{n=0}^{\infty} P_{D}^{n}\left(f_{N+1}, f_{N+2}, f_{N+3}, \ldots\right)^{\mathrm{T}},
\end{aligned}
$$

and $\tilde{\pi}_{\varepsilon}^{E}$ and $\pi^{E}$ the stationary probability vectors of the censored Markov chains $\tilde{P}_{\varepsilon}^{E}$ and $P^{E}$, respectively. Then $\tilde{\eta}_{\varepsilon}^{E}=\tilde{\pi}_{\varepsilon}^{E} f^{E}$. Therefore, for the perturbed stationary performance measure we can obtain that for $n \geqslant 1$,

$$
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\eta}_{\varepsilon}^{E}\right|_{\varepsilon=0}=n!\pi^{E}\left[L\left(I-K+e \pi^{E}\right)^{-1}\right]^{n} f^{E}
$$

### 11.1.5 The Transient Performance Measure

We provide sensitivity analysis for the transient performance measures. Let

$$
\begin{equation*}
\tilde{\xi}_{\varepsilon}(N)=\pi(0) \sum_{k=0}^{N}\left(\tilde{P}_{\varepsilon}\right)^{k} f, \quad N \geqslant 0 . \tag{11.28}
\end{equation*}
$$

Then

$$
\begin{equation*}
\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\xi}_{\varepsilon}(N)=\pi(0) \sum_{k=n}^{N} k(k-1) \ldots(k-n+1)\left(\tilde{P}_{\varepsilon}\right)^{k-n} V^{n} f, \quad 1 \leqslant n \leqslant N . \tag{11.29}
\end{equation*}
$$

Hence, it is easy to see from Eq. (11.29) that

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\xi}_{\varepsilon}(N)\right|_{\varepsilon=0}=\pi(0) \sum_{k=n}^{N} k(k-1) \ldots(k-n+1) P^{k-n} V^{n} f, \quad 1 \leqslant n \leqslant N . \tag{11.30}
\end{equation*}
$$

### 11.1.6 The Discounted Performance Measure

We provide sensitivity analysis for the $\beta$-discounted performance measures.
Let

$$
\begin{equation*}
\tilde{\varphi}_{\varepsilon}(\beta)=\pi(0)\left(I-\beta \tilde{P}_{\varepsilon}\right)_{\text {min }}^{-1} f . \tag{11.31}
\end{equation*}
$$

Then

$$
\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\varphi}_{\varepsilon}(\beta)=n!\beta^{n} \pi(0)\left(I-\beta \tilde{P}_{\varepsilon}\right)_{\text {min }}^{-1-n} V^{n} f,
$$

which leads to

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\varphi}_{\varepsilon}(\beta)\right|_{\varepsilon=0}=n!\beta^{n} \pi(0)(I-\beta P)_{\min }^{-1-n} V^{n} f . \tag{11.32}
\end{equation*}
$$

Note that

$$
\begin{equation*}
(I-\beta P)_{\text {min }}^{-n}=\left\{\left[I-G_{L}(\beta)\right]^{-1}\left[I-\Psi_{D}(\beta)\right]^{-1}\left[I-R_{U}(\beta)\right]^{-1}\right\}^{n} \tag{11.33}
\end{equation*}
$$

or

$$
\begin{equation*}
(I-\beta P)_{\min }^{-n}=\left\{\left[I-\bar{G}_{U}(\beta)\right]^{-1}\left[I-\Phi_{D}(\beta)\right]^{-1}\left[I-\bar{R}_{L}(\beta)\right]^{-1}\right\}^{n} . \tag{11.34}
\end{equation*}
$$

### 11.2 Two Important Markov Chains

In this section, we provide sensitivity analysis for the stationary performance measures of Markov chains of $G I / M / 1$ type and Markov chains of $M / G / 1$ type
in terms of the matrix-geometric solution and the matrix-iterative solution, respectively. Using the matrix $R$ or $G$, we express the $n$th derivative for the stationary performance measures.

### 11.2.1 Perturbed Markov Chains of GI/M/1 Type

Consider an irreducible discrete-time Markov chain of $G I / M / 1$ type whose transition matrix is given by

$$
P=\left(\begin{array}{cccccc}
B_{1} & B_{0} & & & &  \tag{11.35}\\
B_{2} & A_{1} & A_{0} & & & \\
B_{3} & A_{2} & A_{1} & A_{0} & & \\
B_{4} & A_{3} & A_{2} & A_{1} & A_{0} & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right),
$$

where $B_{1}$ is a square matrix of finite size $m_{0}$, all $A_{i}$ are square matrices of finite size $m$, the sizes of the other block-entries are determined accordingly and all empty entries are zero.

We define a perturbed matrix of $G I / M / 1$ type as

$$
\begin{equation*}
\tilde{P}_{\varepsilon}=P+\varepsilon V, \tag{11.36}
\end{equation*}
$$

where $\varepsilon>0$ is sufficiently small, and the perturbed-directional matrix $V$ is of $G I / M / 1$ type as follows:

$$
V=\left(\begin{array}{cccccc}
D_{1} & D_{0} & & & & \\
D_{2} & C_{1} & C_{0} & & & \\
D_{3} & C_{2} & C_{1} & C_{0} & & \\
D_{4} & C_{3} & C_{2} & C_{1} & C_{0} & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

We assume that the irreduciblity and state classification of $\tilde{P}_{\varepsilon}$ are the same as those of $P$.

We provide sensitivity analysis for the stationary performance measure

$$
\begin{equation*}
\tilde{\eta}_{\varepsilon}=\tilde{\pi}_{\varepsilon} f=\sum_{k=0}^{\infty} \tilde{\pi}_{\varepsilon}(k) f_{k}, \tag{11.37}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\pi}_{\varepsilon}(0)=\kappa(\varepsilon) x_{0}(\varepsilon) \tag{11.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\pi}_{\varepsilon}(k)=\kappa(\varepsilon) x_{0}(\varepsilon) R_{0,1}(\varepsilon) R(\varepsilon)^{k-1}, \quad k \geqslant 1, \tag{11.39}
\end{equation*}
$$

the matrix $R(\varepsilon)$ is the minimal nonnegative solution to the nonlinear matrix equation

$$
\begin{equation*}
R(\varepsilon)=\sum_{k=0}^{\infty} R(\varepsilon)^{k}\left(A_{k}+\varepsilon C_{k}\right) \tag{11.40}
\end{equation*}
$$

the matrix $R_{0,1}(\varepsilon)$ is given by

$$
\begin{equation*}
R_{0,1}(\varepsilon)=\left(B_{0}+\varepsilon D_{0}\right)\left[I-\sum_{k=1}^{\infty} R(\varepsilon)^{k-1}\left(A_{k}+\varepsilon C_{k}\right)\right]^{-1} \tag{11.41}
\end{equation*}
$$

$x_{0}(\varepsilon)$ is the stationary probability vector of the censored chain to level 0 whose transition probability matrix is given by

$$
\begin{equation*}
\Psi_{0}(\varepsilon)=\left(B_{1}+\varepsilon D_{1}\right)+\sum_{k=1}^{\infty} R(\varepsilon)^{k}\left(B_{k+1}+\varepsilon D_{k+1}\right) \tag{11.42}
\end{equation*}
$$

and the positive constant $\kappa(\varepsilon)$ is given by

$$
\begin{equation*}
\kappa(\varepsilon)=\frac{1}{1+x_{0}(\varepsilon) R_{0,1}(\varepsilon) e+x_{0}(\varepsilon) R_{0,1}(\varepsilon)[I-R(\varepsilon)]^{-1} e} . \tag{11.43}
\end{equation*}
$$

To give the sensitivity analysis, let the matrix $R$ be the minimal nonnegative solution to the nonlinear matrix equation $R=\sum_{k=0}^{\infty} R^{k} A_{k}$. It is seen later that each expression in the sensitivity analysis will be given by the minimal nonnegative solution $R$ and the matrix sequences $\left\{A_{k}\right\},\left\{B_{k}\right\},\left\{C_{k}\right\}$ and $\left\{D_{k}\right\}$. It is worthwhile to note that $R_{0,1}=B_{0}\left(I-\sum_{k=1}^{\infty} R^{k-1} A_{k}\right)^{-1}, \Psi_{0}=B_{1}+\sum_{k=1}^{\infty} R^{k} B_{k+1}, x_{0}$ is the stationary probability vector of the censored chain $\Psi_{0}$, and $\kappa=\left[1+x_{0} R_{0,1} e+x_{0} R_{0,1}(I-R)^{-1} e\right]^{-1}$.

Our computations for the sensitivity analysis are listed in the following steps:
(1) Compute $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} R(\varepsilon)\right|_{\varepsilon=0}$

It follows from (11.40) that

$$
\begin{equation*}
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} R(\varepsilon)\right|_{\varepsilon=0}=\sum_{k=0}^{\infty} R^{k} C_{k} \cdot\left(I-\sum_{k=1}^{\infty} k R^{k-1} A_{k}\right)^{-1} \tag{11.44}
\end{equation*}
$$

(2) Compute $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} x_{0}(\varepsilon)\right|_{\varepsilon=0}$

Since $x_{0}(\varepsilon)=x_{0}(\varepsilon) \Psi_{0}(\varepsilon)$, we obtain

$$
\begin{align*}
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} x_{0}(\varepsilon)\right|_{\varepsilon=0}= & x_{0}\left[D_{1}+\sum_{k=1}^{\infty} R^{k} D_{k+1}\right. \\
& \left.+\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} R(\varepsilon)\right|_{\varepsilon=0} \cdot \sum_{k=1}^{\infty} k R^{k-1} B_{k+1}\right]\left(I-\Psi_{0}\right)^{\#} . \tag{11.45}
\end{align*}
$$

(3) Compute $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} R_{0,1}(\varepsilon)\right|_{\varepsilon=0}$

$$
\begin{align*}
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} R_{0,1}(\varepsilon)\right|_{\varepsilon=0}= & D_{0}\left(I-\sum_{k=1}^{\infty} R^{k-1} A_{k}\right)^{-1}+B_{0}\left(I-\sum_{k=1}^{\infty} R^{k-1} A_{k}\right)^{-2} \\
& \cdot\left[\sum_{k=1}^{\infty} R^{k-1} C_{k}+\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} R(\varepsilon)\right|_{\varepsilon=0} \cdot \sum_{k=2}^{\infty}(k-1) R^{k-2} A_{k}\right] \tag{11.46}
\end{align*}
$$

(4) Compute $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} \kappa(\varepsilon)\right|_{\varepsilon=0}$

$$
\begin{aligned}
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \kappa(\varepsilon)\right|_{\varepsilon=0}= & -\left[1+x_{0} R_{0,1} e+x_{0} R_{0,1}(I-R)^{-1} e\right]^{-2} \\
& \cdot\left\{\left.\frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} x_{0}(\varepsilon)\right|_{\varepsilon=0} \cdot R_{0,1}\left[I+(I-R)^{-1}\right] e\right. \\
& +\left.x_{0} \frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} R_{0,1}(\varepsilon)\right|_{\varepsilon=0} \cdot\left[I+(I-R)^{-1}\right] e \\
& \left.+\left.x_{0} R_{0,1} \frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} R(\varepsilon)\right|_{\varepsilon=0} \cdot(I-R)^{-2} e\right\}
\end{aligned}
$$

(5) Compute $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}$

$$
\begin{aligned}
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}= & \left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon}\left\{\kappa(\varepsilon)\left[x_{0}(\varepsilon) f_{0}+\sum_{k=1}^{\infty} x_{0}(\varepsilon) R_{0,1}(\varepsilon) R(\varepsilon)^{k-1} f_{k}\right]\right\}\right|_{\varepsilon=0} \\
= & \left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \kappa(\varepsilon)\right|_{\varepsilon=0} \cdot\left(x_{0} f_{0}+x_{0} R_{0,1} f_{1}+\sum_{k=2}^{\infty} x_{0} R_{0,1} R^{k-1} f_{k}\right) \\
& +\left.\kappa \frac{\mathrm{d}}{\mathrm{~d} \varepsilon} x_{0}(\varepsilon)\right|_{\varepsilon=0} \cdot f+\left.\kappa \frac{\mathrm{d}}{\mathrm{~d} \varepsilon} x_{0}(\varepsilon)\right|_{\varepsilon=0} \cdot R_{0,1} f+\left.\kappa x_{0} \frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} R_{0,1}(\varepsilon)\right|_{\varepsilon=0} \cdot f \\
& +\left.\kappa \sum_{k=2}^{\infty} \frac{\mathrm{d}}{\mathrm{~d} \varepsilon} x_{0}(\varepsilon)\right|_{\varepsilon=0} \cdot R_{0,1} R^{k-1} f_{k}+\left.\kappa \sum_{k=2}^{\infty} x_{0} \frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} R_{0,1}(\varepsilon)\right|_{\varepsilon=0} \cdot R^{k-1} f_{k} \\
& +\left.\kappa \sum_{k=2}^{\infty}(k-1) x_{0} R_{0,1} \frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} R(\varepsilon)\right|_{\varepsilon=0} \cdot R^{k-2} f_{k} .
\end{aligned}
$$

Therefore, the derivative $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}$ can be given by Eq. (11.44), Eq. (11.45) and Eq. (11.46).

### 11.2.2 Perturbed Markov Chains of $M / G / 1$ Type

Consider an irreducible discrete-time Markov chain of $M / G / 1$ type whose transition matrix is given by

$$
P=\left(\begin{array}{cccccc}
B_{1} & B_{2} & B_{3} & B_{4} & B_{5} & \ldots  \tag{11.47}\\
B_{0} & A_{1} & A_{2} & A_{3} & A_{4} & \ldots \\
& A_{0} & A_{1} & A_{2} & A_{3} & \ldots \\
& & A_{0} & A_{1} & A_{2} & \ldots \\
& & & \ddots & \ddots & \ddots
\end{array}\right),
$$

where $B_{1}$ is a square matrix of finite size $m_{0}$, all $A_{i}$ are square matrices of finite size $m$, the sizes of the other block-entries are determined accordingly and all empty entries are zero.

We define a perturbed matrix of $M / G / 1$ type as

$$
\begin{equation*}
\tilde{P}_{\varepsilon}=P+\varepsilon V \tag{11.48}
\end{equation*}
$$

where $\varepsilon>0$ is sufficiently small, and the perturbed-directional matrix $V$ is given by

$$
V=\left(\begin{array}{cccccc}
D_{1} & D_{2} & D_{3} & D_{4} & D_{5} & \ldots \\
D_{0} & C_{1} & C_{2} & C_{3} & C_{4} & \ldots \\
& C_{0} & C_{1} & C_{2} & C_{3} & \ldots \\
& & C_{0} & C_{1} & C_{2} & \ldots \\
& & & \ddots & \ddots & \ddots
\end{array}\right) .
$$

We assume that the irreducibility and state classification of $\tilde{P}_{\varepsilon}$ are the same as those of $P$.

We provide sensitivity analysis for the stationary performance measure

$$
\begin{equation*}
\tilde{\eta}_{\varepsilon}=\tilde{\pi}_{\varepsilon} f=\sum_{k=0}^{\infty} \tilde{\pi}_{\varepsilon}(k) f_{k}, \tag{11.49}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\pi}_{\varepsilon}(0)=\kappa(\varepsilon) x_{0}(\varepsilon) \tag{11.50}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\pi}_{\varepsilon}(k)=\tilde{\pi}_{\varepsilon}(0) R_{0, k}(\varepsilon)+\sum_{i=1}^{k-1} \tilde{\pi}_{\varepsilon}(i) R_{k-i}(\varepsilon), \tag{11.51}
\end{equation*}
$$

the matrix $G(\varepsilon)$ is the minimal nonnegative solution to the nonlinear matrix equation

$$
\begin{equation*}
G(\varepsilon)=\sum_{k=0}^{\infty}\left(A_{k}+\varepsilon C_{k}\right) G(\varepsilon)^{k} \tag{11.52}
\end{equation*}
$$

the matrix $R_{0, k}(\varepsilon)$ is given by

$$
\begin{align*}
R_{0, k}(\varepsilon)= & \sum_{i=1}^{\infty}\left(B_{k+i}+\varepsilon D_{k+i}\right) G(\varepsilon)^{i-1} \\
& \cdot\left[I-\sum_{k=1}^{\infty}\left(A_{k}+\varepsilon C_{k}\right) G(\varepsilon)^{k-1}\right]^{-1} \tag{11.53}
\end{align*}
$$

the matrix $R_{k}(\varepsilon)$ is given by

$$
\begin{align*}
R_{k}(\varepsilon)= & \sum_{i=1}^{\infty}\left(A_{k+i}+\varepsilon C_{k+i}\right) G(\varepsilon)^{i-1} \\
& \cdot\left[I-\sum_{k=1}^{\infty}\left(A_{k}+\varepsilon C_{k}\right) G(\varepsilon)^{k-1}\right]^{-1} \tag{11.54}
\end{align*}
$$

and $x_{0}(\varepsilon)$ is the stationary probability vector of the censored chain to level 0 whose transirion probability matrix is given by

$$
\begin{align*}
\Psi_{0}(\varepsilon)= & \left(B_{1}+\varepsilon D_{1}\right)+\sum_{k=1}^{\infty}\left(B_{k+1}+\varepsilon D_{k+1}\right) G(\varepsilon)^{k-1} \\
& \cdot\left[I-\sum_{k=1}^{\infty}\left(A_{k}+\varepsilon C_{k}\right) G(\varepsilon)^{k-1}\right]^{-1}\left(B_{0}+\varepsilon D_{0}\right) . \tag{11.55}
\end{align*}
$$

To give the sensitivity analysis, let the matrix $G$ be the minimal nonnegative solution to the nonlinear matrix equation $G=\sum_{k=0}^{\infty} A_{k} G^{k}$. It is seen later that each expression in the sensitivity analysis will be given by the minimal nonnegative solution $G$ and the matrix sequences $\left\{A_{k}\right\},\left\{B_{k}\right\},\left\{C_{k}\right\}$ and $\left\{D_{k}\right\}$. It is worthwhile to note that

$$
\begin{gathered}
R_{0, k}=\sum_{i=1}^{\infty} B_{k+i} G^{i-1}\left(I-\sum_{k=1}^{\infty} A_{k} G^{k-1}\right)^{-1}, \\
R_{k}=\sum_{i=1}^{\infty} A_{k+i} G^{i-1}\left(I-\sum_{k=1}^{\infty} A_{k} G^{k-1}\right)^{-1}, \\
\Psi_{0}=B_{1}+\sum_{k=1}^{\infty} B_{k+1} G^{k-1}\left(I-\sum_{k=1}^{\infty} A_{k} G^{k-1}\right)^{-1} B_{0}
\end{gathered}
$$

## Constructive Computation in Stochastic Models with Applications

and $x_{0}$ is the stationary probability vector of the censored chain $\Psi_{0}$.
Our computations for the sensitivity analysis are listed in the following steps:
(1) Compute $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} G(\varepsilon)\right|_{\varepsilon=0}$

It follows from Eq. (11.52) that

$$
\begin{equation*}
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} G(\varepsilon)\right|_{\varepsilon=0}=\left(I-\sum_{k=1}^{\infty} k A_{k} G^{k-1}\right)^{-1} \sum_{k=0}^{\infty} C_{k} G^{k} . \tag{11.56}
\end{equation*}
$$

(2) Compute $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} R_{0, k}(\varepsilon)\right|_{\varepsilon=0}$

$$
\begin{align*}
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} R_{0, k}(\varepsilon)\right|_{\varepsilon=0}= & \sum_{i=1}^{\infty} D_{k+i} G^{i-1}\left(I-\sum_{k=1}^{\infty} A_{k} G^{k-1}\right)^{-1} \\
& +\left.\sum_{i=1}^{\infty}(i-1) B_{k+i} \frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} G(\varepsilon)\right|_{\varepsilon=0} \cdot G^{i-2}\left(I-\sum_{k=1}^{\infty} A_{k} G^{k-1}\right)^{-1} \\
& +\sum_{i=1}^{\infty} B_{k+i} G^{i-1}\left(I-\sum_{k=1}^{\infty} A_{k} G^{k-1}\right)^{-2} \\
& \cdot\left[\sum_{k=1}^{\infty} C_{k} G^{k-1}+\left.\sum_{k=1}^{\infty}(k-1) A_{k} G^{k-2} \frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} G(\varepsilon)\right|_{\varepsilon=0}\right] \tag{11.57}
\end{align*}
$$

(3) Compute $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} R_{k}(\varepsilon)\right|_{\varepsilon=0}$

$$
\begin{align*}
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} R_{k}(\varepsilon)\right|_{\varepsilon=0}= & \sum_{i=1}^{\infty} C_{k+i} G^{i-1}\left(I-\sum_{k=1}^{\infty} A_{k} G^{k-1}\right)^{-1} \\
& +\left.\sum_{i=2}^{\infty}(i-1) A_{k+i} \frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} G(\varepsilon)\right|_{\varepsilon=0} \cdot G^{i-2}\left(I-\sum_{k=1}^{\infty} A_{k} G^{k-1}\right)^{-1} \\
& +\sum_{i=1}^{\infty} A_{k+i} G^{i-1}\left(I-\sum_{k=1}^{\infty} A_{k} G^{k-1}\right)^{-2} \\
& \cdot\left[\sum_{k=1}^{\infty} C_{k} G^{k-1}+\left.\sum_{k=2}^{\infty}(k-1) A_{k} G^{k-2} \frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} G(\varepsilon)\right|_{\varepsilon=0}\right] \tag{11.58}
\end{align*}
$$

(4) Compute $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} x_{0}(\varepsilon)\right|_{\varepsilon=0}$

Since $x_{0}(\varepsilon)=x_{0}(\varepsilon) \Psi_{0}(\varepsilon)$, we obtain

$$
\begin{align*}
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} x_{0}(\varepsilon)\right|_{\varepsilon=0}= & x_{0}\left\{D_{1}+\sum_{k=1}^{\infty}\left(B_{k+1}+D_{k+1}\right) G^{k-1}\left(I-\sum_{k=1}^{\infty} A_{k} G^{k-1}\right)^{-1} B_{0}\right. \\
& +\left.\sum_{k=2}^{\infty}(k-1) B_{k+1} \frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} G(\varepsilon)\right|_{\varepsilon=0} \cdot G^{k-2}\left(I-\sum_{k=1}^{\infty} A_{k} G^{k-1}\right)^{-1} B_{0} \\
& +\sum_{k=1}^{\infty} B_{k+1} G^{k-1}\left(I-\sum_{k=1}^{\infty} A_{k} G^{k-1}\right)^{-2} \\
& \left.\cdot\left[\sum_{k=1}^{\infty} C_{k} G^{k-1}+\left.\sum_{k=2}^{\infty}(k-1) A_{k} \frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} G(\varepsilon)\right|_{\varepsilon=0} \cdot G^{k-2} B_{0}\right]\right\}\left(I-\Psi_{0}\right)^{\#} . \tag{11.59}
\end{align*}
$$

(5) Compute $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} \kappa(\varepsilon)\right|_{\varepsilon=0}$

It follows from Eq. (11.50) and Eq. (11.51) that

$$
\begin{gathered}
\tilde{\pi}_{\varepsilon}(0)=\kappa(\varepsilon) x_{0}(\varepsilon) \\
\tilde{\pi}_{\varepsilon}(1)=\kappa(\varepsilon) x_{0}(\varepsilon) R_{0,1}(\varepsilon)
\end{gathered}
$$

and

$$
\begin{aligned}
\tilde{\pi}_{\varepsilon}(k)= & \kappa(\varepsilon) x_{0}(\varepsilon) R_{0, k}(\varepsilon) \\
& +\kappa(\varepsilon) x_{0}(\varepsilon) \sum_{\substack{m=2}}^{k} \sum_{\substack{i_{1}+i_{2}+\ldots+i_{m}=k \\
1 \leqslant i_{1}, i_{2}, \ldots, i_{m} \leq k}} R_{0, i_{1}}(\varepsilon) R_{i_{2}}(\varepsilon) \ldots R_{i_{m}}(\varepsilon),
\end{aligned}
$$

thus, we get

$$
\kappa(\varepsilon)=\frac{1}{1+x_{0}(\varepsilon) \sum_{k=1}^{\infty}\left[R_{0, k}(\varepsilon)+\sum_{\substack{m=2}}^{k} \sum_{\substack{i_{1}+i_{2}+\ldots+i_{m}=k \\ 1 \leqslant i_{1}, i_{2}, \ldots, i_{m} \leq k}} R_{0, i_{1}}(\varepsilon) R_{i_{2}}(\varepsilon) \ldots R_{i_{i_{m}}}(\varepsilon)\right] e},
$$

which easily leads to the expression of $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} \kappa(\varepsilon)\right|_{\varepsilon=0}$.
(6) Compute $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}$

Note that

$$
\begin{aligned}
\tilde{\eta}_{\varepsilon}= & \kappa(\varepsilon) x_{0}(\varepsilon) f_{0}+\kappa(\varepsilon) x_{0}(\varepsilon) R_{0,1}(\varepsilon) f_{1}+\kappa(\varepsilon) x_{0}(\varepsilon) \sum_{k=2}^{\infty} R_{0, k}(\varepsilon) f_{k} \\
& +\kappa(\varepsilon) x_{0}(\varepsilon) \sum_{k=2}^{\infty} \sum_{\substack{ \\
k}} \sum_{\substack{i_{1}+i_{2}+\ldots+i_{n}=k \\
1 \leqslant i_{1}, 2_{2}, \ldots, m_{m} \leqslant k}} R_{0, i_{1}}(\varepsilon) R_{i_{2}}(\varepsilon) \ldots R_{i_{m}}(\varepsilon) f_{k} .
\end{aligned}
$$

Therefore, the derivative $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}$ can be given by means of the above steps (1) to (5).

### 11.3 Perturbed Continuous-Time Markov Chains

In this section, we provide sensitivity analysis for the stationary performance measure of a perturbed continuous-time Markov chain which is irreducible and positive recurrent. By means of the UL- and LU-types of $R G$-factorizations, we express the $n$th derivative for the stationary performance measure.

We consider an irreducible perturbed continuous-time Markov chain $\left\{x_{\varepsilon}(t)\right.$, $t \geqslant 0\}$ whose infinitesimal generator is given by

$$
\begin{equation*}
\widetilde{Q}_{\varepsilon}=Q+\varepsilon V, \tag{11.60}
\end{equation*}
$$

where

$$
Q=\left(\begin{array}{ccccc}
B_{0,0} & B_{0,1} & B_{0,2} & B_{0,3} & \cdots \\
B_{1,0} & B_{1,1} & B_{1,2} & B_{1,3} & \cdots \\
B_{2,0} & B_{2,1} & B_{2,2} & B_{2,3} & \cdots \\
B_{3,0} & B_{3,1} & B_{3,2} & B_{3,3} & \cdots \\
\vdots & \vdots & \vdots & \vdots &
\end{array}\right)
$$

is the infinitesimal generator of an irreducible continuous-time Markov chain with block structure, the perturbed-directional matrix $V$ is given by

$$
V=\left(\begin{array}{ccccc}
C_{0,0} & C_{0,1} & C_{0,2} & C_{0,3} & \cdots \\
C_{1,0} & C_{1,1} & C_{1,2} & C_{1,3} & \cdots \\
C_{2,0} & C_{2,1} & C_{2,2} & C_{2,3} & \cdots \\
C_{3,0} & C_{3,1} & C_{3,2} & C_{3,3} & \cdots \\
\vdots & \vdots & \vdots & \vdots &
\end{array}\right)
$$

is a non-zero matrix with the size of each block $C_{i, j}$ equal to that of $B_{i, j}$ for $i, j \geqslant 0$, and $\varepsilon$ is a sufficiently small positive number such that $\widetilde{Q}_{\varepsilon}$ is still the infinitesimal generator of a continuous-time Markov chain whose irreducibility and state classification are the same as those of the Markov chain $Q$. We assume that if the Markov chain $Q$ is positive recurrent, then the perturbed Markov chain $\widetilde{Q}_{\varepsilon}$ can also be positive recurrent for each sufficiently small $\varepsilon>0$. In this case, $V e=0$.

We assume that the two Markov chains $Q$ and $\widetilde{Q}_{\varepsilon}$ are both irreducible and positive recurrent. Let $\pi$ and $\tilde{\pi}_{\varepsilon}$ be the stationary probability vectors of the Markov
chains $Q$ and $\widetilde{Q}_{\varepsilon}$, respectively. We write $\eta=\pi f$ and $\tilde{\eta}_{\varepsilon}=\tilde{\pi}_{\varepsilon} f$. In what follows we provide sensitivity analysis for the stationary performance measures $\tilde{\eta}_{\varepsilon}$.

Note that $\tilde{\pi}_{\varepsilon}$ is the unique positive solution to the system of equations $\tilde{\pi}_{\varepsilon} \widetilde{Q}_{\varepsilon}=0$ and $\tilde{\pi}_{\varepsilon} e=1$, we obtain

$$
\begin{gather*}
\left.\frac{\mathrm{d} \tilde{\pi}_{\varepsilon}}{\mathrm{d} \varepsilon}\right|_{\varepsilon=0} \cdot Q=-\pi V  \tag{11.61}\\
\left.\frac{\mathrm{~d}^{n} \tilde{\pi}_{\varepsilon}}{\mathrm{d} \varepsilon^{n}}\right|_{\varepsilon=0} \cdot Q=-\left.\frac{\mathrm{d}^{n-1} \tilde{\pi}_{\varepsilon}}{\mathrm{d} \varepsilon^{n-1}}\right|_{\varepsilon=0} \cdot n V, \quad n \geqslant 2, \tag{11.62}
\end{gather*}
$$

and

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{n} \tilde{\pi}_{\varepsilon}}{\mathrm{d} \varepsilon^{n}}\right|_{\varepsilon=0} \cdot e=0, \quad n \geqslant 1 . \tag{11.63}
\end{equation*}
$$

Since $Q$ always has the maximal nonpositive inverse $Q_{\max }^{-1}$, it follows from Eq. (11.61) and Eq. (11.62) that

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{n} \tilde{\pi}_{\varepsilon}}{\mathrm{d} \varepsilon^{n}}\right|_{\varepsilon=0}=n!\pi\left[\left(-Q_{\max }^{-1}\right) V\right]^{n}, \quad n \geqslant 1 . \tag{11.64}
\end{equation*}
$$

Using Eq. (11.63) and Eq. (11.64), we have

$$
\begin{equation*}
\pi\left[\left(-Q_{\max }^{-1}\right) V\right]^{n} e=0, \quad n \geqslant 1 \tag{11.65}
\end{equation*}
$$

For the stationary performance measure $\tilde{\eta}_{\varepsilon}=\tilde{\pi}_{\varepsilon} f$,

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}=n!\pi\left[\left(-Q_{\max }^{-1}\right) V\right]^{n} f . \tag{11.66}
\end{equation*}
$$

Therefore, it follows from the UL-type $R G$-factorization that for $n \geqslant 1$,

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}=n!\pi\left[\left(I-G_{L}\right)^{-1}\left(-U_{D}^{-1}\right)\left(I-R_{U}\right)^{-1} V\right]^{n} f . \tag{11.67}
\end{equation*}
$$

or from the LU-type $R G$-factorization that for $n \geqslant 1$,

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}=n!\pi\left[\left(I-\bar{G}_{U}\right)^{-1}\left(-\bar{U}_{D}^{-1}\right)\left(I-\bar{R}_{L}\right)^{-1} V\right]^{n} f . \tag{11.68}
\end{equation*}
$$

In what follows we simply discuss the realization matrix of the continuous-time Markov chain. The realization matrix $D$ is expressed in terms of a potential vector $g$ which satisfies the Poisson equation

$$
\begin{equation*}
Q g=-f+\pi f e \tag{11.69}
\end{equation*}
$$

Thus, using the UL-type $R G$-factorization, it follows from Eq. (11.69) that

$$
\begin{equation*}
g=-Q_{\max }^{-1}(f-\pi f e)=\left(I-G_{L}\right)^{-1}\left(-U_{D}^{-1}\right)\left(I-R_{U}\right)^{-1}(f-\pi f e) \tag{11.70}
\end{equation*}
$$

or using the LU-type $R G$-factorization, we have

$$
\begin{equation*}
g=-Q_{\max }^{-1}(f-\pi f e)=\left(I-\bar{G}_{U}\right)^{-1}\left(-\bar{U}_{D}^{-1}\right)\left(I-\bar{R}_{L}\right)^{-1}(f-\pi f e) . \tag{11.71}
\end{equation*}
$$

The realization matrix is given by

$$
\begin{align*}
D= & e g^{\mathrm{T}}-g e^{\mathrm{T}} \\
= & e(f-\pi f e)^{\mathrm{T}}\left[\left(I-R_{U}\right)^{-1}\right]^{\mathrm{T}}\left(-U_{D}^{-1}\right)^{\mathrm{T}}\left[\left(I-G_{L}\right)^{-1}\right]^{\mathrm{T}} \\
& -\left(I-G_{L}\right)^{-1}\left(-U_{D}^{-1}\right)\left(I-R_{U}\right)^{-1}(f-\pi f e) e^{\mathrm{T}} . \tag{11.72}
\end{align*}
$$

or

$$
\begin{align*}
D= & e g^{\mathrm{T}}-g e^{\mathrm{T}} \\
= & e(f-\pi f e)^{\mathrm{T}}\left[\left(I-\bar{R}_{L}\right)^{-1}\right]^{\mathrm{T}}\left(-\bar{U}_{D}^{-1}\right)^{\mathrm{T}}\left[\left(I-\bar{G}_{U}\right)^{-1}\right]^{\mathrm{T}} \\
& -\left(I-\bar{G}_{U}\right)^{-1}\left(-\bar{U}_{D}^{-1}\right)\left(I-\bar{R}_{L}\right)^{-1}(f-\pi f e) e^{\mathrm{T}} . \tag{11.73}
\end{align*}
$$

As an important example, we consider a perturbed continuous-time leveldependent QBD process with infinitely-many levels whose infinitesimal generator is given by

$$
\begin{equation*}
Q(\varepsilon)=Q+\varepsilon V, \tag{11.74}
\end{equation*}
$$

where $\varepsilon$ is a sufficiently small positive number,

$$
Q=\left(\begin{array}{cccccc}
B_{1}^{(0)} & B_{0}^{(0)} & & & &  \tag{11.75}\\
B_{2}^{(1)} & B_{1}^{(1)} & B_{0}^{(1)} & & & \\
& B_{2}^{(2)} & B_{1}^{(2)} & B_{0}^{(2)} & & \\
& & B_{2}^{(3)} & B_{1}^{(3)} & B_{0}^{(3)} & \\
& & & \ddots & \ddots & \ddots
\end{array}\right)
$$

and the perturbed-directional matrix

$$
V=\left(\begin{array}{cccccc}
C_{1}^{(0)} & C_{0}^{(0)} & & & & \\
C_{2}^{(1)} & C_{1}^{(1)} & C_{0}^{(1)} & & & \\
& C_{2}^{(2)} & C_{1}^{(2)} & C_{0}^{(2)} & & \\
& & C_{2}^{(3)} & C_{1}^{(3)} & C_{0}^{(3)} & \\
& & & \ddots & \ddots & \ddots
\end{array}\right) .
$$

Let $\pi=\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$ be the stationary probability vector of the QBD process $Q$, partitioned according to the levels. We denote by the matrix sequence $\left\{R_{k}\right\}$ the minimal nonnegative solution to the system of matrix equations

$$
B_{0}^{(k)}+R_{k} B_{1}^{(k+1)}+R_{k} R_{k+1} B_{2}^{(k+2)}=0, \quad k \geqslant 0 .
$$

Then

$$
\pi_{0}=\kappa x_{0}
$$

and

$$
\pi_{k}=\kappa x_{0} R_{0} R_{1} \ldots R_{k-1}, \quad k \geqslant 1,
$$

where $x_{0}$ is the stationary probability vector of the censored chain to level 0 with infinitesimal generator $U_{0}=B_{1}^{(0)}+R_{0} B_{2}^{(1)}, \kappa$ is a normalization constant such that $\sum_{k=0}^{\infty} \pi_{k} e=1$, i.e.,

$$
\kappa=\frac{1}{1+\sum_{k=0}^{\infty} x_{0} R_{0} R_{1} \ldots R_{k} e} .
$$

In principle, Eq. (11.68), using the LU-type $R G$-factorization, provides expression for the $n$th derivative of the stationary performance measure $\tilde{\eta}_{\varepsilon}$ at $\varepsilon=0$. It is easy to see that for a small $n \geqslant 1, \eta^{(n)}$ can be further simplified using the LU-type $R$-, $U$ - and $G$-measures. The following proposition provides expression for $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}$ by means of the LU-type $R$-, $U$ - and $G$-measures.

## Proposition 11.1

$$
\begin{aligned}
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}= & {\left[\pi_{0} C_{1}^{(0)}+\pi_{1} C_{1}^{(1)}\right] \sum_{k=0}^{\infty} Y_{k}^{(0)}\left(-\bar{U}_{k}^{-1}\right) \sum_{i=0}^{k} X_{i}^{(k)} f_{k-i} } \\
& +\sum_{m=1}^{\infty}\left[\pi_{m-1} C_{0}^{(m-1)}+\pi_{m} C_{1}^{(m)}+\pi_{m+1} C_{2}^{(m+1)}\right] \\
& \cdot \sum_{k=m}^{\infty} Y_{k-m}^{(m)}\left(-\bar{U}_{k}^{-1}\right) \sum_{i=0}^{k} X_{i}^{(k)} f_{k-i},
\end{aligned}
$$

where

$$
\begin{gathered}
X_{0}^{(l)}=I, \quad l \geqslant 0, \\
X_{k}^{(l)}=\bar{R}_{l} \bar{R}_{l-1} \bar{R}_{l-2} \ldots \bar{R}_{l-k+1}, \quad l \geqslant k \geqslant 1,
\end{gathered}
$$

and

$$
\begin{gathered}
Y_{0}^{(l)}=I, \quad l \geqslant 0, \\
Y_{k}^{(l)}=\bar{G}_{l} \bar{G}_{l+1} \bar{G}_{l+2} \ldots \bar{G}_{l+k-1}, \quad k \geqslant 1, l \geqslant 0 .
\end{gathered}
$$

## Constructive Computation in Stochastic Models with Applications

Proof Setting $n=1$ in Eq. (11.68), we have

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}=\pi V\left(I-\bar{G}_{U}\right)^{-1}\left(-\bar{U}_{D}^{-1}\right)\left(I-\bar{R}_{L}\right)^{-1} f .
$$

Thus, we obtain

$$
\pi V=\left(\pi_{0} C_{1}^{(0)}+\pi_{1} C_{1}^{(1)}, \pi_{0} C_{0}^{(0)}+\pi_{1} C_{1}^{(1)}+\pi_{2} C_{2}^{(2)}, \pi_{1} C_{0}^{(1)}+\pi_{2} C_{1}^{(2)}+\pi_{3} C_{2}^{(3)}, \ldots\right),
$$

and

$$
\left(I-\bar{G}_{U}\right)^{-1}\left(-\bar{U}_{D}^{-1}\right)\left(I-\bar{R}_{L}\right)^{-1} f=\left(\begin{array}{c}
\sum_{k=0}^{\infty} Y_{k}^{(0)}\left(-\bar{U}_{k}^{-1}\right) \sum_{i=0}^{k} X_{i}^{(k)} f_{k-i} \\
\sum_{k=1}^{\infty} Y_{k-1}^{(1)}\left(-\bar{U}_{k}^{-1}\right) \sum_{i=0}^{k} X_{i}^{(k)} f_{k-i} \\
\sum_{k=2}^{\infty} Y_{k-2}^{(2)}\left(-\bar{U}_{k}^{-1}\right) \sum_{i=0}^{k} X_{i}^{(k)} f_{k-i} \\
\vdots
\end{array}\right) .
$$

Simple computations yield the stated result. This completes the proof.
Now, we provide sensitivity analysis for the transient performance measure $\gamma(t)$ for $t \geqslant 0$, where

$$
\gamma(t)=E[\Phi(t)]=E\left[\int_{0}^{t} f\left(X_{u}\right) \mathrm{d} u\right] .
$$

It is easy to see from Eq. (10.3) that

$$
\begin{equation*}
\gamma(t)=\pi(0) \int_{0}^{t} \exp \{Q x\} \mathrm{d} x f . \tag{11.76}
\end{equation*}
$$

Based on Eq. (11.76), for the perturbed Markov chain $\widetilde{Q}_{\varepsilon}$ we can write the perturbed transient performance measure as

$$
\tilde{\gamma}_{\varepsilon}(t)=\pi(0) \int_{0}^{t} \exp \left\{\widetilde{Q}_{\varepsilon} x\right\} \mathrm{d} x f .
$$

Therefore, we obtain

$$
\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\gamma}_{\varepsilon}(t)=\pi(0) \int_{0}^{t} x^{n} \exp \left\{\widetilde{Q}_{\varepsilon} x\right\} \mathrm{d} x V^{n} f, \quad n \geqslant 1,
$$

which leads to

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\gamma}_{\varepsilon}(t)\right|_{\varepsilon=0}=\pi(0) \int_{0}^{t} x^{n} \exp \{Q x\} \mathrm{d} x V^{n} f, \quad n \geqslant 1 . \tag{11.77}
\end{equation*}
$$

Finally, we provide sensitivity analysis for the $\beta$-discounted performance measure $\phi(\beta)$, where

$$
\phi(\beta)=E\left[\int_{0}^{+\infty} e^{-\beta u} f\left(X_{u}\right) \mathrm{d} u\right] .
$$

It is easy to see from Eq. (10.11) that

$$
\begin{equation*}
\phi(\beta)=-\pi(0)(Q-\beta I)_{\max }^{-1} f . \tag{11.78}
\end{equation*}
$$

Based on Eq. (11.78), for the perturbed Markov chain $\widetilde{Q}_{\varepsilon}$ we can write the perturbed discounted performance measure as

$$
\tilde{\phi}_{\varepsilon}(\beta)=-\pi(0)\left(\widetilde{Q}_{\varepsilon}-\beta I\right)_{\max }^{-1} f .
$$

Therefore, we obtain

$$
\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\phi}_{\varepsilon}(\beta)=(-1)^{n+1} n!\pi(0)\left(\widetilde{Q}_{\varepsilon}-\beta I\right)_{\max }^{-1-n} V^{n} f, \quad n \geqslant 1,
$$

which leads to

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \tilde{\phi}_{\varepsilon}(\beta)\right|_{\varepsilon=0}=(-1)^{n+1} n!\pi(0)(Q-\beta I)_{\max }^{-1-n} V^{n} f, \quad n \geqslant 1 . \tag{11.79}
\end{equation*}
$$

### 11.4 Perturbed Accumulated Reward Processes

In this section, we derive the $n$th derivative for the conditional moments of the accumulated reward process of an irreducible continuous-time perturbed QBD process.

Consider the accumulated reward process of an irreducible continuous-time perturbed QBD process. We assume that the perturbed QBD process $\left\{x_{\varepsilon}(t)\right.$, $t \geqslant 0\}$, given in Eq. (11.74), is separable and Borel measurable, and its sample functions are almost all lower semi-continuous at the right-hand side. Therefore, the perturbed QBD process has the strong Markov property.

Similar to (10.38), we define

$$
\psi_{k, j}(t, \varepsilon)=E\left[\int_{0}^{t} f\left(x_{\varepsilon}(u)\right) \mathrm{d} u \mid x_{\varepsilon}(0)=(k, j)\right] .
$$

Let

$$
\Psi_{k}(t, \varepsilon)=\left(\psi_{k, 1}(t, \varepsilon), \psi_{k, 2}(t, \varepsilon), \ldots, \psi_{k, M_{k}}(t, \varepsilon)\right)^{\mathrm{T}}
$$
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and

$$
\Psi_{k}^{*}(s, \varepsilon)=\int_{0}^{+\infty} e^{-s t} \Psi_{k}(t, \varepsilon) \mathrm{d} t, \quad k \geqslant 0 .
$$

The sequence $\left\{\Psi_{k}^{*}(s, \varepsilon)\right\}$ then satisfies the following system of infinite-dimensional linear equations, as in Theorem 10.3,

$$
\begin{equation*}
\Psi_{0}^{*}(s, \varepsilon)=\mathfrak{R}_{0}(s, \varepsilon)\left\{e+\mathcal{A}_{0}(\varepsilon) \Psi_{0}^{*}(s, \varepsilon)+\left[B_{0}^{(0)}+\varepsilon C_{0}^{(0)}\right] \Psi_{1}^{*}(s, \varepsilon)\right\}, \tag{11.80}
\end{equation*}
$$

and for $l \geqslant 1$,

$$
\begin{align*}
\Psi_{l}^{*}(s, \varepsilon)= & \mathfrak{R}_{l}(s, \varepsilon)\left\{e+\left[B_{2}^{(l)}+\varepsilon C_{2}^{(l)}\right] \Psi_{l-1}^{*}(s, \varepsilon)\right. \\
& \left.+\mathcal{A}_{l}(\varepsilon) \Psi_{l}^{*}(s, \varepsilon)+\left[B_{0}^{(l)}+\varepsilon C_{0}^{(l)}\right] \Psi_{l+1}^{*}(s, \varepsilon)\right\}, \tag{11.81}
\end{align*}
$$

where for $k \geqslant 0$,

$$
\mathfrak{R}_{k}(s, \varepsilon)=\operatorname{diag}\left(\frac{f(k, 1)}{\left[s-b_{1,(1,1)}^{(k)}-\varepsilon c_{1,(1,1)}^{(k)}\right]^{2}}, \ldots, \frac{f\left(k, M_{k}\right)}{\left[s-b_{1,\left(M_{k}, M_{k}\right)}^{(k)}-\varepsilon c_{1,\left(M_{k}, M_{k}\right)}^{(k)}\right]^{2}}\right)
$$

and

$$
\mathcal{A}_{k}(\varepsilon)=B_{1}^{(k)}+\varepsilon C_{1}^{(k)}-\operatorname{diag}\left(b_{1,(1,1)}^{(k)}+\varepsilon c_{1,(1,1)}^{(k)}, \ldots, b_{1,\left(M_{k}, M_{k}\right)}^{(k)}+\varepsilon c_{1,\left(M_{k}, M_{k}\right)}^{(k)}\right) .
$$

Note that $\mathcal{A}_{k}(\varepsilon)=\mathcal{B}_{k}+\varepsilon \mathcal{C}_{k}$, where $\mathcal{B}_{k}$ is given in Eq. (10.42) and

$$
\mathcal{C}_{k}=C_{1}^{(k)}-\operatorname{diag}\left(c_{1,(1,1)}^{(k)}, c_{1,(2,2)}^{(k)}, \ldots, c_{1,\left(M_{k}, M_{k}\right)}^{(k)}\right) .
$$

Let

$$
\begin{aligned}
& \widetilde{Q}(s, \varepsilon)=\left(\begin{array}{llll}
\mathfrak{R}_{0}(s, \varepsilon) & & & \\
& \mathfrak{R}_{1}(s, \varepsilon) & & \\
& & \mathfrak{R}_{2}(s, \varepsilon) & \\
& & & \ddots
\end{array}\right) \\
& \cdot\left(\begin{array}{ccccc}
\mathcal{A}_{0}(\varepsilon) & B_{0}^{(0)}+\varepsilon C_{0}^{(0)} & & & \\
B_{2}^{(1)}+\varepsilon C_{2}^{(1)} & \mathcal{A}_{1}(\varepsilon) & B_{0}^{(1)}+\varepsilon C_{0}^{(1)} & & \\
& B_{2}^{(2)}+\varepsilon C_{2}^{(2)} & \mathcal{A}_{2}(\varepsilon) & B_{0}^{(2)}+\varepsilon C_{0}^{(2)} & \\
& & \ddots & \ddots & \ddots
\end{array}\right), \\
& \mathfrak{R}(s, \varepsilon)=\left(\begin{array}{c}
\mathfrak{R}_{0}(s, \varepsilon) e \\
\mathfrak{R}_{1}(s, \varepsilon) e \\
\mathfrak{R}_{2}(s, \varepsilon) e \\
\vdots
\end{array}\right), \quad \Psi(s, \varepsilon)=\left(\begin{array}{c}
\Psi_{0}^{*}(s, \varepsilon) \\
\Psi_{1}^{*}(s, \varepsilon) \\
\Psi_{2}^{*}(s, \varepsilon) \\
\vdots
\end{array}\right) .
\end{aligned}
$$

Then it follows from Eq. (11.80) and Eq. (11.81) that

$$
\begin{equation*}
\Psi(s, \varepsilon)=\widetilde{Q}(s, \varepsilon) \Psi(s, \varepsilon)+\mathfrak{R}(s, \varepsilon) \tag{11.82}
\end{equation*}
$$

Let

$$
\begin{gathered}
\theta_{k}(s, \varepsilon)=\operatorname{diag}\left(\left[s-b_{1,(1,1)}^{(k)}-\varepsilon c_{1,(1,1)}^{(k)}\right]^{2}, \ldots,\left[s-b_{1,\left(M_{k}, M_{k}\right)}^{(k)}-\varepsilon c_{1,\left(M_{k}, M_{k}\right)}^{(k)}\right]^{2}\right), \\
\Theta(s, \varepsilon)=\operatorname{diag}\left(\theta_{0}(s, \varepsilon), \theta_{1}(s, \varepsilon), \theta_{2}(s, \varepsilon), \ldots\right) \\
f_{k}=\left(f(k, 1), f(k, 2), \ldots, f\left(k, M_{k}\right)\right)^{\mathrm{T}}
\end{gathered}
$$

and $f=\left(f_{0}^{\mathrm{T}}, f_{1}^{\mathrm{T}}, f_{2}^{\mathrm{T}}, \ldots\right)^{\mathrm{T}}$. Then, using Eq. (11.82), we yield

$$
\begin{equation*}
\Theta(s, \varepsilon) \Psi(s, \varepsilon)=\left(\widetilde{Q}_{1}+\varepsilon \widetilde{Q}_{2}\right) \Psi(s, \varepsilon)+f \tag{11.83}
\end{equation*}
$$

where

$$
\widetilde{Q}_{1}=\left(\begin{array}{ccccc}
\mathcal{B}_{0} & B_{0}^{(0)} & & & \\
B_{2}^{(1)} & \mathcal{B}_{1} & B_{0}^{(1)} & & \\
& B_{2}^{(2)} & \mathcal{B}_{2} & B_{0}^{(2)} & \\
& & \ddots & \ddots & \ddots
\end{array}\right)
$$

and

$$
\widetilde{Q}_{2}=\left(\begin{array}{ccccc}
\mathcal{C}_{0} & C_{0}^{(0)} & & & \\
C_{2}^{(1)} & \mathcal{C}_{1} & C_{0}^{(1)} & & \\
& C_{2}^{(2)} & \mathcal{C}_{2} & C_{0}^{(2)} & \\
& & \ddots & \ddots & \ddots
\end{array}\right) .
$$

Let

$$
\xi^{(n)}(s)=\frac{\partial^{n}}{\partial \varepsilon^{n}} \Psi(s, \varepsilon)_{\mid \varepsilon=0}, \quad \Theta^{(n)}(s)=\frac{\partial^{n}}{\partial \varepsilon^{n}} \Theta(s, \varepsilon)_{\mid \varepsilon=0}, \quad n \geqslant 1 .
$$

Taking the derivatives with respect to $\varepsilon$ on the both sides of Eq. (11.83) and letting $\varepsilon=0$, we have

$$
\left[\widetilde{Q}_{1}-\Theta(s)\right] \xi^{(1)}(s)=-\left[\widetilde{Q}_{2}-\Theta^{(1)}(s)\right] \xi(s)
$$

where $\Theta(s)=\Theta(s, 0)$ and $\xi(s)={ }_{\infty} \xi(s)$ are given in Theorem 10.4. Hence, we obtain

$$
\begin{equation*}
\xi^{(1)}(s)=-\left[\widetilde{Q}_{1}-\Theta(s)\right]_{\max }^{-1}\left[\widetilde{Q}_{2}-\Theta^{(1)}(s)\right] \xi(s) . \tag{11.84}
\end{equation*}
$$

Further, for the $n$th derivative we can obtain

$$
\begin{aligned}
{\left[\widetilde{Q}_{1}-\Theta(s)\right] \xi^{(n)}(s)=} & -n\left[\widetilde{Q}_{2}-\Theta^{(1)}(s)\right] \xi^{(n-1)}(s) \\
& +\sum_{l=0}^{n-1}\binom{n}{l} \Theta^{(n-l)}(s) \xi^{(l)}(s) .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\xi^{(n)}(s)= & -n\left[\widetilde{Q}_{1}-\Theta(s)\right]_{\max }^{-1}\left[\widetilde{Q}_{2}-\Theta^{(1)}(s)\right] \xi^{(n-1)}(s) \\
& +\left[\widetilde{Q}_{1}-\Theta(s)\right]_{\max }^{-1} \sum_{l=0}^{n-1}\binom{n}{l} \Theta^{(n-l)}(s) \xi^{(l)}(s), \tag{11.85}
\end{align*}
$$

where

$$
\left(\widetilde{Q}_{1}-\Theta(s)\right)_{\max }^{-1}=\left[I-G_{L}(s)\right]^{-1} U_{D}(s)^{-1}\left[I-R_{U}(s)\right]^{-1}
$$

or

$$
\left(\widetilde{Q}_{1}-\Theta(s)\right)_{\max }^{-1}=\left[I-\bar{G}_{U}(s)\right]^{-1} \bar{U}_{D}(s)^{-1}\left[I-\bar{R}_{L}(s)\right]^{-1} .
$$

### 11.5 A Perturbed MAP/PH/1 Queue

This section provides sensitivity analysis for the stationary queue length of a perturbed $M A P / P H / 1$ queue. To achieve this, we must first provide a sensitivity analysis for the PH distribution as well as the MAP.

### 11.5.1 A Perturbed PH Distribution

Consider a PH distribution $F(x)$ for $x \geqslant 0$ with irreducible representation $(\alpha, T)$ of order $\gamma_{1}$, where $\alpha e=1$. Thus we have

$$
F(x)=P\{X \leqslant x\}=1-\alpha \exp \{T x\} e,
$$

where $X$ is the corresponding PH random variable. We denote by $S$ a matrix of order $\gamma_{1}$, which satisfies that the perturbed matrix $T+\varepsilon S$ has negative diagonal elements and nonnegative off-diagonal elements with $(T+\varepsilon S) e \leq 0$ for each safficiently small $\varepsilon>0$. Let $T^{0}=-T e$ and $S^{0}=-S e$. We assume that the irreducibility of the matrix $T+T^{0} \alpha$ is the same as that for the matrix $(T+\varepsilon S)+$ $\left(T^{0}+\varepsilon S^{0}\right) \alpha$. Obviously, $(\alpha, T+\varepsilon S)$ is the irreducible representation of order $\gamma_{1}$ of a perturbed PH distribution $F_{\varepsilon}(x)$ with

$$
F_{\varepsilon}(x)=P\left\{X_{\varepsilon} \leqslant x\right\}=1-\alpha \exp \{(T+\varepsilon S) x\} e .
$$

Let $f_{\varepsilon}^{*}(s)$ be the Laplace-Stieltjes transform of $F_{\varepsilon}(x)$. Then

$$
f_{\varepsilon}^{*}(s)=\alpha(s I-T-\varepsilon S)^{-1}\left(T^{0}+\varepsilon S^{0}\right)
$$

We obtain

$$
\frac{\partial^{n}}{\partial \varepsilon^{n}} f_{\varepsilon}^{*}(s)_{\mid \varepsilon=0}=n!\alpha(s I-T)^{-n}\left[(s I-T)^{-1} S^{n} T^{0}-S^{n} e\right], \quad n \geqslant 1
$$

In addition, from $E\left[X_{\varepsilon}^{k}\right]=(-1)^{k} k!\left[\alpha(T+\varepsilon S)^{-k} e\right]$, we obtain

$$
\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} E\left[X_{\varepsilon}^{k}\right]_{\mid \varepsilon=0}=(-1)^{k+n}(k+n-1)!k \alpha T^{-(k+n)} S^{n} e, \quad k \geqslant 1, n \geqslant 1 .
$$

For the PH distribution, the maximal eigenvalue of the matrix $T$ is an important quantity. In what follows we provide sensitivity analysis for the maximal eigenvalue. Let $c$ and $d, c_{\varepsilon}$ and $d_{\varepsilon}$ be the left and right Perron-Frobenius eigenvectors of the matrices $T$ and $T+\varepsilon S$, respectively. Assume $c d=1$. We denote by $\lambda$ and $\lambda_{\varepsilon}$ the maximal eigenvalues of $T$ and $T+\varepsilon S$, respectively. It is easy to verify that

$$
\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} c_{\varepsilon \mid \varepsilon=0}(\lambda I-T)=c S-\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \lambda_{\varepsilon \mid \varepsilon=0} c .
$$

Note that $(\lambda I-T) d=0$ and $c d=1$, we obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \lambda_{\varepsilon \mid \varepsilon=0}=c S d
$$

### 11.5.2 A Perturbed MAP

Consider a MAP with irreducible matrix descriptor $\left(C_{1}, D_{1}\right)$ of order $\gamma_{2}$, where the diagonal elements of the matrix $C_{1}$ are all negative, the off-diagonal elements of the matrix $C_{1}$ are all nonnegative, each element of the matrix $D_{1}$ is nonnegative and the Markov chain with infinitesimal generator $C_{1}+D_{1}$ is irreducible and positive recurrent. Let $\theta$ be the stationary probability vector of the Markov chain with infinitesimal generator $C_{1}+D_{1}$. Then $r=\theta D_{1} e$ is the stationary arrival rate. Let $C_{2}$ and $D_{2}$ be two matrices of order $\gamma_{2}$ such that for each sufficiently small $\varepsilon>0$, the diagonal elements of the matrix $C_{1}+\varepsilon C_{2}$ are all negative, the off-diagonal elements of the matrix $C_{1}+\varepsilon C_{2}$ are all nonnegative, each element of the matrix $D_{1}+\varepsilon D_{2}$ is nonnegative and $\left(C_{2}+D_{2}\right) e=0$. It is clear that $\left(C_{1}+\varepsilon C_{2}, D_{1}+\varepsilon D_{2}\right)$ is the irreducible matrix descriptor of a perturbed MAP.

Let $\theta_{\varepsilon}$ be the stationary probability vector of the perturbed Markov chain with
infinitesimal generator $\left(C_{1}+D_{1}\right)+\varepsilon\left(C_{2}+D_{2}\right)$. Then

$$
\theta_{\varepsilon}\left[\left(C_{1}+D_{1}\right)+\varepsilon\left(C_{2}+D_{2}\right)\right]=0
$$

and $\theta_{\varepsilon} e=1$. Thus, we obtain

$$
\begin{equation*}
\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \theta_{\varepsilon} e=0, \quad \text { for } \quad n \geqslant 1, \varepsilon \geqslant 0, \tag{11.86}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \theta_{\varepsilon \mid \varepsilon=0}\left(C_{1}+D_{1}\right)=-\theta\left(C_{2}+D_{2}\right) . \tag{11.87}
\end{equation*}
$$

It follows from Eq. (11.86) and Eq. (11.87) that

$$
\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \theta_{\varepsilon \mid \varepsilon=0}\left(C_{1}+D_{1}+\kappa e \theta\right)=-\theta\left(C_{2}+D_{2}\right),
$$

where $\kappa=\min _{1 \leqslant i \leqslant \gamma_{2}}\left\{c_{1,(i, i)}+d_{1,(i, i)}\right\}$. Note that the matrix $C_{1}+D_{1}+\kappa e \theta$ is invertible, we have

$$
\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} \theta_{\varepsilon \mid \varepsilon=0}=(-1)^{n} n \theta\left[\left(C_{2}+D_{2}\right)\left(C_{1}+D_{1}+\kappa e \theta\right)^{-1}\right]^{n}, \quad n \geqslant 1 .
$$

Therefore, the $n$th derivative of the stationary arrival rate $r_{\varepsilon}$ of the perturbed MAP is given by

$$
\begin{aligned}
\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} r_{\varepsilon \mid \varepsilon=0}= & (-1)^{n-1} n!\theta\left[\left(C_{2}+D_{2}\right)\left(C_{1}+D_{1}+\kappa e \theta\right)^{-1}\right]^{n-1} \\
& \cdot\left\{D_{2} e-\left[\left(C_{2}+D_{2}\right)\left(C_{1}+D_{1}+\kappa e \theta\right)^{-1}\right] D_{1} e\right\}, \quad n \geqslant 1 .
\end{aligned}
$$

### 11.5.3 A Perturbed $M A P / P H / 1$ Queue

Consider a $M A P / P H / 1$ queue. We denote by $q(t), I(t)$ and $J(t)$ the number of customers in the system, the phase numbers of the MAP input and the PH service time at time $t$, respectively. It is obvious that $\{q(t), I(t), J(t), t \geqslant 0\}$ is a levelindependent QBD process whose infinitesimal generator is given by

$$
\mathcal{Q}_{1}=\left(\begin{array}{cccccc}
C_{1} & D_{1} \otimes \alpha & & & &  \tag{11.88}\\
I \otimes T^{0} & C_{1} \oplus T & D_{1} \otimes I & & & \\
& I \otimes T^{0} \alpha & C_{1} \oplus T & D_{1} \otimes I & & \\
& & I \otimes T^{0} \alpha & C_{1} \oplus T & D_{1} \otimes I & \\
& & & \ddots & \ddots & \ddots
\end{array}\right) .
$$

Let $\theta$ and $\omega$ be the stationary probability vectors of the Markov chains $C_{1}+D_{1}$ and $T+T^{0} \alpha$, respectively. Then the QBD process with infinitesimal generator given in Eq. (11.88) is positive recurrent, null recurrent or transient according to $\theta D_{1} e<\omega T^{0}, \theta D_{1} e=\omega T^{0}$ or $\theta D_{1} e>\omega T^{0}$, respectively.

Now, we impose an infinitesimal perturbation on both the input stream and the service times, i.e., $\left(C_{1}+\varepsilon C_{2}, D_{1}+\varepsilon D_{2}\right)$ and $(\alpha, T+\varepsilon S)$, respectively. The infinitesimal generator of the perturbed QBD process $\{q(t), I(t), J(t), t \geqslant 0\}$ is given by

$$
\begin{equation*}
\mathcal{Q}_{\varepsilon}=\mathcal{Q}_{1}+\varepsilon \mathcal{Q}_{2}, \tag{11.89}
\end{equation*}
$$

where $\mathcal{Q}_{1}$ is given in Eq. (11.88) and

$$
\mathcal{Q}_{2}=\left(\begin{array}{cccccc}
C_{2} & D_{2} \otimes \alpha & & & & \\
I \otimes S^{0} & C_{2} \oplus S & D_{2} \otimes I & & & \\
& I \otimes S^{0} \alpha & C_{2} \oplus S & D_{2} \otimes I & & \\
& & I \otimes S^{0} \alpha & C_{2} \oplus S & D_{2} \otimes I & \\
& & & \ddots & \ddots & \ddots
\end{array}\right) .
$$

Let $R$ and $R_{\varepsilon}$ be the minimal nonnegative solutions to the matrix equations

$$
\left(D_{1} \otimes I\right)+R\left(C_{1} \oplus T\right)+R^{2}\left(I \otimes T^{0} \alpha\right)=0
$$

and

$$
\left[\left(D_{1}+\varepsilon D_{2}\right) \otimes I\right]+R_{\varepsilon}\left[\left(C_{1}+\varepsilon C_{2}\right) \oplus(T+\varepsilon S)\right]+R_{\varepsilon}^{2}\left[I \otimes\left(T^{0}+S^{0}\right) \alpha\right]=0
$$

respectively. Then

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} R_{\varepsilon \mid \varepsilon=0}= & -\left[\left(D_{2} \otimes I\right)+R\left(C_{2} \oplus S\right)+R^{2}\left(I \otimes S^{0} \alpha\right)\right] \\
& \cdot\left[\left(C_{1} \oplus T\right)+2 R\left(I \otimes T^{0} \alpha\right)\right]^{-1}
\end{aligned}
$$

Since $\varepsilon>0$ is sufficiently small, the perturbed $M A P / P H / 1$ queue will keep the properties of state classification for the original $M A P / P H / 1$ queue. We now provide sensitivity analysis for the stationary queue length in the perturbed $M A P / P H / 1$ queue as an example.

If $\theta D_{1} e<\omega T^{0}$, then the perturbed $M A P / P H / 1$ queue is positive recurrent. To analyze the sensitivity of the stationary queue length, we need the derivatives of the stationary probability vector of the perturbed QBD process, since $P\left\{L_{\varepsilon}=k\right\}=$ $\pi_{k}(\varepsilon) e$ for $k \geqslant 0$, where $L_{\varepsilon}=\lim _{t \rightarrow+\infty} q_{\varepsilon}(t)$ almost everywhere.

Let $\pi=\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$ and $\stackrel{t \rightarrow+\infty}{\pi}(\varepsilon)=\left(\pi_{0}(\varepsilon), \pi_{1}(\varepsilon), \pi_{2}(\varepsilon), \ldots\right)$ be the stationary probability vectors of the two level-independent QBD processes with infinitesimal generators $\mathcal{Q}_{1}$ given in Eq. (11.88) and $\mathcal{Q}_{\varepsilon}$ given in Eq. (11.89), respectively. Then

$$
\begin{equation*}
\pi_{k}(\varepsilon)=\pi_{1}(\varepsilon) R_{\varepsilon}^{k-1}, \quad k \geqslant 2 \tag{11.90}
\end{equation*}
$$

and $\left(\pi_{0}(\varepsilon), \pi_{1}(\varepsilon)\right)$ is the unique positive solution to the system of equations

$$
\begin{align*}
\pi_{0}(\varepsilon)\left(C_{1}+\varepsilon C_{2}\right)+ & \pi_{1}(\varepsilon)\left[I \otimes\left(T^{0}+\varepsilon S^{0}\right)\right]=0,  \tag{11.91}\\
\pi_{0}(\varepsilon)\left[\left(D_{1}+\varepsilon D_{2}\right) \otimes \alpha\right] & +\pi_{1}(\varepsilon)\left\{\left(C_{1}+\varepsilon C_{2}\right) \oplus(T+\varepsilon S)\right. \\
& \left.+R_{\varepsilon}\left[I \otimes\left(T^{0}+\varepsilon S^{0}\right)\right] \alpha\right\}=0, \tag{11.92}
\end{align*}
$$

and $\pi_{0}(\varepsilon) e+\pi_{1}(\varepsilon)\left(I-R_{\varepsilon}\right)^{-1} e=1$. It is obvious that $\pi_{l}=\pi_{l}(0)$ for all $l \geqslant 0$.
It follows from Eq. (11.91) and Eq. (11.92) that

$$
\left(\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \pi_{0}(\varepsilon)_{\mid \varepsilon=0}, \frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} \pi_{1}(\varepsilon)_{\mid \varepsilon=0}\right)\left(\begin{array}{cc}
C_{1} & D_{1} \otimes \alpha \\
I \otimes T^{0} & C_{1} \oplus T+R\left(I \otimes T^{0} \alpha\right)
\end{array}\right)=\pi_{0} C_{2}, A,
$$

where

$$
A=\pi_{0}\left(D_{2} \otimes \alpha\right)+\pi_{1}\left[C_{2} \oplus S+R\left(I \otimes S^{0} \alpha\right)+\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} R_{\varepsilon \mid \varepsilon=0}\left(I \otimes T^{0} \alpha\right)\right]
$$

Note that

$$
\left(\begin{array}{cc}
C_{1} & D_{1} \otimes \alpha \\
I \otimes T^{0} & C_{1} \oplus T+R\left(I \otimes T^{0} \alpha\right)
\end{array}\right)^{-1}=\left(\begin{array}{cc}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right)
$$

where

$$
\begin{aligned}
A_{11} & =C_{1}^{-1}+C_{1}^{-1}\left(D_{1} \otimes \alpha\right) B^{-1}\left(I \otimes T^{0}\right) C_{1}^{-1}, \\
A_{12} & =C_{1}^{-1}\left(D_{1} \otimes \alpha\right) B^{-1} \\
A_{21} & =B^{-1}\left(I \otimes T^{0}\right) C_{1}^{-1}, \\
A_{22} & =B^{-1} \\
B & =I-\left[C_{1} \oplus T+R\left(I \otimes T^{0} \alpha\right)\right]-\left(I \otimes T^{0}\right) C_{1}^{-1}\left(D_{1} \otimes \alpha\right),
\end{aligned}
$$

we obtain

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \pi_{0}(\varepsilon)_{\mid \varepsilon=0}=\pi_{0} C_{2} A_{11}+A A_{21}, \\
& \frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} \pi_{1}(\varepsilon)_{\mid \varepsilon=0}=\pi_{0} C_{2} A_{12}+A A_{22} . \tag{11.93}
\end{align*}
$$

It follows from Eq. (11.90) and Eq. (11.93) that for $k \geqslant 2$,

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \pi_{k}(\varepsilon)_{\mid \varepsilon=0}= & \left(\pi_{0} C_{2} A_{12}+A A_{22}\right) R^{k-1}-(k-1) \pi_{1} R^{k-2}\left[\left(D_{2} \otimes I\right)+R\left(C_{2} \oplus S\right)\right. \\
& \left.+R^{2}\left(I \otimes S^{0} \alpha\right)\right]\left[\left(C_{1} \oplus T\right)+2 R\left(I \otimes T^{0} \alpha\right)\right]^{-1} . \tag{11.94}
\end{align*}
$$

Note that $E\left[L_{\varepsilon}\right]=\pi_{1}(\varepsilon)\left(I-R_{\varepsilon}\right)^{-2} e$, we obtain

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} E\left[L_{\varepsilon}\right]_{\mid \varepsilon=0}= & \left(\pi_{0} C_{2} A_{12}+A A_{22}\right)(I-R)^{-2} e+2 \pi_{1}(I-R)^{-3}\left[\left(D_{2} \otimes I\right)+R\left(C_{2} \oplus S\right)\right. \\
& \left.+R^{2}\left(I \otimes S^{0} \alpha\right)\right]\left[\left(C_{1} \oplus T\right)+2 R\left(I \otimes T^{0} \alpha\right)\right]^{-1} e \tag{11.95}
\end{align*}
$$

The derivatives in Eq. (11.93), Eq. (11.94) and Eq. (11.95) can be obtained once matrix $R$ is calculated numerically.

As an illustration, we now consider a perturbed $M / M / 1$ queue with perturbed arrival rate $\lambda+a \varepsilon$ and perturbed service rate $\mu+b \varepsilon$. Let $\rho=\lambda / \mu<1$ and $\rho(\varepsilon)=(\lambda+a \varepsilon) /(\mu+b \varepsilon)<1$. It is clear that the perturbed $M / M / 1$ queue is stable if $\rho<1$. Simple calculations show that $\pi_{k}(\varepsilon)=[1-\rho(\varepsilon)] \rho(\varepsilon)^{k}$ for $k \geqslant 0$. Therefore, we obtain

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \pi_{k}(\varepsilon)_{\mid \varepsilon=0}=\rho^{k-1}[k-(k+1) \rho] \frac{a-b \rho}{\mu}, \tag{11.96}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} \varepsilon^{2}} \pi_{k}(\varepsilon)_{\mid \varepsilon=0}= & \rho^{k-2} \frac{a-b \rho}{\mu^{2}}\{[a(k-1)-b \rho(k+1)][k-(k+1) \rho] \\
& -\rho(k+1)(\alpha-b \rho)\} . \tag{11.97}
\end{align*}
$$

Since the mean of the stationary queue length in the perturbed $M / M / 1$ queue is $E\left[L_{\varepsilon}\right]=\rho(\varepsilon) /[1-\rho(\varepsilon)]$, we have

$$
\begin{equation*}
\frac{\mathrm{d}^{n}}{\mathrm{~d} \varepsilon^{n}} E\left[L_{\varepsilon}\right]_{\mid \varepsilon=0}=(-1)^{n+1} \frac{n!(a \mu-b \lambda)}{(\mu-\lambda)^{n+1}}, \quad n \geqslant 1 . \tag{11.98}
\end{equation*}
$$

### 11.6 Symmetric Evolutionary Games

In this section, we apply the perturbed birth death processes to study a $2 \times 2$ symmetric evolutionary game, and obtain the evolutionary stable strategy (ESS) of the symmetric evolutionary game by means of the stationary probability distribution of the perturbed birth-death process. Note that a $2 \times 2$ evolutionary game contains 2 types of players, and each player has 2 strategies.

The evolutionary game is a useful mathematical tool developed by biologists for predicting population dynamics in the context of interactions. The Evolutionary Stable Strategy (ESS) is an important concept which is characterized by a property of robustness against invaders (or mutations). More specifically,
(1) if an ESS is reached, then the proportions of each population do not change
in time; and
(2) at the ESS, the populations are immune from being invaded by other small populations.

Obviously, the ESS is stronger than Nash equilibrium in which it is only requested that a single user would not benefit by a change (mutation) of its behavior.

Now, it is necessary to provide a mathematical description for the ESS, which will be useful in the rest of this section later.

Consider a large population of players. Each tagged individual needs to take some strategies with the strategy set $K$. We denote by $J(p, q)$ the expected payoff for our tagged individual if it uses a strategy $p$ when meeting another individual who adopts the strategy $q$. In general, the payoff may be regarded as a fitness, and strategies with larger fitness are expected to propagate faster in a population. Let $p$ and $q$ belong to a set $K$ of available strategies. In the standard framework for evolutionary games, there are a finite number of pure strategies, and a general strategy of an individual is a probability distribution over the pure strategies. Note that $J(p, q)$ is linear in $p$ and $q$.

Suppose that the whole population uses a strategy $q$, and a small fraction $\varepsilon>0$ (called mutations) adopts another strategy $p$. Evolutionary forces are expected to select against $p$ if

$$
J(q, \varepsilon p+(1-\varepsilon) q)>J(p, \varepsilon p+(1-\varepsilon) q)
$$

A strategy $q$ is said to be ESS if for every $p \neq q$ there exists some $\bar{\varepsilon}>0$ such that the above inequality holds for all $\varepsilon \in(0, \bar{\varepsilon})$.

In fact, we expect that if for all $p \neq q$,

$$
J(q, q)>J(q, p)
$$

This indicates that the mutation fraction in the population will tend to decrease, since it has a lower reward which leads to a lower growth rate. Thus the strategy $q$ is immune to the mutations. On the other hand, if for all $p \neq q, J(q, q)=J(p, q)$ and $J(q, p)>J(p, p)$, then a population using strategy $q$ are weakly immune against a mutation using strategy $p$. In this case, if the mutant's population grows, then we shall frequently have individuals with strategy $q$ competing with the mutations, since the condition $J(q, p)>J(p, p)$ ensures that the growth rate of the original population exceeds that of the mutations.

Based on the above analysis, a strategy $q$ is said to be ESS if for all $p \neq q$,

$$
J(q, q)>J(q, p)
$$

or

$$
J(q, q)=J(p, q) \text { and } J(q, p)>J(p, p)
$$

In the remainder of this section, we use the perturbed Markov chains to study the ESS for some symmetric evolutionary games and asymmetric evolutionary games.

We consider a $2 \times 2$ symmetric evolutionary game whose payoff matrix is given by

$$
\left.A=\begin{array}{cc}
\sigma_{1} & \sigma_{2}  \tag{11.99}\\
\sigma_{1} \\
\sigma_{2} & (a, a) \\
(c, b) & (b, c) \\
(d, d)
\end{array}\right),
$$

where $\sigma_{1}$ and $\sigma_{2}$ denote the two strategies for each player. We assume that the populations of players of types 1 and 2 are both $N$. For simplicity of description, we may only study the players of type 1 with the payoff matrix, given by

$$
A=\begin{gather*}
\sigma_{1}\left(\begin{array}{ll}
\sigma_{1} \\
\sigma_{2} & b \\
c & d
\end{array}\right) .
\end{gather*}
$$

In fact, it is seen from Eq. (11.99) that the payoff matrix for players of type 2 is given by

$$
B=\begin{array}{r}
\sigma_{1} \\
\sigma_{1}\left(\begin{array}{ll}
a & c \\
\sigma_{2} \\
b & d
\end{array}\right) .
\end{array}
$$

We denote by $z(t)$ the number of players of type 1 who are playing strategy $\sigma_{1}$ at time $t$. Then $z(t) \in S=\{0,1,2, \ldots, N-1, N\}$. Using the total probability law, the profitability of choosing strategies $\sigma_{1}$ and $\sigma_{2}$ can be defined as

$$
\begin{equation*}
f_{\sigma_{1}}(z)=\frac{z}{N} a+\frac{N-z}{N} b \tag{11.101}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\sigma_{2}}(z)=\frac{z}{N} c+\frac{N-z}{N} d, \tag{11.102}
\end{equation*}
$$

respectively. Note that the players switch from one strategy to another according to the bounded rationality, using the two functions $f_{\sigma_{1}}(z)$ and $f_{\sigma 2}(z)$, the state transition rates are defined as

$$
\begin{equation*}
\lambda_{i}(\varepsilon)=\varepsilon+\kappa \max \left\{f_{\sigma_{1}}(i)-f_{\sigma_{2}}(i), 0\right\}, \quad 0 \leqslant i \leqslant N-1, \tag{11.103}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{i}(\varepsilon)=\varepsilon+\kappa \max \left\{f_{\sigma_{2}}(i)-f_{\sigma_{1}}(i), 0\right\}, \quad 1 \leqslant i \leqslant N \tag{11.104}
\end{equation*}
$$

where $\varepsilon$ is the exogenous mutation rate, $\kappa$ estimates in some sense the speed at which the boundedly rational players react to their environment, thus $\kappa$ is called
the learning ability rate of the players.
Based on Eq. (11.103) and Eq. (11.104), it is seen from the average meaning that $\{z(t), t \geqslant 0\}$ is a continuous-time birth death process on state space $S$ whose infinitesimal generator is given by

$$
Q_{\varepsilon}=\left(\begin{array}{cccccc}
-\lambda_{0}(\varepsilon) & \lambda_{0}(\varepsilon) & & & &  \tag{11.105}\\
\mu_{1}(\varepsilon) & -\gamma_{1}(\varepsilon) & \lambda_{1}(\varepsilon) & & & \\
& \mu_{2}(\varepsilon) & -\gamma_{2}(\varepsilon) & \lambda_{2}(\varepsilon) & & \\
& & \ddots & \ddots & \ddots & \\
& & & \mu_{N-1}(\varepsilon) & -\gamma_{N-1}(\varepsilon) & \lambda_{N-1}(\varepsilon) \\
& & & & \mu_{N}(\varepsilon) & -\mu_{N}(\varepsilon)
\end{array}\right),
$$

where

$$
\gamma_{i}(\varepsilon)=\lambda_{i}(\varepsilon)+\mu_{i}(\varepsilon), \quad 1 \leqslant i \leqslant N-1 .
$$

We assume that the perturbation parameter $\varepsilon>0$ is small enough, it is clear that $\lambda_{i}(\varepsilon)>0$ for $0 \leqslant i \leqslant N-1$ and $\mu_{j}(\varepsilon)>0$ for $1 \leqslant j \leqslant N$, so that the QBD process $Q_{\varepsilon}$ is irreducible. Since the state space is finite and $Q_{\varepsilon} e=0$, the QBD process $Q_{\varepsilon}$ is postive recurrent. Let

$$
\pi^{\varepsilon}=\left(\pi_{0}^{\varepsilon}, \pi_{1}^{\varepsilon}, \pi_{2}^{\varepsilon}, \ldots, \pi_{N-1}^{\varepsilon}, \pi_{N}^{\varepsilon}\right)
$$

be the stationary probability vector of the QBD process $Q_{\varepsilon}$. We write

$$
\xi_{0}^{\varepsilon}=1
$$

and

$$
\begin{equation*}
\xi_{k}^{\varepsilon}=\frac{\lambda_{0}(\varepsilon) \lambda_{1}(\varepsilon) \ldots \lambda_{k-1}(\varepsilon)}{\mu_{1}(\varepsilon) \mu_{2}(\varepsilon) \ldots \mu_{k}(\varepsilon)} . \tag{11.106}
\end{equation*}
$$

Then

$$
\begin{equation*}
\pi_{n}^{\varepsilon}=\frac{\xi_{n}^{\varepsilon}}{\sum_{k=0}^{N} \xi_{k}^{\varepsilon}}, \quad 0 \leqslant n \leqslant N \tag{11.107}
\end{equation*}
$$

It follows from Eq. (11.101) and Eq. (11.102) that

$$
\begin{equation*}
f_{\sigma_{1}}(z)=\frac{a-b}{N} z+b \tag{11.108}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\sigma_{2}}(z)=\frac{c-d}{N} z+d, \tag{11.109}
\end{equation*}
$$

respectively. Thus, $f_{\sigma_{1}}(z)$ and $f_{\sigma_{2}}(z)$ are both linear functions to $z$. Based on the two linear functions, we can distinguish three cases as follows.

Case I The two lines cross in the interval $[0, N]$.
In this case, there exists a unique $z^{*} \in[0, N]$ such that

$$
f_{\sigma_{1}}\left(z^{*}\right)=f_{\sigma_{2}}\left(z^{*}\right)
$$

which leads to

$$
z^{*}=\frac{d-b}{(a-c)+(d-b)} N
$$

Let $i^{*}$ be the largest integer part of $z^{*}$. Then $i^{*} \in\{0,1,2, \ldots, N-1, N\}$ and $i^{*} \leqslant z^{*}$. We write

$$
\begin{aligned}
& a_{i}= \begin{cases}\kappa\left[f_{\sigma_{2}}(i)-f_{\sigma_{1}}(i)\right], & \text { if } i \leqslant \frac{N-1}{2}, \\
\kappa\left[f_{\sigma_{1}}(i)-f_{\sigma_{2}}(i)\right], & \text { if } i>\frac{N-1}{2},\end{cases} \\
& B_{N}=\frac{a_{\frac{N-1}{2}+1} a_{\frac{N-1}{2}+2} \ldots a_{N-1}}{a_{1} a_{2} \ldots a_{\frac{N-1}{2}}}
\end{aligned}
$$

and

$$
\alpha=\frac{a_{0} a_{1} \ldots a_{i^{*}-1}}{a_{0} a_{1} \ldots a_{i^{*}-1}\left(1+\frac{a_{i^{*}}}{a_{i^{*}+1}}\right)} .
$$

The following theorem describes the stationary probability vector $\pi^{\varepsilon}$ in Case I.
Theorem 11.1 (1) If $b \leqslant d$, then the stationary probability vector $\pi^{\varepsilon}$ puts probability 1 on state $N$ when $i^{*}<(N-2) / 2$, on state 0 when $i^{*}>(N-2) / 2$. It puts probability $1 /\left(1+B_{N}\right)$ on state 0 and $B_{N} /\left(1+B_{N}\right)$ on state $N$ when $i^{*}=(N-2) / 2$.
(2) If $b>d$, then the stationary probability vector $\pi^{\varepsilon}$ puts probability $\alpha$ on state $i^{*}$ and probability $1-\alpha$ on state $i^{*}+1$.

Proof (1) If $b \leqslant d$, then it follows from Eq. (11.101) and Eq. (11.102) that $f_{\sigma_{1}}(0) \leqslant f_{\sigma_{2}}(0)$. Note that $f_{\sigma_{1}}(z)$ and $f_{\sigma_{2}}(z)$ are linear functions, we obtain that $f_{\sigma_{1}}(i) \leqslant f_{\sigma_{2}}(i)$ when $i \leqslant i^{*}$ and $f_{\sigma_{1}}(j)>f_{\sigma_{2}}(j)$ when $j>i^{*}$. Let

$$
a_{i}= \begin{cases}\kappa\left[f_{\sigma_{2}}(i)-f_{\sigma_{1}}(i)\right], & \text { if } i \leqslant i^{*} \\ \kappa\left[f_{\sigma_{1}}(i)-f_{\sigma_{2}}(i)\right], & \text { if } i>i^{*}\end{cases}
$$
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Then $\lambda_{i}(\varepsilon)=\varepsilon, \mu_{i}(\varepsilon)=\varepsilon+a_{i}$ for $i \leqslant i^{*}$, and $\lambda_{j}(\varepsilon)=\varepsilon+a_{j}, \mu_{j}(\varepsilon)=\varepsilon$ for $j>i^{*}$.
We write

$$
A_{j}(\varepsilon)=\frac{1}{\left(\varepsilon+a_{1}\right)\left(\varepsilon+a_{2}\right) \ldots\left(\varepsilon+a_{j}\right)}
$$

and

$$
B_{j}(\varepsilon)=\frac{\left(\varepsilon+a_{i^{*}+1}\right)\left(\varepsilon+a_{i^{*}+2}\right) \ldots\left(\varepsilon+a_{j-1}\right)}{\left(\varepsilon+a_{1}\right)\left(\varepsilon+a_{2}\right) \ldots\left(\varepsilon+a_{i^{*}}\right)} .
$$

Therefore, we have

$$
\xi_{0}^{\varepsilon}=1
$$

and

$$
\xi_{j}^{\varepsilon}= \begin{cases}\varepsilon^{j} A_{j}(\varepsilon), & \text { for } 1 \leqslant j \leqslant i^{*}-1,  \tag{11.110}\\ \varepsilon^{i^{*}} A_{i^{*}}(\varepsilon), & \text { for } j=i^{*}, i^{*}+1, \\ \varepsilon^{2 i^{*}-j+1} B_{j}(\varepsilon), & \text { for } j \geqslant i^{*}+2\end{cases}
$$

For simplicity of description, we suppress the dependence of $A_{j}(\varepsilon)$ and $B_{j}(\varepsilon)$ on $\varepsilon$, and write $A_{j}(\varepsilon)=A_{j}$ and $B_{j}(\varepsilon)=B_{j}$. In these notation, it follows from Eq. (11.107) that

$$
\pi_{j}^{\varepsilon}=\left\{\begin{array}{cl}
\frac{1}{1+A_{1} \varepsilon+\ldots+A_{i^{*}} \varepsilon^{i^{*}}+B_{i^{*}+2} \varepsilon^{i^{*}-1}+\ldots+B_{N} \varepsilon^{2 i^{*}-N+1}}, & \text { for } j=0,  \tag{11.111}\\
\frac{\varepsilon^{j} A_{j}(\varepsilon)}{1+A_{1} \varepsilon+\ldots+A_{i^{*}} \varepsilon^{i^{*}}+B_{i^{*}+2} \varepsilon^{i^{i}-1}+\ldots+B_{N} \varepsilon^{2 i^{*}-N+1}}, & \text { for } 1 \leqslant j \leqslant i^{*}+1, \\
\frac{\varepsilon^{2 i^{*}-j+1} B_{j}(\varepsilon)}{1+A_{1} \varepsilon+\ldots+A_{i^{*}} \varepsilon^{i^{*}}+B_{i^{*}+2} \varepsilon^{i^{*}-1}+\ldots+B_{N} \varepsilon^{2 i^{*}-N+1}}, & \text { for } i^{*}+2 \leqslant j \leqslant N .
\end{array}\right.
$$

If $i^{*}>(N-2) / 2$, it is clear from Eq. (11.111) that

$$
\lim _{\varepsilon \rightarrow 0} \pi_{j}^{\varepsilon}= \begin{cases}1, & \text { for } j=0, \\ 0, & \text { for } 1 \leqslant j \leqslant N .\end{cases}
$$

If $i^{*}<(N-2) / 2$, it is seen from Eq. (11.111) that

$$
\lim _{\varepsilon \rightarrow 0} \pi_{j}^{\varepsilon}= \begin{cases}0, & \text { for } 0 \leqslant j \leqslant N-1 \\ 1, & \text { for } j=N\end{cases}
$$

If $i^{*}=(N-2) / 2$, it is clear that $N$ is odd and

$$
\xi_{N}^{\varepsilon}=\varepsilon^{2 i^{*}-N+1} B_{N}(\varepsilon)=B_{N}(\varepsilon)
$$

Based on Eq. (11.111), we obtain

$$
\pi_{0}^{\varepsilon}=\frac{1}{1+A_{1} \varepsilon+\ldots+A_{i} \varepsilon^{i^{*}}+B_{i^{*}+2} \varepsilon^{i^{*}-1}+\ldots+B_{N-1} \varepsilon+B_{N}}
$$

which leads to

$$
\lim _{\varepsilon \rightarrow 0} \pi_{0}^{\varepsilon}=\frac{1}{1+B_{N}(0)}
$$

It is obvious from Eq. (11.111) that

$$
\lim _{\varepsilon \rightarrow 0} \pi_{j}^{\varepsilon}=0, \quad 1 \leqslant j \leqslant N-1
$$

Note that

$$
\pi_{N}^{\varepsilon}=\frac{B_{N}}{1+A_{1} \varepsilon+\ldots+A_{i^{*}} \varepsilon^{i^{*}}+B_{i^{*}+2} \varepsilon^{i^{*}-1}+\ldots+B_{N-1} \varepsilon+B_{N}}
$$

we obtain

$$
\lim _{\varepsilon \rightarrow 0} \pi_{N}^{\varepsilon}=\frac{B_{N}(0)}{1+B_{N}(0)}
$$

(2) If $b>d$, then it follows from Eq. (11.101) and Eq. (11.102) that $f_{\sigma_{1}}(0)>$ $f_{\sigma_{2}}(0)$, we obtain that $f_{\sigma_{1}}(i)>f_{\sigma_{2}}(i)$ when $i \leqslant i^{*}$ and $f_{\sigma_{1}}(j)<f_{\sigma_{2}}(j)$ when $j>i^{*}$. Let

$$
a_{i}= \begin{cases}\kappa\left[f_{\sigma_{1}}(i)-f_{\sigma_{2}}(i)\right], & \text { if } i \leqslant i^{*} \\ \kappa\left[f_{\sigma_{2}}(i)-f_{\sigma_{1}}(i)\right], & \text { if } i \geqslant i^{*}+1\end{cases}
$$

Then $\lambda_{i}(\varepsilon)=\varepsilon+a_{i}, \mu_{i}(\varepsilon)=\varepsilon$, for $i \leqslant i^{*}$, and $\lambda_{i}(\varepsilon)=\varepsilon, \mu_{j}(\varepsilon)=\varepsilon+a_{j}$ for $j \geqslant$ $i^{*}+1$. We write

$$
\xi_{0}^{\varepsilon}=1
$$

and

$$
\xi_{j}^{\varepsilon}= \begin{cases}\frac{\left(\varepsilon+a_{0}\right)\left(\varepsilon+a_{1}\right) \ldots\left(\varepsilon+a_{j-1}\right)}{\varepsilon^{j}}, & \text { for } 1 \leqslant j \leqslant i^{*}  \tag{11.112}\\ \frac{\left(\varepsilon+a_{0}\right)\left(\varepsilon+a_{1}\right) \ldots\left(\varepsilon+a_{i^{*}}\right)}{\varepsilon^{i^{*}}\left(\varepsilon+a_{i^{*}+1}\right)}, & \text { for } j=i^{*}+1 \\ \frac{\left(\varepsilon+a_{0}\right)\left(\varepsilon+a_{1}\right) \ldots\left(\varepsilon+a_{i^{*}}\right)}{\varepsilon^{2 i^{*}-j+1}\left(\varepsilon+a_{i^{*}+1}\right) \ldots\left(\varepsilon+a_{j}\right)} & \text { for } j \geqslant i^{*}+2\end{cases}
$$

Using Eq. (11.110), we easily obtain

$$
\lim _{\varepsilon \rightarrow 0} \pi_{j}^{\varepsilon}= \begin{cases}\alpha, & \text { for } j=i^{*} \\ 1-\alpha, & \text { for } j=i^{*}+1 \\ 0, & \text { otherwise }\end{cases}
$$

This completes the proof.
The following theorem further provides some useful properties for the stationary probability vector $\pi^{\varepsilon}$ in Case I.

Theorem 11.2 For any $\varepsilon>0$, the stationary probability vector $\pi^{\varepsilon}$ satisfies the following properties:
(1) If $b \leqslant d$, then

$$
\pi_{0}^{\varepsilon}>\pi_{1}^{\varepsilon}>\ldots>\pi_{i^{*}}^{\varepsilon}
$$

and

$$
\pi_{i^{*}+1}^{\varepsilon}<\pi_{i^{*}+2}^{\varepsilon}<\ldots<\pi_{N}^{\varepsilon} .
$$

At the same time, $\pi_{j}^{\varepsilon}$ attains its minimum at $j=i^{*}$ and $j=i^{*}+1$, and $\pi_{i^{*}}^{\varepsilon}=\pi_{i^{*}+1}^{\varepsilon}$.
(2) If $b>d$, then

$$
\begin{gathered}
\pi_{0}^{\varepsilon}<\pi_{1}^{\varepsilon}<\ldots<\pi_{i^{*}}^{\varepsilon}, \\
\pi_{i^{*}+1}^{\varepsilon}>\pi_{i^{*}+2}^{\varepsilon}>\ldots>\pi_{N}^{\varepsilon},
\end{gathered}
$$

and $\pi_{i^{*}}^{\varepsilon} \leqslant \pi_{i^{*}+1}^{\varepsilon}$ if and only if $z^{*} \geqslant\left(2 i^{*}+1\right) / 2$. At the same time, $\pi_{j}^{\varepsilon}$ attains its maximum at $j=i^{*}$ if $z^{*}<\left(2 i^{*}+1\right) / 2$ and at $j=i^{*}+1$ if $z^{*}>\left(2 i^{*}+1\right) / 2$.

Proof We first prove (1)
For $i \leqslant i^{*}-2$, it follows from Eq. (11.110) that

$$
\xi_{i+1}^{\varepsilon}=\frac{\varepsilon^{i+1}}{\left(\varepsilon+a_{1}\right)\left(\varepsilon+a_{2}\right) \ldots\left(\varepsilon+a_{i}\right)\left(\varepsilon+a_{i+1}\right)}=\xi_{i}^{\varepsilon} \frac{\varepsilon}{\varepsilon+a_{i+1}} .
$$

Note that $\varepsilon /\left(\varepsilon+a_{i+1}\right)<1$ when $a_{i+1}>0$, we obtain $\xi_{i+1}^{\varepsilon}<\xi_{i}^{\varepsilon}$, which leads to

$$
\pi_{0}^{\varepsilon}>\pi_{1}^{\varepsilon}>\ldots>\pi_{i^{*}}^{\varepsilon}
$$

For $i \geqslant i^{*}+2$, it follows from Eq. (11.110) that

$$
\xi_{i+1}^{\varepsilon}=\frac{\varepsilon^{i^{*}+1}\left(\varepsilon+a_{i^{*}+1}\right)\left(\varepsilon+a_{i^{*}+2}\right) \ldots\left(\varepsilon+a_{i}\right)}{\varepsilon^{i+1-i^{*}}\left(\varepsilon+a_{1}\right)\left(\varepsilon+a_{2}\right) \ldots\left(\varepsilon+a_{i^{*}}\right)}=\xi_{i}^{\varepsilon} \frac{\varepsilon+a_{i}}{\varepsilon}
$$

Note that $\left(\varepsilon+a_{i}\right) / \varepsilon>1$ when $a_{i+1}>0$, we obtain $\xi_{i+1}^{\varepsilon}>\xi_{i}^{\varepsilon}$, which leads to

$$
\pi_{i^{*}+1}^{\varepsilon}<\pi_{i^{\prime}+2}^{\varepsilon}<\ldots<\pi_{N}^{\varepsilon}
$$

For $i=i^{*}, i^{*}+1$, it follows from Eq. (11.110) that

$$
\xi_{i}^{\varepsilon}=\frac{\varepsilon^{i^{*}}}{\left(\varepsilon+a_{1}\right)\left(\varepsilon+a_{2}\right) \ldots\left(\varepsilon+a_{i^{*}}\right)}
$$

which shows that $\xi_{i^{*}}^{\varepsilon}=\xi_{i^{*}+1}^{\varepsilon}$, which yields that $\pi_{i^{*}}^{\varepsilon}=\pi_{i^{*}+1}^{\varepsilon}$.
Now, We prove (2)
For $i \leqslant i^{*}-1$, it follows from Eq. (11.110) that

$$
\begin{aligned}
\xi_{i+1}^{\varepsilon} & =\frac{\left(\varepsilon+a_{0}\right)\left(\varepsilon+a_{1}\right) \ldots\left(\varepsilon+a_{i-1}\right)\left(\varepsilon+a_{i}\right)}{\varepsilon^{i+1}} \\
& =\xi_{i}^{\varepsilon} \frac{\varepsilon+a_{i}}{\varepsilon}>\xi_{i}^{\varepsilon}
\end{aligned}
$$

thus we obtain

$$
\pi_{0}^{\varepsilon}<\pi_{1}^{\varepsilon}<\ldots<\pi_{i^{*}}^{\varepsilon} .
$$

For $i \geqslant i^{*}+1$, it follows from Eq. (11.112) that

$$
\begin{aligned}
\xi_{i+1}^{\varepsilon} & =\frac{\left(\varepsilon+a_{0}\right)\left(\varepsilon+a_{1}\right) \ldots\left(\varepsilon+a_{i^{*}}\right)}{\varepsilon^{2 i^{*}-i}\left(\varepsilon+a_{i^{*}+1}\right) \ldots\left(\varepsilon+a_{i+1}\right)} \\
& =\xi_{i}^{\varepsilon} \frac{\varepsilon}{\varepsilon+a_{i+1}}<\xi_{i}^{\varepsilon}
\end{aligned}
$$

we get

$$
\pi_{i^{*}+1}^{\varepsilon}>\pi_{i^{*}+2}^{\varepsilon}>\ldots>\pi_{N}^{\varepsilon}
$$

It follows from Eq. (11.112) that

$$
\xi_{i^{*}+1}^{\varepsilon}=\xi_{i^{*}}^{\varepsilon} \frac{\varepsilon+a_{i^{*}}}{\varepsilon+a_{i^{*}+1}}
$$

Since $a_{i^{*}} \leqslant a_{i^{*}+1}$ if and only if $z^{*} \geqslant\left(2 i^{*}+1\right) / 2, \pi_{i^{*}}^{\varepsilon} \leqslant \pi_{i^{*}+1}^{\varepsilon}$ if and only if $z^{*} \geqslant\left(2 i^{*}+1\right) / 2$. Hence, it is clear that $\pi_{j}^{\varepsilon}$ attains its maximum at $j=i^{*}$ if $z^{*}<\left(2 i^{*}+1\right) / 2$ and at $j=i^{*}+1$ if $z^{*}>\left(2 i^{*}+1\right) / 2$. This completes the proof.

Case II The two lines do not cross in the interval [ $0, N$ ], that is, there exists no $z^{*} \in[0, N]$ such that $f_{\sigma_{1}}\left(z^{*}\right)=f_{\sigma_{2}}\left(z^{*}\right)$.

In this case, note that $f_{\sigma_{1}}(z)$ and $f_{\sigma_{2}}(z)$ are both linear functions to $z$, we have two different classes: $f_{\sigma_{1}}(z)>f_{\sigma_{2}}(z)$ and $f_{\sigma_{1}}(z)<f_{\sigma_{2}}(z)$.

The following theorem provides some useful properties for the stationary probability vector $\pi^{\varepsilon}$ in Case II.

Theorem 11.3 (1) If $b \leqslant d$, then for any $\varepsilon>0$,

$$
\pi_{0}^{\varepsilon}<\pi_{1}^{\varepsilon}<\ldots<\pi_{N}^{\varepsilon},
$$

and for $1 \leqslant i \leqslant N-1$,

$$
\begin{cases}\pi_{i+1}^{\varepsilon}-\pi_{i}^{\varepsilon}>\pi_{i}^{\varepsilon}-\pi_{i-1}^{\varepsilon}, & \text { if } i^{*}<0 \\ \pi_{i+1}^{\varepsilon}-\pi_{i}^{\varepsilon}<\pi_{i}^{\varepsilon}-\pi_{i-1}^{\varepsilon}, & \text { if } i^{*}>N\end{cases}
$$

At the same time, we have

$$
\lim _{\varepsilon \rightarrow 0} \pi_{i}^{\varepsilon}= \begin{cases}0, & \text { for } 0 \leqslant i \leqslant N-1 \\ 1, & \text { for } i=N\end{cases}
$$

(2) If $b>d$, then for any $\varepsilon>0$,

$$
\pi_{0}^{\varepsilon}>\pi_{1}^{\varepsilon}>\ldots>\pi_{N}^{\varepsilon}
$$

and for $1 \leqslant i \leqslant N-1$,

$$
\begin{cases}\pi_{i+1}^{\varepsilon}-\pi_{i}^{\varepsilon}<\pi_{i}^{\varepsilon}-\pi_{i-1}^{\varepsilon}, & \text { if } i^{*}<0 \\ \pi_{i+1}^{\varepsilon}-\pi_{i}^{\varepsilon}>\pi_{i}^{\varepsilon}-\pi_{i-1}^{\varepsilon}, & \text { if } i^{*}>N\end{cases}
$$

At the same time, we have

$$
\lim _{\varepsilon \rightarrow 0} \pi_{i}^{\varepsilon}= \begin{cases}1, & \text { for } i=0 \\ 0, & \text { for } 1 \leqslant i \leqslant N .\end{cases}
$$

Proof We only need to prove (1), while (2) can be proved similarly.
If $b \leqslant d$, then for any $\varepsilon>0, f_{\sigma_{1}}(z) \leqslant f_{\sigma_{2}}(z)$ for each $z \in[0, N]$. Since there exists no $z^{*} \in[0, N]$ such that $f_{\sigma_{1}}\left(z^{*}\right)=f_{\sigma_{2}}\left(z^{*}\right)$, we obtain $f_{\sigma_{1}}(z)<f_{\sigma_{2}}(z)$ for each $z \in[0, N]$. In this case,

$$
a_{i}=\kappa\left[f_{\sigma_{2}}(i)-f_{\sigma_{1}}(i)\right], \quad \text { for } 0 \leqslant i \leqslant N,
$$

which leads to that $\lambda_{i}(\varepsilon)=\varepsilon, \mu_{i}(\varepsilon)=\varepsilon+a_{i}$ for $0 \leqslant i \leqslant N$. It follows from Eq. (11.110) that for $0 \leqslant i \leqslant N$,

$$
\begin{aligned}
\xi_{i+1}^{\varepsilon} & =\frac{\left(\varepsilon+a_{0}\right)\left(\varepsilon+a_{1}\right) \ldots\left(\varepsilon+a_{i-1}\right)\left(\varepsilon+a_{i}\right)}{\varepsilon^{i+1}} \\
& =\xi_{i}^{\varepsilon} \frac{\left(\varepsilon+a_{i}\right)}{\varepsilon}>\xi_{i}^{\varepsilon}
\end{aligned}
$$

thus we obtain

$$
\pi_{0}^{\varepsilon}<\pi_{1}^{\varepsilon}<\ldots<\pi_{N}^{\varepsilon} .
$$

We consider the case with $i^{*}<0$. Note that for any $\varepsilon>0, f_{\sigma_{1}}(z)$ and $f_{\sigma_{2}}(z)$ are linear functions, and $f_{\sigma_{1}}(z)<f_{\sigma_{2}}(z)$ for each $z \in[0, N]$, it is easy to see that $a_{i}=f_{\sigma_{2}}(i)-f_{\sigma_{1}}(i)$ is increasing in $i=0,1,2, \ldots, N$. Since

$$
\xi_{i+1}^{\varepsilon}-\xi_{i}^{\varepsilon}=\xi_{i}^{\varepsilon} \frac{a_{i}}{\varepsilon},
$$

it is easy to see that $\xi_{i+1}^{\varepsilon}-\xi_{i}^{\varepsilon}$ is increasing in $i=0,1,2, \ldots, N$. Therefore, $\pi_{i+1}^{\varepsilon}-\xi_{i+1}^{\varepsilon}-\xi_{i}^{\varepsilon}$ is increasing in $i=0,1,2, \ldots, N$.

Similarly, we can analyze the case with $i^{*}>N$. The details of this proof are omitted here.

Note that when $\lambda_{i}(\varepsilon)=\varepsilon, \mu_{i}(\varepsilon)=\varepsilon+a_{i}$ for $0 \leqslant i \leqslant N$, it follows from Eq. (11.111) for $0 \leqslant i \leqslant N$,

$$
\pi_{j}^{\varepsilon}= \begin{cases}\frac{1}{1+A_{1} \varepsilon+\ldots+A_{i^{*}} \varepsilon^{i^{*}}+B_{i^{*}+2} \varepsilon^{i^{*}-1}+\ldots+B_{N} \varepsilon^{2 i^{*}-N+1}}, & \text { for } j=0, \\ \frac{\varepsilon^{j} A_{j}(\varepsilon)}{1+A_{1} \varepsilon+\ldots+A_{i^{*}} \varepsilon^{i^{*}}+B_{i^{*}+2} \varepsilon^{i^{*}-1}+\ldots+B_{N} \varepsilon^{2 i^{*}-N+1}}, & \text { for } 1 \leqslant j \leqslant N .\end{cases}
$$

it is clear that

$$
\lim _{\varepsilon \rightarrow 0} \pi_{i}^{\varepsilon}= \begin{cases}1, & \text { for } i=0 \\ 0, & \text { for } 1 \leqslant i \leqslant N .\end{cases}
$$

This completes the proof.
Case III The two lines are identical in the interval $[0, N]$, that is, the two functions $f_{\sigma_{1}}(z)$ and $f_{\sigma_{2}}(z)$ are equal for all $z=0,1,2, \ldots, N$.

The following theorem provides some useful properties for the stationary probability vector $\pi^{\varepsilon}$ in Case III.

Theorem 11.4 For any $\varepsilon>0$ and each $i=0,1,2, \ldots, N$,

$$
\pi_{i}^{\varepsilon}=\frac{1}{N}
$$

and

$$
\lim _{\varepsilon \rightarrow 0} \pi_{i}^{\varepsilon}=\frac{1}{N} .
$$

Proof Note that the two functions $f_{\sigma_{1}}(z)$ and $f_{\sigma_{2}}(z)$ are equal for all $z=0,1,2, \ldots, N$, thus it is seen that $\lambda_{i}(\varepsilon)=\varepsilon, \mu_{i}(\varepsilon)=\varepsilon$ for $0 \leqslant i \leqslant N$. It follows from Eq. (11.106) that for each $i=0,1,2, \ldots, N$,

$$
\xi_{i}^{\varepsilon}=1
$$

which, together with Eq. (11.107), leads to that for any $\varepsilon>0$,

$$
\pi_{i}^{\varepsilon}=\frac{1}{N} .
$$

Therefore,

$$
\lim _{\varepsilon \rightarrow 0} \pi_{i}^{\varepsilon}=\frac{1}{N}
$$

This completes the proof.
For the $2 \times 2$ symmetric evolutionary game under the above three cases, we can provide further analysis from the payoff matrix given in Eq. (11.100). We summarize the following three classes.

Class 1 The class of a strictly dominant strategy:
(1) If $a>c$ and $b>d$, then strategy $\sigma_{1}$ strictly dominates strategy $\sigma_{2}$.
(2) If $a<c$ and $b<d$, then strategy $\sigma_{2}$ strictly dominates strategy $\sigma_{1}$.

Class 2 The coordination class (when $a>c$ and $b<d$ ) with its two pure Nash equilibria $(a, a)$ and $(d, d)$ and one mixed-strategy equilibrium $p^{*}=(d-b)$ / $[(a-c)+(d-b)]$.

Class 3 When $a<c$ and $b>d$, there is no pure-strategy symmetric Nash equilibrium. The game has a unique equilibrium in mixed-strategy equilibrium $p^{*}=(d-b) /[(a-c)+(d-b)]$.

It is easy to see the risk dominance of strategy $\sigma_{1}$ (resp. strategy $\sigma_{2}$ ), that is, $a-c>d-b$ (resp. $a-c<d-b$ ), is equivalent to $z^{*}<N / 2$ (resp. $z^{*}>N / 2$ ).

The following definition provides a slightly more risk restrictive concept.
Definition 11.1 Strategy $\sigma_{1}$ is called strictly more dominant than strategy $\sigma_{2}$ if $z^{*}<(N-1) / 2$. On the other hand, Strategy $\sigma_{2}$ is called strictly more risk dominant than strategy $\sigma_{1}$ if $z^{*}>(N+1) / 2$.

Theorem 11.5 (1) In class 1, the stationary distribution $\pi^{\varepsilon}$ puts probability 1 on the dominant strategy.
(2) In class 2, the stationary distribution $\pi^{\varepsilon}$ puts probability 1 on the pure Nash equilibrium that is strictly more risk dominant.
(3) In class 3, the expected value of $\lim _{\varepsilon \rightarrow 0} \pi^{\varepsilon}$ is equal to $p^{*}$, that is,

$$
\sum_{k=0}^{N} k \lim _{\varepsilon \rightarrow 0} \pi_{k}^{\varepsilon}=(d-b) /[(a-c)+(d-b)] .
$$

Proof (1) In class 1 , when $a>c$ and $b>d$, it follows from Eq. (11.101) and Eq. (11.102) that for each $z \in[0, N]$,

$$
f_{\sigma_{1}}(z)-f_{\sigma_{2}}(z)=\frac{z}{N}(a-c)+\frac{N-z}{N}(b-d)>0 .
$$

Hence, using (2) in Theorem 11.3 we can obtain the desired result.
(2) In class 2, when $b<d$, it follows from Eq. (11.108) and Eq. (11.109) that $f_{\sigma_{1}}(0)<f_{\sigma_{2}}(0)$, and

$$
z^{*}=\frac{(d-b)}{(a-c)+(d-b)} N .
$$

Note that $a>c$, we obtain

$$
\frac{(d-b)}{(a-c)+(d-b)}<1
$$

which leads to $z^{*} \in[0, N]$. As seen above, the inequality $z^{*}<N / 2$ is equivalent to saying that the pure Nash equilibrium $(a, a)$ is risk dominant. But, in this case it might happen that $i^{*}=(N-1) / 2$, which does not imply by Theorem 11.1 that the stationary distribution $\pi^{\varepsilon}$ puts probability 1 on state $N$. On the contrary, if we assume that strategy $\sigma_{1}$ is strictly more dominant than strategy $\sigma_{2}$, then the inequality $i^{*}<(N-1) / 2$ follows, which implies the desired result. Likewise, we can analyze the case with strategy $\sigma_{2}$ which is strictly more dominant than strategy $\sigma_{1}$.
(3) When $a<c$ and $b>d$, we can obatin

$$
\frac{\left(i^{*}+1\right)-z^{*}}{z^{*}-i^{*}}=\frac{\alpha}{1-\alpha},
$$

which implies the desired result. This completes the proof.
It is necessary to consider the following two borderline cases: (1) When $a=c$ and $b=d$, the two functions $f_{\sigma_{1}}(z)$ and $f_{\sigma_{2}}(z)$ are equal for all $z=0,1,2, \ldots, N$,
the two strategies are indistinguishable, thus Theorem 11.4 indicates that the stationary distribution $\pi^{\varepsilon}$ is uniform on the state space $S=\{0,1,2, \ldots, N\}$. (2) When $a-c=b-d$, then $z^{*}=1 / 2$, using Theorem 11.1 we obtain that the stationary distribution $\pi^{\varepsilon}$ puts probability $1 / 2$ on state 0 and probability $1 / 2$ on state $N$.

### 11.7 Constructively Perturbed Birth Death Process

In this section, we further construct the perturbed birth death process to study the ESS of the $2 \times 2$ symmetric evolutionary game.

### 11.7.1 An Embedded Chain

For the $2 \times 2$ symmetric evolutionary game, based on Eq. (11.100) we write

$$
\begin{equation*}
f_{\sigma_{1}}(z)=\frac{z-1}{N-1} a+\frac{N-z}{N-1} b \tag{11.113}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\sigma_{2}}(z)=\frac{z}{N-1} c+\frac{N-1-z}{N-1} d . \tag{11.114}
\end{equation*}
$$

It is easy to see from Eq. (11.113) that at least one player can play strategy $\sigma_{1}$, and from Eq. (11.114) that at least one player can play strategy $\sigma_{2}$. Under the two conditions, the best-response decision rule can be defined as follows:
(1) when playing strategy $\sigma_{1}$, switch to strategy $\sigma_{2}$ if $f_{\sigma_{1}}(z)<f_{\sigma_{2}}(z-1)$; and
(2) when playing strategy $\sigma_{2}$, switch to strategy $\sigma_{1}$ if $f_{\sigma_{1}}(z+1)>f_{\sigma_{2}}(z)$.

From $f_{\sigma_{1}}(z)<f_{\sigma_{2}}(z-1)$, it follows from Eq. (11.113) and Eq. (11.114) that

$$
z<n_{\sigma_{1}}=(N-1) \alpha^{*}+1,
$$

while using $f_{\sigma_{1}}(z+1)>f_{\sigma_{2}}(z)$ we have

$$
z>n_{\sigma_{2}}=(N-1) \alpha^{*},
$$

where

$$
\alpha^{*}=\frac{d-b}{a-c+d-b}
$$

Therefore, we obtain that
(1) when playing strategy $\sigma_{1}$, switch to strategy $\sigma_{2}$ if $z<n_{\sigma_{1}}$; and
(2) when playing strategy $\sigma_{2}$, switch to strategy $\sigma_{1}$ if $z>n_{\sigma_{2}}$.

It is clear that $n_{\sigma_{1}}-n_{\sigma_{2}}=1$. Hence the two thresholds $n_{\sigma_{1}}$ and $n_{\sigma_{2}}$ are closely linked to the mixed equilibrium strategy $\alpha^{*}$ with $n_{\sigma_{2}} / N \leqslant \alpha^{*} \leqslant n_{\sigma_{1}} / N$.

In what follows, we shall consider two different cases based on whether or nor $n_{\sigma_{1}}\left(\right.$ or $\left.n_{\sigma_{2}}\right)$ is an integer.

Case I $\quad n_{\sigma_{2}}$ (or $n_{\sigma_{1}}=n_{\sigma_{2}}+1$ ) is not an integer.
In this case, we denote by $n^{*}$ the unique integer between $n_{\sigma_{1}}$ and $n_{\sigma_{2}}$. Obviously, $n^{*}$ can be taken to be an integer approximation to the mixed equilibrium strategy $\alpha^{*}$. Therefore, when playing strategy $\sigma_{1}$, switch to strategy $\sigma_{2}$ if $z \leqslant n^{*}$; and when playing strategy $\sigma_{2}$, switch to strategy $\sigma_{1}$ if $z>n^{*}$.

Now, we consider the dynamics. In each period, one player is sampled at uniformly random from the population and receives the opportunity with probabilities $z / N$ (for $\sigma_{1}$ ) and $(N-z) / N$ (for $\sigma_{2}$ ) to revise his strategy. With probability $1-\varepsilon$, the selected player takes the action prescribed by the myopic best reply. With probability $\varepsilon$ for $0<\varepsilon<1 / 2$, he mutates and takes the opposite action.

Let $p_{i, j}(\varepsilon)$ be the probability of transition from a state $i$ to another state $j$. Clearly, if $p_{i, j}(\varepsilon)=0$ whenever $|i-j|>1$, then the Markov chain $P(\varepsilon)=\left(p_{i, j}(\varepsilon)\right)$ is a birth death process. We take

$$
\begin{gathered}
p_{n, n-1}(\varepsilon)= \begin{cases}(1-\varepsilon) \frac{n}{N}, & 1 \leqslant n \leqslant n^{*}, \\
\varepsilon \frac{n}{N}, & n^{*}+1 \leqslant n \leqslant N,\end{cases} \\
p_{n, n+1}(\varepsilon)= \begin{cases}(1-\varepsilon) \frac{N-n}{N}, & 0 \leqslant n \leqslant n^{*}-1, \\
\varepsilon \frac{N-n}{N}, & n^{*} \leqslant n \leqslant N-1,\end{cases}
\end{gathered}
$$

and

$$
p_{n, n}(\varepsilon)=1-p_{n, n-1}(\varepsilon)-p_{n, n+1}(\varepsilon), \quad 0 \leqslant n \leqslant N .
$$

Let $\pi(\varepsilon)=\left(\pi_{0}(\varepsilon), \pi_{1}(\varepsilon), \pi_{2}(\varepsilon), \ldots, \pi_{N-1}(\varepsilon), \pi_{N}(\varepsilon)\right)$ be the stationary probability vector of the perturbed birth death process $P(\varepsilon)$. Then $\pi(\varepsilon)$ is given by

$$
\pi_{n}(\varepsilon)= \begin{cases}C, & n=0 \\ C \beta^{n}\binom{N}{n}, & 1 \leqslant n \leqslant n^{*}, \\ C \beta^{2 n^{*}-n}\binom{N}{n}, & n^{*}+1 \leqslant n \leqslant N\end{cases}
$$

where

$$
\beta=\frac{\varepsilon}{1-\varepsilon}
$$

and

$$
C=\left[1+\sum_{n=1}^{n^{*}} \beta^{n}\binom{N}{n}+\sum_{n=n^{*}+1}^{N} \beta^{2 n^{*}-n}\binom{N}{n}\right]^{-1} .
$$

Theorem 11.6 (1) If $2 n^{*}>N$, then

$$
\lim _{\varepsilon \rightarrow 0} \pi_{n}(\varepsilon)= \begin{cases}1, & n=0 \\ 0, & 1 \leqslant n \leqslant N .\end{cases}
$$

(2) If $2 n^{*}=N$, then

$$
\lim _{\varepsilon \rightarrow 0} \pi_{n}(\varepsilon)= \begin{cases}\frac{1}{2}, & n=0 \\ \frac{1}{2}, & n=N \\ 0, & 1 \leqslant n \leqslant N-1 .\end{cases}
$$

(3) If $2 n^{*}<N$, then

$$
\lim _{\varepsilon \rightarrow 0} \pi_{n}(\varepsilon)= \begin{cases}1, & n=2 n^{*} \\ 0, & \text { others }\end{cases}
$$

Case II $n_{\sigma_{2}}$ (or $n_{\sigma_{1}}=n_{\sigma_{2}}+1$ ) is an integer.
In this case, the payoff ties occur at state $n_{\sigma_{1}}$ and $n_{\sigma_{2}}$. We denote by $\eta$ a fixed probability of switching from the current strategy if a tie occurs, reflecting, e.g., un-modeled switching cost. It is easy to see that when playing strategy $\sigma_{1}$, player 1 switches to $\sigma_{2}$ if $0 \leqslant z \leqslant n_{\sigma_{1}}-1$, does not change if $z \geqslant n_{\sigma_{1}}+1$, and switches randomly if $z=n_{\sigma_{1}}$. On the other hand, when playing strategy $\sigma_{2}$, player 1 switches to $\sigma_{1}$ if $z \geqslant n_{\sigma_{2}}+1$, does not change if $0 \leqslant z \leqslant n_{\sigma_{2}}-1$, and switches randomly if $z=n_{\sigma_{2}}$.

Based on the switching probability, the birth death process $P(\varepsilon)=\left(p_{i, j}(\varepsilon)\right)$ is described as

$$
p_{n, n-1}(\varepsilon)= \begin{cases}(1-\varepsilon) \frac{n}{N}, & 1 \leqslant n \leqslant n_{\sigma_{2}} \\ {[(1-\varepsilon) \eta+(1-\eta) \varepsilon] \frac{n}{N},} & n=n_{\sigma_{1}}, \\ \varepsilon \frac{n}{N}, & n_{\sigma_{1}}+1 \leqslant n \leqslant N\end{cases}
$$

$$
p_{n, n+1}(\varepsilon)= \begin{cases}(1-\varepsilon) \frac{N-n}{N}, & 0 \leqslant n \leqslant n_{\sigma_{2}}-1 \\ {[(1-\varepsilon) \eta+(1-\eta) \varepsilon] \frac{N-n}{N},} & n=n_{\sigma_{2}} \\ \varepsilon \frac{N-n}{N}, & n_{\sigma_{1}} \leqslant n \leqslant N-1\end{cases}
$$

and

$$
p_{n, n}(\varepsilon)=1-p_{n, n-1}(\varepsilon)-p_{n, n+1}(\varepsilon), \quad 0 \leqslant n \leqslant N .
$$

Thus, the stationary probability $\pi(\varepsilon)$ is given by

$$
\pi_{n}(\varepsilon)= \begin{cases}C, & n=0 \\ C \beta^{n}\binom{N}{n}, & 1 \leqslant n \leqslant n_{\sigma_{2}} \\ C \beta^{n_{\sigma_{2}}}\binom{N}{n}, & n=n_{\sigma_{1}} \\ C \beta^{2 n_{\sigma_{1}}-n-1}\binom{N}{n}, & n_{\sigma_{1}}+1 \leqslant n \leqslant N\end{cases}
$$

where

$$
C=\left[1+\sum_{n=1}^{n_{\sigma_{2}}} \beta^{n}\binom{N}{n}+\beta^{n_{\sigma_{1}}-1}\binom{N}{n_{\sigma_{1}}}+\sum_{n=n_{\sigma_{1}}+1}^{N} \beta^{2 n_{\sigma_{1}}-n-1}\binom{N}{n}\right]^{-1} .
$$

Theorem 11.7 (1) If $2 n_{\sigma_{1}}>N+1$, then

$$
\lim _{\varepsilon \rightarrow 0} \pi_{n}(\varepsilon)= \begin{cases}1, & n=0 \\ 0, & 1 \leqslant n \leqslant N\end{cases}
$$

(2) If $2 n_{\sigma_{1}}=N+1$, then

$$
\lim _{\varepsilon \rightarrow 0} \pi_{n}(\varepsilon)= \begin{cases}\frac{1}{2}, & n=0 \\ \frac{1}{2}, & n=N \\ 0, & 1 \leqslant n \leqslant N-1\end{cases}
$$

(3) If $2 n_{\sigma_{1}}<N+1$, then

$$
\lim _{\varepsilon \rightarrow 0} \pi_{n}(\varepsilon)= \begin{cases}1, & n=2 n_{\sigma_{1}}-1 \\ 0, & \text { others }\end{cases}
$$

### 11.7.2 A Probabilistic Construction

For the $2 \times 2$ symmetric evolutionary game, based on Eq. (11.100) we write

$$
\begin{equation*}
f_{i}=\frac{(i-1) a+(N-i) b}{N-1} \tag{11.115}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{i}=\frac{i c+(N-1-i) d}{N-1} . \tag{11.116}
\end{equation*}
$$

At every step, one individual is chosen to reproduce. The probability that an individual using strategy $\sigma_{1}$ is chosen is given by

$$
\frac{i f_{i}}{i f_{i}+(N-i) g_{i}} .
$$

We assume that with probability $\varepsilon>0$, a $\sigma_{1}$-offspring is mutant which plays strategy $\sigma_{2}$ instead of strategy $\sigma_{1}$, and with probability $\kappa \varepsilon>0$, a $\sigma_{2}$-offspring is mutant which plays strategy $\sigma_{1}$. After reproduction, the offspring replaces a randomly chosen member of the population, so that the population size is constant. The process that describes the number of individuals playing strategy $\sigma_{1}$ is a birth death process whose transition probability matrix $P(\varepsilon)=\left(p_{i, j}(\varepsilon)\right)$ with $p_{i, j}(\varepsilon)=0$ for $|i-j|>1$ is given by

$$
\begin{gathered}
p_{0,1}(\varepsilon)=1-p_{0,0}(\varepsilon)=\kappa \varepsilon, \\
p_{N, N-1}(\varepsilon)=1-p_{N, N}(\varepsilon)=\varepsilon,
\end{gathered}
$$

and for $1 \leqslant i \leqslant N-1$,

$$
\begin{gathered}
p_{i, i+1}(\varepsilon)=\frac{i f_{i}(1-\varepsilon)+(N-i) g_{i} \kappa \varepsilon}{i f_{i}+(N-i) g_{i}} \frac{N-i}{N}, \\
p_{i, i-1}(\varepsilon)=\frac{i f_{i} \varepsilon+(N-i) g_{i}(1-\kappa \varepsilon)}{i f_{i}+(N-i) g_{i}} \frac{i}{N}
\end{gathered}
$$

and

$$
p_{i, i}(\varepsilon)=1-p_{i, i-1}(\varepsilon)-p_{i, i+1}(\varepsilon) .
$$

Because of the presence of mutations, the birth death process is irreducible and positive recurrent, and thus the stationary probability vector $\pi^{\varepsilon}=\left(\pi_{0}^{\varepsilon}, \pi_{1}^{\varepsilon}, \pi_{2}^{\varepsilon}, \ldots\right.$, $\pi_{N-1}^{\varepsilon}, \pi_{N}^{\varepsilon}$ ). Let $\pi^{*}=\lim _{\varepsilon \rightarrow 0} \pi^{\varepsilon}$ with $\pi_{i}^{*}=\lim _{\varepsilon \rightarrow 0} \pi_{i}^{\varepsilon}$ for $0 \leqslant i \leqslant N$.

We take a new birth death process with the transition probability matrix $\hat{P}=\left(\hat{p}_{i, j}\right)$. We write

$$
\hat{p}_{0,0}=\hat{p}_{N, N}=1,
$$

and for $1 \leqslant i \leqslant N-1$,

$$
\begin{gathered}
\hat{p}_{i, i+1}=\frac{i f_{i}}{i f_{i}+(N-i) g_{i}} \frac{N-i}{N}, \\
\hat{p}_{i, i-1}=\frac{(N-i) g_{i}}{i f_{i}+(N-i) g_{i}} \frac{i}{N}
\end{gathered}
$$

and

$$
\hat{p}_{i, i}=1-\hat{p}_{i, i-1}-\hat{p}_{i, i+1} .
$$

It is clear that $\hat{p}_{i, j}=\lim _{\varepsilon \rightarrow 0} p_{i, j}(\varepsilon)$ for $0 \leqslant i, j \leqslant N$, which leads to $\hat{P}=\lim _{\varepsilon \rightarrow 0} P(\varepsilon)$. Thus, $\pi^{*}$ is the stationary probability vector of the birth death process $\hat{P}$. Let

$$
\begin{equation*}
\gamma=\prod_{i=1}^{N-1} \frac{f_{i}}{g_{i}} . \tag{11.117}
\end{equation*}
$$

For very small mutation rates, the moran process spends nearly all the time at one of the two states 0 and $N$. It is easy to see that $\pi_{0}^{*}$ and $\pi_{N}^{*}$ are the limits of the fractions of time that the moran process spends at the states "all $\sigma_{1}$ " and "all $\sigma_{2}$ ", respectively. Therefore, we obtain

$$
\begin{equation*}
\pi_{0}^{*}=\frac{\kappa \gamma}{1+\kappa \gamma} \tag{11.118}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{N}^{*}=\frac{1}{1+\kappa \gamma} \tag{11.119}
\end{equation*}
$$

The following lemma provides a useful bound for $\pi_{0}^{*}$ and $\pi_{N}^{*}$. The proof is clear and is omitted here.

Lemma 11.2 (1) $\pi_{0}^{*}>1 / 2\left(\right.$ or $\left.\pi_{N}^{*}<1 / 2\right)$ if and only if $\gamma>1 / \kappa$,
(2) $\pi_{0}^{*}<1 / 2\left(\right.$ or $\left.\pi_{N}^{*}>1 / 2\right)$ if and only if $\gamma<1 / \kappa$, and
(3) $\pi_{0}^{*}=1 / 2$ (or $\pi_{N}^{*}=1 / 2$ ) if and only if $\gamma=1 / \kappa$.

Now, we construct a two-state Markov chain whose stationary probability vector is $\left(\pi_{0}^{*}, \pi_{N}^{*}\right)$. Such a constructed Markov chain can be used to study the underlying game with more than two pure strategies. For the birth death process $\hat{P}$, the states 0 and $N$ are absorbing and the other states are all transient. Let $\rho_{1,2}$
be the probability of absorption at state 0 , if the birth death process is initially at state $N-1$. Thus, $\rho_{1,2}$ is the probability that a single individual that plays strategy $\sigma_{2}$ takes over a population where everyone else plays strategy $\sigma_{1}$. Define $\rho_{2,1}$ analogously. It is easy to check that

$$
\rho_{1,2}=\frac{\prod_{j=1}^{N-1} \frac{g_{j}}{f_{j}}}{1+\sum_{i=1}^{N-1} \prod_{j=1}^{i} \frac{g_{j}}{f_{j}}}
$$

and

$$
\rho_{2,1}=\frac{1}{1+\sum_{i=1}^{N-1} \prod_{j=1}^{i} \frac{g_{j}}{f_{j}}} .
$$

It is clear that $\gamma=\rho_{2,1} / \rho_{1,2}$. We take a two-state Markov chain whose transition probability matrix is given by

$$
P=\left(\begin{array}{cc}
1-\kappa \rho_{2,1} & \kappa \rho_{2,1} \\
\rho_{1,2} & 1-\rho_{1,2}
\end{array}\right),
$$

Simple computation shows that two-state Markov chain $P$ has stationary probability vector $\left(\pi_{0}^{*}, \pi_{N}^{*}\right)$.

In what follows, we discuss how the limiting distribution $\left(\pi_{0}^{*}, \pi_{N}^{*}\right)$ depends on the size $N$ of the population and the payoff matrix. In this situation, we rewrite $\pi^{*}$ as $\pi^{*}(N)=\left(\pi_{0}^{*}(N), \pi_{1}^{*}(N), \pi_{2}^{*}(N), \ldots, \pi_{N}^{*}(N)\right)$ in order to indicate the dependence on the number $N$.

Definition 11.2 Strategy $\sigma$ is called to be favored by the moran process if $\pi_{i}^{*}(N)>1 / 2$, and Strategy $\sigma$ is called to be selected by the moran process if $\lim _{N \rightarrow \infty} \pi_{i}^{*}(N)=1$.

To determine favored and selected strategies, we rewrite Eq. (11.117) as

$$
\gamma(N)=\frac{\prod_{i=1}^{N-1}[i b+(N-1-i) a]}{\prod_{i=1}^{N-1}[i c+(N-1-i) d]} .
$$

Following Lemma 11.2, the following theorem indicates how the favored and selected strategies depend on the payoff matrix. The proof is easy and is omitted here.

Theorem 11.8 Suppose $\kappa=1$.
(1) If $b>c$ and $a>d$, then $\pi_{0}^{*}(N)>1 / 2$ for each $N$.
(2) If $b>c$ and $a<d$, then $\pi_{0}^{*}(N)>1 / 2$ may depend on the population size $N$. A sufficient condition for $\pi_{0}^{*}(N)>1 / 2$ is given by

$$
N<2+\frac{b-c}{d-a}
$$

Recall that in a $2 \times 2$ game, a strategy is risk dominant if it is the unique best response to the distribution $(1 / 2,1 / 2)$ for the two strategies $\sigma_{1}$ and $\sigma_{2}$. Thus, strategy $\sigma_{1}$ is risk dominant if $a+b>c+d$; while strategy $\sigma_{2}$ is risk dominant if $a+b<c+d$. Strategy $\sigma_{1}$ is Pareto-dominant if $a>d$; while strategy $\sigma_{2}$ is Pareto-dominant if $a<d$. The following theorem provides sufficient conditions for the favored and selected strategies.

Theorem 11.9 (1) If $b>c$ and $a>d$, then $\lim _{N \rightarrow \infty} \pi_{0}^{*}(N)=1$.
(2) If $b>d>a>c$, then $\lim _{N \rightarrow \infty} \pi_{0}^{*}(N)=1$.
(3) If $d>b>c>a$, then $\lim _{N \rightarrow \infty} \pi_{0}^{*}(N)=0$.
(4) If $d>b>a>c$ or $d>a>b>c$, then there are two pure-strategy Nash equlibibria, and $\lim _{N \rightarrow \infty} \pi_{0}^{*}(N)$ is either 1 or 0 as $\int_{0}^{1} \ln [b+(a-b) x] \mathrm{d} x$ is greater or less than $\int_{0}^{1} \ln [d+(c-d) x] \mathrm{d} x$. The risk dominant equilibrium need not be selected, even if it is also Pareto-dominant.
(5) If $b>c>d>a$ or $b>d>c>a$, then there are two pure-strategy Nash equlibibria, and $\lim _{N \rightarrow \infty} \pi_{0}^{*}(N)$ is either 1 or 0 as $\int_{0}^{1} \ln [b+(a-b) x] \mathrm{d} x$ is greater or less than $\int_{0}^{1} \ln [d+(c-d) x] \mathrm{d} x$.

Proof (1) The ratio of each pair of terms in $\gamma(N)$ is bounded away from 1, hence $\lim _{N \rightarrow \infty} \gamma(N)=+\infty$, which leads to $\lim _{N \rightarrow \infty} \pi_{0}^{*}(N)=1$.
(2) If $b>d>a>c$, then it is easy to check that

$$
\gamma(N)=\frac{[(N-1) b][(N-2) b+a] \ldots[2 b+(N-3) a][b+(N-2) a]}{[c+(N-2) d][2 c+(N-3) d] \ldots[(N-2) c+d][(N-1) c]}>1,
$$

which leads to $\lim _{N \rightarrow \infty} \pi_{0}^{*}(N)=1$.
(3) If $d>b>c>a$, then when $N>2+\max \{(b-c) /(d-b),(b-c) /(c-a)\}$, it is easy to see that $\gamma(N)<1$ which leads to $\lim _{N \rightarrow \infty} \pi_{0}^{*}(N)=0$.
(4) and (5) To prove the two results, we need to approximate $\gamma(N)$ as $N \rightarrow \infty$. Note that

$$
\begin{gathered}
\gamma(N)=\frac{d}{a} \prod_{j=0}^{N-1} \frac{a j+b(N-1-j)}{c j+d(N-1-j)}, \\
d \prod_{j=0}^{N-1}[a j+b(N-1-j)] \approx d \exp \left\{N \int_{0}^{1} \ln [a+(b-a) x] d x\right\}+O(1)
\end{gathered}
$$

and

$$
a \prod_{j=0}^{N-1}[c j+d(N-1-j)] \approx a \exp \left\{N \int_{0}^{1} \ln [c+(d-c) x] d x\right\}+O(1)
$$

Therefore, $\lim _{N \rightarrow \infty} \gamma(N)$ is equal to 0 or $+\infty$ by means of the comparison for the two above integrals. Based on this, (4) and (5) can be proved. This completes the proof.

### 11.8 Asymmetric Evolutionary Games

In this section, we apply the perturbed QBD processes to study the ESS for asymmetric evolutionary games under a unified algorithmic framework. For a $2 \times 2$ asymmetric evolutionary game, we discuss three cases: Independent structure, dependent structure and information interaction, and provide numerical solution for the ESS of each case by means of the $R G$-factorizations. Further, we simply discuss the ESS for a $3 \times 2$ asymmetric evolutionary game.

### 11.8.1 A $\mathbf{2} \times 2$ Game with Independent Structure

Consider a $2 \times 2$ asymmetric evolutionary game with independent structure, where each player has two strategies $\sigma_{1}$ and $\sigma_{2}$, the populations of players of type 1 and 2 are $M$ and $N$, and their payoff matrices are given by

$$
A_{1}=\left(\begin{array}{ll}
a_{1} & b_{1} \\
c_{1} & d_{1}
\end{array}\right), \quad A_{2}=\left(\begin{array}{ll}
a_{2} & b_{2} \\
c_{2} & d_{2}
\end{array}\right)
$$

respectively.
Based on the populations and the payoff matrices, we can setup a transition rate of players from strategy $\sigma_{i}$ to $\sigma_{j}$ under an average setting. Thus, for the first type of players we take

$$
f_{\sigma_{1}}^{1}(m)=\frac{a_{1} m+b_{1}(M-m)}{M}
$$

and

$$
f_{\sigma_{2}}^{1}(m)=\frac{c_{1} m+d_{1}(M-m)}{M} .
$$

Similarly, for the second type of players we write

$$
f_{\sigma_{1}}^{2}(n)=\frac{a_{2} n+b_{2}(N-n)}{N}
$$

and

$$
f_{\sigma_{2}}^{2}(n)=\frac{c_{2} n+d_{2}(N-n)}{N} .
$$

Further, for the first type of players, the transition rate switching strategy from $\sigma_{2}$ to $\sigma_{1}$ is defined as

$$
\lambda_{\varepsilon}^{1}(i)=\varepsilon+\kappa_{1} \max \left\{f_{\sigma_{1}}^{1}(i)-f_{\sigma_{2}}^{1}(i), 0\right\}, \quad i=0,1, \ldots, M-1,
$$

and the transition rate switching strategy from $\sigma_{1}$ to $\sigma_{2}$ is defined as

$$
\mu_{\varepsilon}^{1}(i)=\varepsilon+\kappa_{1} \max \left\{f_{\sigma_{2}}^{1}(i)-f_{\sigma_{1}}^{1}(i), 0\right\}, \quad i=1,2, \ldots, M .
$$

Similarly, for the second type of players, the transition rate switching strategy from $\sigma_{2}$ to $\sigma_{1}$ is defined as

$$
\lambda_{\varepsilon}^{2}(j)=\varepsilon+\kappa_{2} \max \left\{f_{\sigma_{1}}^{2}(j)-f_{\sigma_{2}}^{2}(j), 0\right\}, \quad j=0,1, \ldots, N-1,
$$

and the transition rate switching strategy from $\sigma_{1}$ to $\sigma_{2}$ is defined as

$$
\mu_{\varepsilon}^{2}(j)=\varepsilon+\kappa_{2} \max \left\{f_{\sigma_{2}}^{2}(j)-f_{\sigma_{1}}^{2}(j), 0\right\}, \quad j=1,2, \ldots, N .
$$

Note that $\varepsilon$ and $\kappa_{i}$ are called an exogenous mutation rate and a learning ability rate.

Let $z(t)=\left(z_{1}(t), z_{2}(t)\right)$, where $z_{i}(t)$ is the number of the players of type $i$ who are playing strategy $\sigma_{1}$ at time $t$ for $i=1,2$. Note that each player switches from one strategy to another according to the bounded rationality with myopia, inertia and mutation for a small probability $\varepsilon>0$. Based on this, we can model this game as a continuous-time level-dependent QBD process $\{z(t), t \geqslant 0\}$ on the state space

$$
\begin{aligned}
S= & \{(0,0),(0,1), \ldots,(0, N) ;(1,0),(1,1), \ldots,(1, N) ; \\
& \ldots ;(M, 0),(M, 1), \ldots,(M, N)\},
\end{aligned}
$$

where the first type of players are regarded as "level" while the second type of players are regarded as "phase". Therefore, the infinitesimal generator of this QBD process is given by

$$
Q(\varepsilon)=\left(\begin{array}{cccccccc}
A_{1}^{0}(\varepsilon) & A_{0}^{0}(\varepsilon) & & & & & & \\
A_{2}^{1}(\varepsilon) & A_{1}^{1}(\varepsilon) & A_{0}^{1}(\varepsilon) & & & & & \\
& A_{2}^{2}(\varepsilon) & A_{1}^{2}(\varepsilon) & A_{0}^{2}(\varepsilon) & & & & \\
& & \ddots & \ddots & \ddots & & & \\
& & & & A_{2}^{M-2}(\varepsilon) & A_{1}^{M-2}(\varepsilon) & A_{0}^{M-2}(\varepsilon) & \\
& & & & & A_{2}^{M-1}(\varepsilon) & A_{1}^{M-1}(\varepsilon) & A_{0}^{M-1}(\varepsilon) \\
& & & & & & A_{2}^{M}(\varepsilon) & A_{1}^{M}(\varepsilon)
\end{array}\right),
$$

where for $0 \leqslant k \leqslant M$,

$$
A_{1}^{k}(\varepsilon)=\left(\begin{array}{cccccc}
-a_{\varepsilon}(k, 0) & \lambda_{\varepsilon}^{2}(0) & & & & \\
\mu_{\varepsilon}^{2}(1) & -a_{\varepsilon}(k, 1) & \lambda_{\varepsilon}^{2}(1) & & & \\
& \mu_{\varepsilon}^{2}(2) & -a_{\varepsilon}(k, 2) & \lambda_{\varepsilon}^{2}(2) & \ddots & \\
& & \ddots & \ddots & \ddots & \\
& & & \mu_{\varepsilon}^{2}(N-1) & -a_{\varepsilon}(k, N-1) & \lambda_{\varepsilon}^{2}(N-1) \\
& & & & \mu_{\varepsilon}^{2}(N) & -a_{\varepsilon}(k, N)
\end{array}\right)
$$

with for $k=0$,

$$
a_{\varepsilon}(0, l)= \begin{cases}\lambda_{\varepsilon}^{1}(0)+\lambda_{\varepsilon}^{2}(0), & l=0, \\ \lambda_{\varepsilon}^{1}(0)+\lambda_{\varepsilon}^{2}(l)+\mu_{\varepsilon}^{2}(l), & 1 \leqslant l \leqslant N-1, \\ \lambda_{\varepsilon}^{1}(0)+\mu_{\varepsilon}^{2}(N), & l=N,\end{cases}
$$

for $k=M$,

$$
a_{\varepsilon}(M, l)= \begin{cases}\mu_{\varepsilon}^{1}(M)+\lambda_{\varepsilon}^{2}(0), & l=0, \\ \mu_{\varepsilon}^{1}(M)+\lambda_{\varepsilon}^{2}(l)+\mu_{\varepsilon}^{2}(l), & 1 \leqslant l \leqslant N-1, \\ \mu_{\varepsilon}^{1}(M)+\mu_{\varepsilon}^{2}(N), & l=N,\end{cases}
$$

and for $1 \leqslant k \leqslant M-1$,

$$
a_{\varepsilon}(k, l)= \begin{cases}\lambda_{\varepsilon}^{1}(k)+\mu_{\varepsilon}^{1}(k)+\lambda_{\varepsilon}^{2}(0), & l=0, \\ \lambda_{\varepsilon}^{1}(k)+\mu_{\varepsilon}^{1}(k)+\lambda_{\varepsilon}^{2}(l)+\mu_{\varepsilon}^{2}(l), & 1 \leqslant l \leqslant N-1, \\ \lambda_{\varepsilon}^{1}(k)+\mu_{\varepsilon}^{1}(k)+\mu_{\varepsilon}^{2}(N), & l=N .\end{cases}
$$

At the same time, for $0 \leqslant m \leqslant M-1$,

$$
A_{0}^{m}(\varepsilon)=\lambda_{\varepsilon}^{1}(m) \operatorname{diag}(1,1,1, \ldots, 1,1),
$$

and for $1 \leqslant n \leqslant M$,

$$
A_{2}^{n}(\varepsilon)=\mu_{\varepsilon}^{1}(n) \operatorname{diag}(1,1,1, \ldots, 1,1) .
$$

For the QBD process, we write

$$
\begin{gathered}
U_{M}(\varepsilon)=A_{1}^{M}(\varepsilon), \\
U_{k}(\varepsilon)=A_{1}^{k}(\varepsilon)+A_{0}^{k}(\varepsilon)\left[-U_{k+1}(\varepsilon)\right]^{-1} A_{2}^{k+1}(\varepsilon), \quad 0 \leqslant k \leqslant M-1,
\end{gathered}
$$

and

$$
R_{k}(\varepsilon)=A_{0}^{k}(\varepsilon)\left[-U_{k+1}(\varepsilon)\right]^{-1}, \quad 0 \leqslant k \leqslant M-1 .
$$

Let

$$
\pi(\varepsilon)=\left(\pi_{0}(\varepsilon), \pi_{1}(\varepsilon), \pi_{2}(\varepsilon), \ldots, \pi_{M-1}(\varepsilon), \pi_{M}(\varepsilon)\right)
$$

with

$$
\pi_{k}(\varepsilon)=\left(\pi_{k}^{0}(\varepsilon), \pi_{k}^{1}(\varepsilon), \pi_{k}^{2}(\varepsilon), \ldots, \pi_{k}^{N-1}(\varepsilon), \pi_{k}^{N}(\varepsilon)\right)
$$

be the stationary probability vector of the QBD process $Q(\varepsilon)$. Then

$$
\pi_{k}(\varepsilon)=\tau(\varepsilon) v_{0}(\varepsilon) R_{0}(\varepsilon) R_{1}(\varepsilon) R_{2}(\varepsilon) \ldots R_{k-1}(\varepsilon), \quad 0 \leqslant k \leqslant M,
$$

where $v_{0}(\varepsilon)$ is the stationary probability vector of the censored Markov chain $U_{0}(\varepsilon)$ to level 0 , and the constant $\tau(\varepsilon)$ is given by

$$
\tau(\varepsilon)=\frac{1}{1+v_{0}(\varepsilon) \sum_{k=1}^{M} R_{0}(\varepsilon) R_{1}(\varepsilon) R_{2}(\varepsilon) \ldots R_{k-1}(\varepsilon) e} .
$$

To compute the ESS of this game numerically, we need to study the limiting distribution

$$
\pi^{*}=\lim _{\varepsilon \rightarrow 0} \pi(\varepsilon)
$$

where

$$
\tau^{*}=\lim _{\varepsilon \rightarrow 0} \tau(\varepsilon), \quad v_{0}^{*}=\lim _{\varepsilon \rightarrow 0} v_{0}(\varepsilon), \quad R_{k}^{*}=\lim _{\varepsilon \rightarrow 0} R_{k}(\varepsilon) .
$$

In what follows we provide two numerical examples to indicate the structure of the two probabilities $p_{i}(\varepsilon)$ and $q_{j}(\varepsilon)$ with respect to the two learning ability rates $\kappa_{1}$ and $\kappa_{2}$, and the exogenous mutation rate $\varepsilon$. For simplification of description, we write

$$
\begin{aligned}
& p_{i}(\varepsilon)=P\left\{z_{1}(+\infty)=i\right\}=\sum_{j=0}^{N} \pi_{i}^{j}(\varepsilon), \\
& q_{j}(\varepsilon)=P\left\{z_{2}(+\infty)=j\right\}=\sum_{i=0}^{M} \pi_{i}^{j}(\varepsilon) .
\end{aligned}
$$

Example 11.1 (The learning ability rate) In the $2 \times 2$ asymmetric evolutionary game, the parameters are given by

$$
\begin{gathered}
A_{1}=\left(\begin{array}{cc}
20 & 0 \\
2 & 8
\end{array}\right), \quad A_{2}=\left(\begin{array}{cc}
40 & 1 \\
0 & 10
\end{array}\right) \\
M=6, \quad N=10, \quad \varepsilon=0.5, \\
\kappa_{1}=\kappa_{2}=\kappa=0.1,0.2,0.4,0.6,0.8,1.0 .
\end{gathered}
$$

Table 11.1 indicates how the two probabilities $p_{i}(\varepsilon)$ and $q_{j}(\varepsilon)$ depend on the learning ability rate $\kappa$.

Table 11.1 The role of the learning ability rate
For the first type of players

| $z_{1}(\infty)=$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\kappa=0.1$ | 0.0457 | 0.0264 | 0.0264 | 0.0299 | 0.0598 | 0.1715 | 0.6402 |
| $\kappa=0.2$ | 0.0171 | 0.0070 | 0.0070 | 0.0088 | 0.0264 | 0.1251 | 0.8087 |
| $\kappa=0.4$ | 0.0046 | 0.0012 | 0.0012 | 0.0018 | 0.0090 | 0.0760 | 0.9063 |
| $\kappa=0.6$ | 0.0019 | 0.0004 | 0.0004 | 0.0006 | 0.0044 | 0.0539 | 0.9384 |
| $\kappa=0.8$ | 0.0010 | 0.0001 | 0.0001 | 0.0003 | 0.0026 | 0.0417 | 0.9541 |
| $\kappa=1.0$ | 0.0006 | 0.0001 | 0.0001 | 0.0002 | 0.0017 | 0.0340 | 0.9634 |

For the second type of players

| $z_{2}(\infty)=0$ | $z_{2}(\infty)=1$ | $z_{2}(\infty)=2$ | $z_{2}(\infty)=3$ | $z_{2}(\infty)=4$ | $z_{2}(\infty)=5$ | $z_{2}(\infty)=6$ | $z_{2}(\infty)=7$ | $z_{2}(\infty)=8$ | $z_{2}(\infty)=9$ | $z_{2}(\infty)=10$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0001 | 0.0005 | 0.0025 | 0.0155 | 0.1088 | 0.8725 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0004 | 0.0047 | 0.0620 | 0.9328 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0001 | 0.0013 | 0.0332 | 0.9654 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0006 | 0.0227 | 0.9767 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0003 | 0.0172 | 0.9825 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0002 | 0.0138 | 0.9859 |

Example 11.2 (The exogenous mutation rate) In the $2 \times 2$ asymmetric evolutionary game, the parameters are given by

$$
\begin{gathered}
A_{1}=\left(\begin{array}{cc}
20 & 0 \\
2 & 8
\end{array}\right), \quad A_{2}=\left(\begin{array}{cc}
40 & 1 \\
0 & 10
\end{array}\right) \\
M=6, \quad N=10, \quad \kappa_{1}=\kappa_{2}=\kappa=0.6, \\
\varepsilon=0.2,0.6,1.0,1.5,2.0,4.0 .
\end{gathered}
$$

Table 11.2 indicates how the two probabilities $p_{i}(\varepsilon)$ and $q_{j}(\varepsilon)$ depend on the exogenous mutation rate $\varepsilon$.

Table 11.2 The role of the exogenous mutation rate
For the first type of players

| $z_{1}(\infty)=$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon=0.2$ | 0.0002 | 0.0000 | 0.0000 | 0.0001 | 0.0008 | 0.0232 | 0.9757 |
| $\varepsilon=0.6$ | 0.0029 | 0.0006 | 0.0006 | 0.0010 | 0.0061 | 0.0631 | 0.9257 |
| $\varepsilon=1.0$ | 0.0082 | 0.0026 | 0.0026 | 0.0036 | 0.0144 | 0.0950 | 0.8737 |
| $\varepsilon=1.5$ | 0.0171 | 0.0070 | 0.0070 | 0.0088 | 0.0264 | 0.1251 | 0.8087 |
| $\varepsilon=2.0$ | 0.0270 | 0.0128 | 0.0128 | 0.0154 | 0.0385 | 0.1465 | 0.7469 |
| $\varepsilon=4.0$ | 0.0613 | 0.0395 | 0.0395 | 0.0435 | 0.0761 | 0.1827 | 0.5573 |

For the second type of players

| $z_{2}(\infty)=0$ | $z_{2}(\infty)=1$ | $z_{2}(\infty)=2$ | $z_{2}(\infty)=3$ | $z_{2}(\infty)=4$ | $z_{2}(\infty)=5$ | $z_{2}(\infty)=6$ | $z_{2}(\infty)=7$ | $z_{2}(\infty)=8$ | $z_{2}(\infty)=9$ | $z_{2}(\infty)=10$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0001 | 0.0093 | 0.9906 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0009 | 0.0269 | 0.9722 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0001 | 0.0023 | 0.0433 | 0.9543 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0004 | 0.0047 | 0.0620 | 0.9328 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0001 | 0.0009 | 0.0079 | 0.0791 | 0.9120 |
| 0.0001 | 0.0001 | 0.0001 | 0.0001 | 0.0001 | 0.0004 | 0.0012 | 0.0050 | 0.0241 | 0.1333 | 0.8354 |

### 11.8.2 A $2 \times 2$ Game with Dependent Structure

Consider a $2 \times 2$ asymmetric evolutionary game with dependent structure, where each player has two strategies $\sigma_{1}$ and $\sigma_{2}$, the populations of players of types 1 and 2 are $M$ and $N$, their payoff matrices are given by

$$
A_{1}=\left(\begin{array}{ll}
a_{1} & b_{1} \\
c_{1} & d_{1}
\end{array}\right), \quad A_{2}=\left(\begin{array}{ll}
a_{2} & b_{2} \\
c_{2} & d_{2}
\end{array}\right)
$$

respectively. We assume that the dependent structure is expressed as four factors $D_{1}^{\lambda}(i, j), D_{1}^{\mu}(i, j), D_{2}^{\lambda}(i, j)$ and $D_{2}^{\mu}(i, j)$ for $0 \leqslant i \leqslant M$ and $0 \leqslant j \leqslant N$. Note
that when there are $i$ players of type 1 playing strategy $\sigma_{1}$ and $j$ players of type 2 playing strategy $\sigma_{1}, D_{1}^{\lambda}(i, j)$ and $D_{1}^{\mu}(i, j)$ are two dependent factors for the players of type 1 switching strategy $\sigma_{2}$ to strategy $\sigma_{1}$ and switching strategy $\sigma_{1}$ to strategy $\sigma_{2}$, respectively; while $D_{2}^{\lambda}(i, j)$ and $D_{2}^{\mu}(i, j)$ can be similarly explained for the players of type 2 .

Let

$$
\begin{aligned}
f_{\sigma_{1}}^{1}(m) & =\frac{a_{1} m+b_{1}(M-m)}{M}, \\
f_{\sigma_{2}}^{1}(m) & =\frac{c_{1} m+d_{1}(M-m)}{M} ; \\
f_{\sigma_{1}}^{2}(n) & =\frac{a_{2} n+b_{2}(N-n)}{N}
\end{aligned}
$$

and

$$
f_{\sigma_{2}}^{2}(n)=\frac{c_{2} n+d_{2}(N-n)}{N} .
$$

Applying the dependently structured factors, we can further define the transition rate either switching strategy $\sigma_{2}$ to strategy $\sigma_{1}$ or switching strategy $\sigma_{1}$ to strategy $\sigma_{2}$ as follows. For the first type of players, the transition rate switching strategy from $\sigma_{2}$ to $\sigma_{1}$ is defined as that for $i=0,1, \ldots, M-1$,

$$
a_{\varepsilon}^{1}(i, j)=D_{1}^{\lambda}(i, j)\left[\varepsilon+\kappa_{1} \max \left\{f_{\sigma_{1}}^{1}(i)-f_{\sigma_{2}}^{1}(i), 0\right\}\right]=\lambda_{\varepsilon}^{1}(i) D_{1}^{\lambda}(i, j),
$$

and the transition rate switching strategy from $\sigma_{1}$ to $\sigma_{2}$ is defined as that for $i=1,2, \ldots, M$,

$$
b_{\varepsilon}^{1}(i, j)=D_{1}^{\mu}(i, j)\left[\varepsilon+\kappa_{1} \max \left\{f_{\sigma_{2}}^{1}(i)-f_{\sigma_{1}}^{1}(i), 0\right\}\right]=\mu_{\varepsilon}^{1}(i) D_{1}^{\mu}(i, j) .
$$

Similarly, for the second type of players, the transition rate switching strategy from $\sigma_{2}$ to $\sigma_{1}$ is defined as that for $j=0,1, \ldots, N-1$,

$$
a_{\varepsilon}^{2}(i, j)=D_{2}^{\lambda}(i, j)\left[\varepsilon+\kappa_{2} \max \left\{f_{\sigma_{1}}^{2}(j)-f_{\sigma_{2}}^{2}(j), 0\right\}\right]=D_{2}^{\lambda}(i, j) \lambda_{\varepsilon}^{2}(j),
$$

and the transition rate switching strategy from $\sigma_{1}$ to $\sigma_{2}$ is defined as that for $j=1,2, \ldots, N$,

$$
b_{\varepsilon}^{2}(i, j)=D_{2}^{\mu}(i, j)\left[\varepsilon+\kappa_{2} \max \left\{f_{\sigma_{2}}^{2}(j)-f_{\sigma_{1}}^{2}(j), 0\right\}\right]=D_{2}^{\mu}(i, j) \mu_{\varepsilon}^{2}(j)
$$

Remark 11.1 The four dependently structured factors $D_{1}^{\lambda}(i, j), D_{1}^{\mu}(i, j)$, $D_{2}^{\lambda}(i, j)$ and $D_{2}^{\mu}(i, j)$ for $0 \leqslant i \leqslant M$ and $0 \leqslant j \leqslant N$ can be chosen extensively, for example,

$$
D_{1}^{\lambda}(i, j)=c_{1} \alpha^{i} \beta^{j}, c_{1} i^{2} j^{3}, c_{1} \ln (i) \ln (j), c_{1}\left(\alpha^{i}+\beta^{j}\right), c_{1} \frac{\alpha^{i}}{\ln (j)}
$$

Specifically, if the four dependently structured factors are all equal to one, then this game becomes the case with independent structure, as studied above.

Let $z(t)=\left(z_{1}(t), z_{2}(t)\right)$, where $z_{i}(t)$ is the number of the players of type $i$ who are playing strategy $\sigma_{1}$ at time $t$ for $i=1,2$. Then we can model this game as a continuous-time level-dependent QBD process $\{z(t), t \geqslant 0\}$ on the state space

$$
\begin{aligned}
S= & \{(0,0),(0,1), \ldots,(0, N) ;(1,0),(1,1), \ldots,(1, N) ; \\
& \ldots ;(M, 0),(M, 1), \ldots,(M, N)\},
\end{aligned}
$$

and its state transition relation is given in Fig. 11.1.


Figure 11.1 The state transition relation
Based on Fig. 11.1, the infinitesimal generator of this QBD process is given by
$Q(\varepsilon)=\left(\begin{array}{cccccccc}A_{1}^{0}(\varepsilon) & A_{0}^{0}(\varepsilon) & & & & & & \\ A_{2}^{1}(\varepsilon) & A_{1}^{1}(\varepsilon) & A_{0}^{1}(\varepsilon) & & & & \\ & A_{2}^{2}(\varepsilon) & A_{1}^{2}(\varepsilon) & A_{0}^{2}(\varepsilon) & & & \\ & & \ddots & \ddots & \ddots & & \\ & & & & A_{2}^{M-2}(\varepsilon) & A_{1}^{M-2}(\varepsilon) & A_{0}^{M-2}(\varepsilon) & \\ & & & & & A_{2}^{M-1}(\varepsilon) & A_{1}^{M-1}(\varepsilon) & A_{0}^{M-1}(\varepsilon) \\ & & & & & & A_{2}^{M}(\varepsilon) & A_{1}^{M}(\varepsilon)\end{array}\right)$,
where for $0 \leqslant k \leqslant M$,

$$
A_{1}^{k}(\varepsilon)=\left(\begin{array}{cccccc}
-\xi_{\varepsilon}(k, 0) & a_{\varepsilon}^{2}(k, 0) & & & & \\
b_{\varepsilon}^{2}(k, 1) & -\xi_{\varepsilon}(k, 1) & a_{\varepsilon}^{2}(k, 1) & & & \\
& b_{\varepsilon}^{2}(k, 2) & -\xi_{\varepsilon}(k, 2) & a_{\varepsilon}^{2}(k, 2) & & \\
& & \ddots & \ddots & \ddots & \\
& & & b_{\varepsilon}^{2}(k, N-1) & -\xi_{\varepsilon}(k, N-1) & a_{\varepsilon}^{2}(k, N-1) \\
& & & & b_{\varepsilon}^{2}(k, N) & -\xi_{\varepsilon}(k, N)
\end{array}\right)
$$

with for $k=0$,

$$
\xi_{\varepsilon}(0, l)= \begin{cases}a_{\varepsilon}^{1}(0,0)+a_{\varepsilon}^{2}(0,0), & l=0 \\ a_{\varepsilon}^{1}(0, l)+a_{\varepsilon}^{2}(0, l)+b_{\varepsilon}^{2}(0, l), & 1 \leqslant l \leqslant N-1 \\ a_{\varepsilon}^{1}(0, N)+b_{\varepsilon}^{2}(0, N) & l=N,\end{cases}
$$

for $k=M$,

$$
\xi_{\varepsilon}(M, l)= \begin{cases}b_{\varepsilon}^{1}(M, 0)+a_{\varepsilon}^{2}(M, 0), & l=0 \\ b_{\varepsilon}^{1}(M, l)+a_{\varepsilon}^{2}(M, l)+b_{\varepsilon}^{2}(M, l), & 1 \leqslant l \leqslant N-1 \\ b_{\varepsilon}^{1}(M, N)+b_{\varepsilon}^{2}(M, N), & l=N\end{cases}
$$

and for $1 \leqslant k \leqslant M-1$,

$$
\xi_{\varepsilon}(k, l)= \begin{cases}\lambda_{\varepsilon}^{1}(k, 0)+\mu_{\varepsilon}^{1}(k, 0)+\lambda_{\varepsilon}^{2}(k, 0), & l=0 \\ \lambda_{\varepsilon}^{1}(k, l)+\mu_{\varepsilon}^{1}(k, l)+\lambda_{\varepsilon}^{2}(k, l)+\mu_{\varepsilon}^{2}(k, l), & 1 \leqslant l \leqslant N-1 \\ \lambda_{\varepsilon}^{1}(k, N)+\mu_{\varepsilon}^{1}(k, N)+\mu_{\varepsilon}^{2}(k, N), & l=N\end{cases}
$$

At the same time, for $0 \leqslant m \leqslant M-1$,

$$
A_{0}^{m}(\varepsilon)=\operatorname{diag}\left(a_{\varepsilon}^{1}(m, 0), a_{\varepsilon}^{1}(m, 1), a_{\varepsilon}^{1}(m, 2), \ldots, a_{\varepsilon}^{1}(m, N-1), a_{\varepsilon}^{1}(m, N)\right),
$$

for $1 \leqslant n \leqslant M$,

$$
A_{2}^{n}(\varepsilon)=\operatorname{diag}\left(b_{\varepsilon}^{1}(n, 0), b_{\varepsilon}^{1}(n, 1), b_{\varepsilon}^{1}(n, 2), \ldots, b_{\varepsilon}^{1}(n, N-1), b_{\varepsilon}^{1}(n, N)\right) .
$$

For the QBD process, we write

$$
U_{M}(\varepsilon)=A_{1}^{M}(\varepsilon)
$$

and for $0 \leqslant k \leqslant M-1$,

$$
U_{k}(\varepsilon)=A_{1}^{k}(\varepsilon)+A_{0}^{k}(\varepsilon)\left[-U_{k+1}(\varepsilon)\right]^{-1} A_{2}^{k+1}(\varepsilon)
$$

and

$$
R_{k}(\varepsilon)=A_{0}^{k}(\varepsilon)\left[-U_{k+1}(\varepsilon)\right]^{-1}, \quad 0 \leqslant k \leqslant M-1 .
$$

Let

$$
\pi(\varepsilon)=\left(\pi_{0}(\varepsilon), \pi_{1}(\varepsilon), \pi_{2}(\varepsilon), \ldots, \pi_{M-1}(\varepsilon), \pi_{M}(\varepsilon)\right)
$$

with

$$
\pi_{k}(\varepsilon)=\left(\pi_{k}^{0}(\varepsilon), \pi_{k}^{1}(\varepsilon), \pi_{k}^{2}(\varepsilon), \ldots, \pi_{k}^{N-1}(\varepsilon), \pi_{k}^{N}(\varepsilon)\right)
$$

be the stationary probability vector of the QBD process $Q(\varepsilon)$. Then

$$
\pi_{k}(\varepsilon)=\tau(\varepsilon) v_{0}(\varepsilon) R_{0}(\varepsilon) R_{1}(\varepsilon) R_{2}(\varepsilon) \cdots R_{k-1}(\varepsilon), \quad 0 \leqslant k \leqslant M
$$

where $v_{0}(\varepsilon)$ is the stationary probability vector of the Markov chain $U_{0}(\varepsilon)$ and the constant $\tau(\varepsilon)$ is given by

$$
\tau(\varepsilon)=\frac{1}{1+v_{0}(\varepsilon) \sum_{k=1}^{M} R_{0}(\varepsilon) R_{1}(\varepsilon) R_{2}(\varepsilon) \ldots R_{k-1}(\varepsilon) e}
$$

To compute the ESS numerically, we need to study the limiting distribution

$$
\pi^{*}=\lim _{\varepsilon \rightarrow 0} \pi(\varepsilon)
$$

where

$$
\tau^{*}=\lim _{\varepsilon \rightarrow 0} \tau(\varepsilon), \quad v_{0}^{*}=\lim _{\varepsilon \rightarrow 0} v_{0}(\varepsilon), \quad R_{k}^{*}=\lim _{\varepsilon \rightarrow 0} R_{k}(\varepsilon), \quad 0 \leqslant k \leqslant M-1 .
$$

In what follows we provide a comparable numerical example to indicate how the limiting distribution $\pi^{*}$ depends on the dependently structured factors $D_{1}^{\lambda}(i, j), D_{1}^{\mu}(i, j), D_{2}^{\lambda}(i, j)$ and $D_{2}^{\mu}(i, j)$ for $0 \leqslant i \leqslant M$ and $0 \leqslant j \leqslant N$.

Example 11.3 (The dependently structured factors) In the $2 \times 2$ asymmetric evolutionary game, the payoff matrix is given by

$$
\begin{gathered}
A_{1}=A_{2}=\left(\begin{array}{cc}
20 & 0 \\
2 & 8
\end{array}\right), \\
M=N=8, \quad \kappa_{1}=\kappa_{2}=0.8, \quad \varepsilon=0.1, \\
D_{1}^{\lambda}(i, j)=(1+\alpha)^{i}(1-\beta)^{j}, \quad D_{1}^{\mu}(i, j)=(1-\alpha)^{i}(1+\beta)^{j}, \\
D_{2}^{\lambda}(i, j)=(1-\xi)^{i}(1+\eta)^{j}, \quad D_{2}^{\mu}(i, j)=(1+\xi)^{i}(1-\eta)^{j},
\end{gathered}
$$

where in the original model $\alpha=\beta=\xi=\eta=0$; while in a comparable model $\alpha=\beta=0.2, \xi=0.6, \eta=0.4$. Figure 11.2 indicates how the two probabilities $p_{i}(\varepsilon)$ and $q_{j}(\varepsilon)$ depend on the dependently structured factors. It is seen that when this game has an independent structure, two types of players can choose
their dominant strategies $P\left\{z_{i}(+\infty)=8\right\}=1$ for $i=1,2$. However, when introducing the dependent structure to this game, the dominant strategies become that

$$
P\left\{z_{1}(+\infty)=8\right\}=1, \quad P\left\{z_{2}(+\infty)=0\right\}=1 .
$$



Figure 11.2 The role of the dependent structure

### 11.8.3 A $\mathbf{2} \times \mathbf{2}$ Game with Information Interaction

Consider a $2 \times 2$ asymmetric evolutionary game with information interaction, where each player has two strategies $\sigma_{1}$ and $\sigma_{2}$, the populations of the players of types 1 and 2 are $M$ and $N$, their payoff matrices are given by

$$
A_{1}=\left(\begin{array}{ll}
a_{1} & b_{1} \\
c_{1} & d_{1}
\end{array}\right), \quad A_{2}=\left(\begin{array}{ll}
a_{2} & b_{2} \\
c_{2} & d_{2}
\end{array}\right)
$$

respectively.
We define

$$
\begin{aligned}
& f_{\sigma_{1}}^{1}(n)=\frac{a_{1} n+b_{1}(N-n)}{N}, \\
& f_{\sigma_{2}}^{1}(n)=\frac{c_{1} n+d_{1}(N-n)}{N} \\
& f_{\sigma_{1}}^{2}(m)=\frac{a_{2} m+b_{2}(M-m)}{M}
\end{aligned}
$$

and

$$
f_{\sigma_{2}}^{2}(m)=\frac{c_{2} m+d_{2}(M-m)}{M} .
$$

For the first type of players, the transition rate switching strategy from $\sigma_{2}$ to $\sigma_{1}$ is defined as

$$
\lambda_{\varepsilon}^{1}(i)=\varepsilon+\kappa_{1} \max \left\{f_{\sigma_{1}}^{1}(i)-f_{\sigma_{2}}^{1}(i), 0\right\}, \quad i=0,1, \ldots, N-1,
$$

and the transition rate switching strategy from $\sigma_{1}$ to $\sigma_{2}$ is defined as

$$
\mu_{\varepsilon}^{1}(i)=\varepsilon+\kappa_{1} \max \left\{f_{\sigma_{2}}^{1}(i)-f_{\sigma_{1}}^{1}(i), 0\right\}, \quad i=1,2, \ldots, N .
$$

Similarly, for the second type of players, the transition rate switching strategy from $\sigma_{2}$ to $\sigma_{1}$ is defined as

$$
\lambda_{\varepsilon}^{2}(i)=\varepsilon+\kappa_{2} \max \left\{f_{\sigma_{1}}^{2}(i)-f_{\sigma_{2}}^{2}(i), 0\right\}, \quad i=0,1, \ldots M-1,
$$

and the transition rate switching strategy from $\sigma_{1}$ to $\sigma_{2}$ is defined as

$$
\mu_{\varepsilon}^{2}(i)=\varepsilon+\kappa_{2} \max \left\{f_{\sigma_{2}}^{2}(i)-f_{\sigma_{1}}^{2}(i), 0\right\}, \quad i=1,2, \ldots, M .
$$

Let $z(t)=\left(z_{1}(t), z_{2}(t)\right)$, where $z_{i}(t)$ is the number of the players of type $i$ who are playing strategy $\sigma_{1}$ at time $t$ for $i=1,2$. We can model this game as a continuous-time level-dependent QBD process $\{z(t), t \geqslant 0\}$ on the state space

$$
\begin{aligned}
S=\{ & (0,0),(0,1), \ldots,(0, M) ;(1,0),(1,1), \ldots,(1, M) ; \\
& \ldots ;(N, 0),(N, 1), \ldots,(N, M)\},
\end{aligned}
$$

and the infinitesimal generator of this QBD process is given by

$$
Q(\varepsilon)=\left(\begin{array}{cccccccc}
A_{1}^{0}(\varepsilon) & A_{0}^{0}(\varepsilon) & & & & & & \\
A_{2}^{1}(\varepsilon) & A_{1}^{1}(\varepsilon) & A_{0}^{1}(\varepsilon) & & & & & \\
& A_{2}^{2}(\varepsilon) & A_{1}^{2}(\varepsilon) & A_{0}^{2}(\varepsilon) & & & & \\
& & \ddots & \ddots & \ddots & & \\
& & & & A_{2}^{N-2}(\varepsilon) & A_{1}^{N-2}(\varepsilon) & A_{0}^{N-2}(\varepsilon) & \\
& & & & & A_{2}^{N-1}(\varepsilon) & A_{1}^{N-1}(\varepsilon) & A_{0}^{N-1}(\varepsilon) \\
& & & & & & A_{2}^{N}(\varepsilon) & A_{1}^{N}(\varepsilon)
\end{array}\right) \text {, }
$$

where for $0 \leqslant k \leqslant N$,
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$$
A_{1}^{k}(\varepsilon)=\left(\begin{array}{cccccc}
-a_{\varepsilon}(k, 0) & \lambda_{\varepsilon}^{2}(0) & & & & \\
\mu_{\varepsilon}^{2}(1) & -a_{\varepsilon}(k, 1) & \lambda_{\varepsilon}^{2}(1) & & & \\
& \mu_{\varepsilon}^{2}(2) & -a_{\varepsilon}(k, 2) & \lambda_{\varepsilon}^{2}(2) & & \\
& & \ddots & \ddots & \ddots & \\
& & & \mu_{\varepsilon}^{2}(M-1) & -a_{\varepsilon}(k, M-1) & \lambda_{\varepsilon}^{2}(M-1) \\
& & & & \mu_{\varepsilon}^{2}(M) & -a_{\varepsilon}(k, M)
\end{array}\right)
$$

for $k=0$,

$$
a_{\varepsilon}(0, l)= \begin{cases}\lambda_{\varepsilon}^{1}(0)+\lambda_{\varepsilon}^{2}(0), & l=0, \\ \lambda_{\varepsilon}^{1}(0)+\lambda_{\varepsilon}^{2}(l)+\mu_{\varepsilon}^{2}(l), & 1 \leqslant l \leqslant M-1, \\ \lambda_{\varepsilon}^{1}(0)+\mu_{\varepsilon}^{2}(M), & l=M\end{cases}
$$

for $k=N$,

$$
a_{\varepsilon}(N, l)= \begin{cases}\mu_{\varepsilon}^{1}(N)+\lambda_{\varepsilon}^{2}(0), & l=0 \\ \mu_{\varepsilon}^{1}(N)+\lambda_{\varepsilon}^{2}(l)+\mu_{\varepsilon}^{2}(l), & 1 \leqslant l \leqslant M-1 \\ \mu_{\varepsilon}^{1}(N)+\mu_{\varepsilon}^{2}(M), & l=M\end{cases}
$$

and for $1 \leqslant k \leqslant N-1$,

$$
a_{\varepsilon}(k, l)= \begin{cases}\lambda_{\varepsilon}^{1}(k)+\mu_{\varepsilon}^{1}(k)+\lambda_{\varepsilon}^{2}(0), & l=0, \\ \lambda_{\varepsilon}^{1}(k)+\mu_{\varepsilon}^{1}(k)+\lambda_{\varepsilon}^{2}(l)+\mu_{\varepsilon}^{2}(l), & 1 \leqslant l \leqslant M-1, \\ \lambda_{\varepsilon}^{1}(k)+\mu_{\varepsilon}^{1}(k)+\mu_{\varepsilon}^{2}(M), & l=M,\end{cases}
$$

At the same time, for $0 \leqslant m \leqslant N-1$,

$$
A_{0}^{m}(\varepsilon)=\operatorname{diag}\left(\lambda_{\varepsilon}^{1}(0), \lambda_{\varepsilon}^{1}(1), \lambda_{\varepsilon}^{1}(2), \ldots, \lambda_{\varepsilon}^{1}(M-1), \lambda_{\varepsilon}^{1}(M)\right),
$$

for $1 \leqslant n \leqslant N$,

$$
A_{2}^{n}(\varepsilon)=\operatorname{diag}\left(\mu_{\varepsilon}^{1}(0), \mu_{\varepsilon}^{1}(1), \mu_{\varepsilon}^{1}(2), \ldots, \mu_{\varepsilon}^{1}(M-1), \mu_{\varepsilon}^{1}(M)\right)
$$

For the QBD process, we write

$$
\begin{gathered}
U_{N}(\varepsilon)=A_{1}^{N}(\varepsilon), \\
U_{k}(\varepsilon)=A_{1}^{k}(\varepsilon)+A_{0}^{k}(\varepsilon)\left[-U_{k+1}(\varepsilon)\right]^{-1} A_{2}^{k+1}(\varepsilon), \quad \text { for } 0 \leqslant k \leqslant N-1,
\end{gathered}
$$

and

$$
R_{k}(\varepsilon)=A_{0}^{k}(\varepsilon)\left[-U_{k+1}(\varepsilon)\right]^{-1}, \quad 0 \leqslant k \leqslant N-1 .
$$

Let

$$
\pi(\varepsilon)=\left(\pi_{0}(\varepsilon), \pi_{1}(\varepsilon), \pi_{2}(\varepsilon), \ldots, \pi_{N-1}(\varepsilon), \pi_{N}(\varepsilon)\right)
$$

with

$$
\pi_{k}(\varepsilon)=\left(\pi_{k}^{0}(\varepsilon), \pi_{k}^{1}(\varepsilon), \pi_{k}^{2}(\varepsilon), \ldots, \pi_{k}^{M-1}(\varepsilon), \pi_{k}^{M}(\varepsilon)\right)
$$

be the stationary probability vector of the QBD process $Q(\varepsilon)$. Then

$$
\pi_{k}(\varepsilon)=\tau(\varepsilon) v_{0}(\varepsilon) R_{0}(\varepsilon) R_{1}(\varepsilon) R_{2}(\varepsilon) \ldots R_{k-1}(\varepsilon), \quad 0 \leqslant k \leqslant N
$$

where $v_{0}(\varepsilon)$ is the stationary probability vector of the censored Markov chain $U_{0}(\varepsilon)$ to level 0 , and the constant $\tau(\varepsilon)$ is given by

$$
\tau(\varepsilon)=\frac{1}{1+v_{0}(\varepsilon) \sum_{k=1}^{N} R_{0}(\varepsilon) R_{1}(\varepsilon) R_{2}(\varepsilon) \ldots R_{k-1}(\varepsilon) e} .
$$

To compute the ESS numerically, we need to study the limiting distribution

$$
\pi^{*}=\lim _{\varepsilon \rightarrow 0} \pi(\varepsilon)
$$

where

$$
\tau^{*}=\lim _{\varepsilon \rightarrow 0} \tau(\varepsilon), \quad v_{0}^{*}=\lim _{\varepsilon \rightarrow 0} v_{0}(\varepsilon), \quad R_{k}^{*}=\lim _{\varepsilon \rightarrow 0} R_{k}(\varepsilon), \quad 0 \leqslant k \leqslant N-1 .
$$

In what follows we provide two numerical examples to indicate how the limiting distribution $\pi^{*}$ depends on the information interaction.

Example 11.4 (The information interaction) In the $2 \times 2$ asymmetric evolutionary game, the payoff matrices are given by

$$
\begin{gathered}
A_{1}=\left(\begin{array}{cc}
20 & 10 \\
2 & 8
\end{array}\right), \quad A_{2}=\left(\begin{array}{cc}
10 & 1 \\
0 & 40
\end{array}\right) \\
M=8, \quad N=10, \quad \varepsilon=0.1, \quad \kappa_{1}=\kappa_{2}=\kappa=0.8
\end{gathered}
$$

Figure 11.3 indicates how the two probabilities $p_{i}(\varepsilon)$ and $q_{j}(\varepsilon)$ depend on the information interaction.

Example 11.5 (The information interaction) In the $2 \times 2$ asymmetric evolutionary game, the payoff matrices are given by

$$
\begin{gathered}
A_{1}=\left(\begin{array}{cc}
2 & 20 \\
10 & 0
\end{array}\right), \quad A_{2}=\left(\begin{array}{cc}
12 & 1 \\
0 & 8
\end{array}\right) \\
M=8, \quad N=10, \quad \varepsilon=0.1, \quad \kappa_{1}=\kappa_{2}=\kappa=0.8
\end{gathered}
$$
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Figure 11.3 The role of the information interaction
Figure 11.4 indicates how the two probabilities $p_{i}(\varepsilon)$ and $q_{j}(\varepsilon)$ depend on the information interaction.


Figure 11.4 The role of the information interaction

### 11.8.4 A $\mathbf{3} \times 2$ Asymmetric Evolutionary Game

Consider a $3 \times 2$ asymmetric evolutionary game with information interaction, where there are three types of players and each player has two strategies $\sigma_{1}$ and
$\sigma_{2}$, the populations of the players of type $k$ are $N_{k}$ for $k=1,2,3$, their payoff matrices are given by

$$
\begin{aligned}
& A_{1}=\left(\begin{array}{llll}
c_{1,1,1}^{1} & c_{1,1,2}^{1} & c_{1,2,1}^{1} & c_{1,2,2}^{1} \\
c_{2,1,1}^{1} & c_{2,1,2}^{1} & c_{2,2,1}^{1} & c_{2,2,2}^{1}
\end{array}\right), \\
& A_{2}=\left(\begin{array}{llll}
c_{1,1,1}^{2} & c_{1,1,2}^{2} & c_{2,1,1}^{2} & c_{2,1,2}^{2} \\
c_{1,2,1}^{2} & c_{1,2,2}^{2} & c_{2,2,1}^{2} & c_{2,2,2}^{2}
\end{array}\right)
\end{aligned}
$$

and

$$
A_{3}=\left(\begin{array}{llll}
c_{1,1,1}^{3} & c_{1,2,1}^{3} & c_{2,1,1}^{3} & c_{2,2,1}^{3} \\
c_{1,1,2}^{3} & c_{1,2,2}^{3} & c_{2,1,2}^{3} & c_{2,2,2}^{3}
\end{array}\right),
$$

respectively. For example, $c_{1,1,2}^{2}$ denotes the payoff for the players of type 2 when the players of types 1,2 and 3 play strategies $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$, respectively.

For $0 \leqslant k \leqslant N_{1}, 0 \leqslant i \leqslant N_{2}$ and $0 \leqslant j \leqslant N_{3}$, we define

$$
\begin{aligned}
f_{\sigma_{1}}^{1}(\cdot, i, j)= & c_{1,1,1}^{1} \frac{i}{N_{2}} \frac{j}{N_{3}}+c_{1,1,2}^{1} \frac{i}{N_{2}}\left(1-\frac{j}{N_{3}}\right)+c_{1,2,1}^{1}\left(1-\frac{i}{N_{2}}\right) \frac{j}{N_{3}} \\
& +c_{1,2,2}^{1}\left(1-\frac{i}{N_{2}}\right)\left(1-\frac{j}{N_{3}}\right), \\
f_{\sigma_{2}}^{1}(\cdot, i, j)= & c_{2,1,1}^{1} \frac{i}{N_{2}} \frac{j}{N_{3}}+c_{2,1,2}^{1} \frac{i}{N_{2}}\left(1-\frac{j}{N_{3}}\right)+c_{2,2,1}^{1}\left(1-\frac{i}{N_{2}}\right) \frac{j}{N_{3}} \\
& +c_{2,2,2}^{1}\left(1-\frac{i}{N_{2}}\right)\left(1-\frac{j}{N_{3}}\right) ; \\
f_{\sigma_{1}}^{2}(k, \cdot, j)= & c_{1,1,1}^{2} \frac{k}{N_{1}} \frac{j}{N_{3}}+c_{1,1,2}^{2} \frac{k}{N_{1}}\left(1-\frac{j}{N_{3}}\right)+c_{2,1,1}^{2}\left(1-\frac{k}{N_{1}}\right) \frac{j}{N_{3}} \\
& +c_{2,1,2}^{2}\left(1-\frac{k}{N_{1}}\right)\left(1-\frac{j}{N_{3}}\right), \\
f_{\sigma_{2}}^{2}(k, \cdot, j)= & c_{1,2,1}^{2} \frac{k}{N_{1}} \frac{j}{N_{3}}+c_{1,2,2}^{2} \frac{k}{N_{1}}\left(1-\frac{j}{N_{3}}\right)+c_{2,2,1}^{2}\left(1-\frac{k}{N_{1}}\right) \frac{j}{N_{3}} \\
& +c_{2,2,2}^{2}\left(1-\frac{k}{N_{1}}\right)\left(1-\frac{j}{N_{3}}\right),
\end{aligned}
$$

$$
\begin{aligned}
f_{\sigma_{1}}^{3}(k, i, \cdot)= & c_{1,1,1}^{3} \frac{k}{N_{1}} \frac{i}{N_{2}}+c_{1,2,1}^{3} \frac{k}{N_{1}}\left(1-\frac{i}{N_{2}}\right)+c_{2,1,1}^{3}\left(1-\frac{k}{N_{1}}\right) \frac{i}{N_{2}} \\
& +c_{2,2,1}^{3}\left(1-\frac{k}{N_{1}}\right)\left(1-\frac{i}{N_{2}}\right), \\
f_{\sigma_{2}}^{3}(k, i, \cdot)= & c_{1,1,2}^{3} \frac{k}{N_{1}} \frac{i}{N_{2}}+c_{1,2,2}^{3} \frac{k}{N_{1}}\left(1-\frac{i}{N_{2}}\right)+c_{2,1,2}^{3}\left(1-\frac{k}{N_{1}}\right) \frac{i}{N_{2}} \\
& +c_{2,2,2}^{3}\left(1-\frac{k}{N_{1}}\right)\left(1-\frac{i}{N_{2}}\right)
\end{aligned}
$$

For the first type of players, the transition rate switching strategy from $\sigma_{2}$ to $\sigma_{1}$ is defined as that for $i=0,1, \ldots, N_{2}-1$ and $j=0,1, \ldots, N_{3}-1$,

$$
\lambda_{\varepsilon}^{1}(\cdot, i, j)=\varepsilon+\kappa_{1} \max \left\{f_{\sigma_{1}}^{1}(\cdot, i, j)-f_{\sigma_{2}}^{1}(\cdot, i, j), 0\right\}
$$

and the transition rate switching strategy from $\sigma_{1}$ to $\sigma_{2}$ is defined as that for $i=1,2, \ldots, N_{2}$ and $j=1,2, \ldots, N_{3}$,

$$
\mu_{\varepsilon}^{1}(\cdot, i, j)=\varepsilon+\kappa_{1} \max \left\{f_{\sigma_{2}}^{1}(\cdot, i, j)-f_{\sigma_{1}}^{1}(\cdot, i, j), 0\right\} .
$$

For the second type of players, the transition rate switching strategy from $\sigma_{2}$ to $\sigma_{1}$ is defined as that for $k=0,1, \ldots, N_{1}-1$ and $j=0,1, \ldots, N_{3}-1$,

$$
\lambda_{\varepsilon}^{2}(k, \cdot, j)=\varepsilon+\kappa_{2} \max \left\{f_{\sigma_{1}}^{2}(k, \cdot, j)-f_{\sigma_{2}}^{2}(k, \cdot, j), 0\right\},
$$

and the transition rate switching strategy from $\sigma_{1}$ to $\sigma_{2}$ is defined as that for $k=1,2, \ldots, N_{1}$ and $j=1,2, \ldots, N_{3}$,

$$
\mu_{\varepsilon}^{2}(k, \cdot, j)=\varepsilon+\kappa_{2} \max \left\{f_{\sigma_{2}}^{2}(k, \cdot, j)-f_{\sigma_{1}}^{2}(k, \cdot, j), 0\right\} .
$$

For the third type of players, the transition rate switching strategy from $\sigma_{2}$ to $\sigma_{1}$ is defined as that for $k=0,1, \ldots, N_{1}-1$ and $i=0,1, \ldots, N_{2}-1$,

$$
\lambda_{\varepsilon}^{3}(k, i, \cdot)=\varepsilon+\kappa_{3} \max \left\{f_{\sigma_{1}}^{3}(k, i, \cdot)-f_{\sigma_{2}}^{3}(k, i, \cdot), 0\right\}
$$

and the transition rate switching strategy from $\sigma_{1}$ to $\sigma_{2}$ is defined as that for $k=1,2, \ldots, N_{1}$ and $i=1,2, \ldots, N_{2}$,

$$
\mu_{\varepsilon}^{3}(k, i, \cdot)=\varepsilon+\kappa_{3} \max \left\{f_{\sigma_{2}}^{3}(k, i, \cdot)-f_{\sigma_{1}}^{3}(k, i, \cdot), 0\right\} .
$$

Let $z(t)=\left(z_{1}(t), z_{2}(t), z_{3}(t)\right)$, where $z_{i}(t)$ is the number of the players of type $i$ who are playing strategy $\sigma_{1}$ at time $t$ for $i=1,2,3$. We can model this game as a continuous-time level-dependent QBD process $\{z(t), t \geqslant 0\}$ on the state space

$$
\begin{aligned}
S= & \left\{(0,0,0),(0,0,1), \ldots,\left(0,0, N_{1}\right) ;(0,1,0),(0,1,1), \ldots,\left(0,1, N_{1}\right) ;\right. \\
& \ldots ;\left(0, N_{2}, 0\right),\left(0, N_{2}, 1\right), \ldots,\left(0, N_{2}, N_{1}\right) ;(1,0,0),(1,0,1), \ldots,\left(1,0, N_{1}\right) ; \\
& \left.\ldots ;\left(0, N_{2}, N_{1}\right),\left(1, N_{2}, N_{1}\right), \ldots,\left(N_{3}, N_{2}, N_{1}\right)\right\}
\end{aligned}
$$

with the state transition relation shown in Fig. 11.5.


Figure 11.5 The state transition relation
For a given integer $j=0,1, \ldots, N_{3}$, we have the transition rates $\lambda_{\varepsilon}^{1}(\cdot, i, j)$ and $\mu_{\varepsilon}^{1}(\cdot, i, j)$ for the players of type 1 , and $\lambda_{\varepsilon}^{2}(k, \cdot, j)$ and $\mu_{\varepsilon}^{2}(k, \cdot, j)$ for the players of type 2, thus we can construct a QBD process with the infinitesimal generator $Q_{\varepsilon}^{1,2}(j)$ with respect to the players of types 1 and 2 , as indicated above. Applying the state transition relation, the infinitesimal generator of the QBD process describing the $3 \times 2$ asymmetric evolutionary game is given by

$$
Q^{1,2,3}(\varepsilon)=\left(\begin{array}{ccccc}
\Lambda^{1,2}(0) & \Psi_{\varepsilon} & & & \\
\Phi_{\varepsilon} & \Lambda^{1,2}(1) & \Psi_{\varepsilon} & & \\
& \ddots & \ddots & \ddots & \\
& & \Phi_{\varepsilon} & \Lambda^{1,2}\left(N_{3}-1\right) & \Psi_{\varepsilon} \\
& & & \Phi_{\varepsilon} & \Lambda^{1,2}\left(N_{3}\right)
\end{array}\right)
$$

where

$$
\begin{gathered}
\Lambda^{1,2}(l)= \begin{cases}Q_{\varepsilon}^{1,2}(0)-\Psi_{\varepsilon}, & l=0, \\
Q_{\varepsilon}^{1,2}(l)-\Psi_{\varepsilon}-\Phi_{\varepsilon}, & 1 \leqslant l \leqslant N_{3}-1, \\
Q_{\varepsilon}^{1,2}\left(N_{3}\right)-\Phi_{\varepsilon}, & l=N_{3},\end{cases} \\
\Psi_{\varepsilon}=\operatorname{diag}\left(\lambda_{\varepsilon}^{3}(0,0, \cdot), \lambda_{\varepsilon}^{3}(0,1, \cdot), \ldots, \lambda_{\varepsilon}^{3}\left(0, N_{2}, \cdot\right) ; \lambda_{\varepsilon}^{3}(1,0, \cdot), \lambda_{\varepsilon}^{3}(1,1, \cdot),\right. \\
\left.\ldots, \lambda_{\varepsilon}^{3}\left(1, N_{2}, \cdot\right) ; \ldots, \lambda_{\varepsilon}^{3}\left(N_{1}, 0, \cdot\right), \lambda_{\varepsilon}^{3}\left(N_{1}, 1, \cdot\right), \ldots, \lambda_{\varepsilon}^{3}\left(N_{1}, N_{2}, \cdot\right)\right)
\end{gathered}
$$

and

$$
\begin{aligned}
\Phi_{\varepsilon}= & \operatorname{diag}\left(\mu_{\varepsilon}^{3}(0,0, \cdot), \mu_{\varepsilon}^{3}(0,1, \cdot), \ldots, \mu_{\varepsilon}^{3}\left(0, N_{2}, \cdot\right) ; \mu_{\varepsilon}^{3}(1,0, \cdot), \mu_{\varepsilon}^{3}(1,1, \cdot),\right. \\
& \left.\ldots, \mu_{\varepsilon}^{3}\left(1, N_{2}, \cdot\right) ; \ldots, \mu_{\varepsilon}^{3}\left(N_{1}, 0, \cdot\right), \mu_{\varepsilon}^{3}\left(N_{1}, 1, \cdot\right), \ldots, \mu_{\varepsilon}^{3}\left(N_{1}, N_{2}, \cdot\right)\right)
\end{aligned}
$$

For the QBD process $Q^{1,2,3}(\varepsilon)$, we write

$$
U_{N_{3}}(\varepsilon)=Q_{\varepsilon}^{1,2}\left(N_{3}\right)-\Phi_{\varepsilon},
$$

for $1 \leqslant k \leqslant N-1$,

$$
U_{k}(\varepsilon)=Q_{\varepsilon}^{1,2}(k)-\Psi_{\varepsilon}-\Phi_{\varepsilon}+\Psi_{\varepsilon}\left[-U_{k+1}(\varepsilon)\right]^{-1} \Phi_{\varepsilon}
$$

and

$$
U_{0}(\varepsilon)=Q_{\varepsilon}^{1,2}(0)-\Psi_{\varepsilon}+\Psi_{\varepsilon}\left[-U_{1}(\varepsilon)\right]^{-1} \Phi_{\varepsilon}
$$

We write

$$
R_{k}(\varepsilon)=\Psi_{\varepsilon}\left[-U_{k+1}(\varepsilon)\right]^{-1}, \quad 0 \leqslant k \leqslant N-1 .
$$

Let

$$
\pi(\varepsilon)=\left(\pi_{0}(\varepsilon), \pi_{1}(\varepsilon), \pi_{2}(\varepsilon), \ldots, \pi_{N_{3}-1}(\varepsilon), \pi_{N_{3}}(\varepsilon)\right)
$$

be the stationary probability vector of the QBD process $Q^{1,2,3}(\varepsilon)$. Then

$$
\pi_{k}(\varepsilon)=\tau(\varepsilon) v_{0}(\varepsilon) R_{0}(\varepsilon) R_{1}(\varepsilon) R_{2}(\varepsilon) \ldots R_{k-1}(\varepsilon), \quad 0 \leqslant k \leqslant N_{3},
$$

where $v_{0}(\varepsilon)$ is the stationary probability vector of the censored Markov chain $U_{0}(\varepsilon)$ to level 0 , and the constant $\tau(\varepsilon)$ is given by

$$
\tau(\varepsilon)=\frac{1}{1+v_{0}(\varepsilon) \sum_{k=1}^{N_{3}} R_{0}(\varepsilon) R_{1}(\varepsilon) R_{2}(\varepsilon) \ldots R_{k-1}(\varepsilon) e} .
$$

To compute the ESS numerically, we need to study the limiting distribution

$$
\pi^{*}=\lim _{\varepsilon \rightarrow 0} \pi(\varepsilon)
$$

where

$$
\tau^{*}=\lim _{\varepsilon \rightarrow 0} \tau(\varepsilon), \quad v_{0}^{*}=\lim _{\varepsilon \rightarrow 0} v_{0}(\varepsilon), \quad R_{k}^{*}=\lim _{\varepsilon \rightarrow 0} R_{k}(\varepsilon), \quad 0 \leqslant k \leqslant N_{3}-1
$$

### 11.9 Notes in the Literature

Infinitesimal perturbation analysis is a sensitivity-analytic technique for discreteevent dynamic systems using single sample path performance measures. The basic approach is to obtain unbiased or strongly consistent estimates for derivatives of the stationary performance measures. Representative early works include Suri and Zazanis [71], Glasserman [32], Ho and Cao [44], Cassandras [18], Cao [9, 14] and Bao, Cassandras and Zananis [4].

For infinitesimal perturbation analysis of Markov chains, Cao, Yuan and Qiu [17] proposed a novel approach in terms of the realization factor. Cao [10, 11, 12, 13] developed two fundamental concepts: the realization matrix and the performance potential vector, to express derivatives of the stationary performance measures. The subsequent works may be referred to Cao and Chen [15], Cao and Wan [16] and the book by Cao [14].

Perturbation analysis of Markov chains is quite extensive, e.g., see Delebecque [23], Hunter [49, 50, 51], Korolyuk and Turbin [54], Cao and Chen [14], Roberts, Rosenthal and Schwartz [65], Bielecki and Stettner [5], Altman, Avrachenkov and Núñez-Queija [2], Solan and Vieille [70], Li and Liu [57] and Gambin, Krzyanowski and Pokarowski [31]. For Perturbation analysis of queueing systems, readers may refer to Latouche [55], Gong, Pan and Cassandras [33], Chang and Nelson [19], He [40], Grassmann and Chen [35], Grassmann [34] and He and Neuts [41].

The study of evolutionary game theory was originated in mathematical biology. Maynard Smith and Price [62] first introduced an important equilibrium concept: evolutionarily stable strategy (ESS), which is used to capture the possible stable outcomes of a dynamic evolutionary process, readers may also refer to Maynard Smith [60, 61] for more details. To derive the ESS, Taylor and Jonker [77] provided a basic method: replicator dynamics, which can be described as the ordinary differential equations based on the natural selection and the associated fitness. Based on this, the stability of the ordinary differential equations for the replicator dynamics can be used to express the ESS. Important examples of the replicator dynamics include the study of animal behavior, population ecology, population genetics, road traffic, computer networks, industrial evolutionary structure, and complex networks etc. Since 1980s, significant advances on the replicator dynamics have been made by the efforts of many researchers. Readers may refer to, such as, Vincent [79], Hines [42], Harsanyi and Selten [36], Robson [66], Cressman [22], Björnerstedt and Weibull [7], Vega-Redondo [78], Samuelson [68],

Schlag [69], Hofbauer and Sigmund [47], Hofbauer [45], Hofbauer and Sandholm [46], Hart and Mas-Colell [38, 39], Hofbauer and Sigmund [48] and Suri [72].

For a stochastic evolutionary game, the replicator dynamics is not effective no longer when considering the strategic behavior over a long time horizon. To deal with the stochastic evolutionary games, perturbed Markov chains can be applied to analyze the ESS, that is, the perturbed stationary probability vector directly expresses the ESS based on its perturbed limit structure, which is the time proportion spent by this process in each population state. Foster and Young [27] gave stochastic evolutionary dynamics by means of the perturbed Markov chains whose stationary probability vector and the associated perturbed limit indicates the ESS. The subsequent works may refer to, for example, Takada and Kigami [74], Young [80, 81], Ellison [24], Kandori, Mailath and Rob [52], Nöldeke and Samuelson [63], Kandori and Rob [53], Binmore, Samuelson and Vaughan [6], Amir and Berninghaus [3], Robson and Vega-Redondo [67], Rhode and Stegeman [64], Fudenberg and Levine [28], Ellison [25], Corradi and Sarin [21], Tanaka [75], Hart [37], Blume [8], Tadj and Touzene [73], Taylor, Fudenberg, Sasaki and Nowak [76], Alos-Ferrer and Neustadt [1], Fudenberg and Imhof [29], Fudenberg, Nowakb, Taylorb and Imhof [30], Chen and Chow [20] and Fishman [26].

In this chapter, we mainly refer to Cao, Yuan and Qiu [17], Cao and Chen [15], Li and Zhao [58, 59], Li and Cao [56] and Li and Liu [57] for perturbation analysis of Markov chains; and Amir and Berninghaus [3], Tadj and Touzene [73], Alos-Ferrer and Neustadt [1], Fudenberg and Imhof [29] and Fudenberg, Nowakb, Taylorb and Imhof [30] for evolutionary games. At the same time, we also add some new results without publication for a more systematical organization of this chapter.

## Problems

11.1 For a perturbed discrete-time level-independent QBD process,
(1) use the UL-type $R G$-factorization to compute $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}$;
(2) use the LU-type $R G$-factorization to compute $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} \tilde{\eta}_{\varepsilon}\right|_{\varepsilon=0}$;
(3) provide numerical examples to compare the results given in (1) and (2).
11.2 For a perturbed continuous-time level-independent QBD process,
(1) use the UL-type $R G$-factorization to compute $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} \tilde{\xi}_{\varepsilon}(N)\right|_{\varepsilon=0}$;
(2) use the UL-type $R G$-factorization to compute $\left.\frac{\mathrm{d}}{\mathrm{d} \varepsilon} \tilde{\varphi}_{\varepsilon}(\beta)\right|_{\varepsilon=0}$ for $0<\beta<1$.
11.3 For a perturbed PH distribution and a perturbed MAP which form a MAP/ $P H / 1$ queue,
(1) Provide sensitivity analysis for the mean of stationary waiting time;
(2) Provide sensitivity analysis for the mean of busy period.
11.4 Applying the matrix-geometric solution, provide numerical experiments for sensitivity analysis of a perturbed Markov chain of $G I / M / 1$ type.
11.5 Applying the matrix iterative solution, provide numerical experiments for sensitivity analysis of a perturbed Markov chain of $M / G / 1$ type.
11.6 For the perturbed $M A P / G / 1$ queue, apply the UL-type $R G$-factorization to provide sensitivity analysis for the mean of the stationary queue length, and give some numerical experimentations.
11.7 For the perturbed $S M / P H / 1$ queue, apply the LU-type $R G$-factorization to provide sensitivity analysis for the mean of the stationary queue length, and give some numerical experimentations.
11.8 Apply the $R G$-factorizations to provide sensitivity analysis for Markov chains of $G I / G / 1$ type.
11.9 Provide a sensitivity analysis for the BMAP with irreducible matrix descriptor $\left\{D_{k}, k \geqslant 0\right\}$.
11.10 Provide a sensitivity analysis for the MMAP[K] with irreducible matrix descriptor $\left\{D_{n}, \boldsymbol{n} \in \mathbf{N}^{k}\right\}$.
11.11 Consider the $3 \times 2,2 \times 3, N \times 2,2 \times M$ symmetric evolutionary games, and provide their ESS numerically.
11.12 Consider the $3 \times 2,2 \times 3, N \times 2,2 \times M$ asymmetric evolutionary games, and provide their ESS numerically.
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## Appendix

## Appendix A Matrix Notation and Computation

In this appendix, we provide some notation for Kronecker product of matrices (e.g., see Graham [1]), Perron-Probenius theory of nonnegative matrices (e.g., see Seneta [2]), and inverses of matrices of infinite size.

## A. 1 Kronecker Product

Let $A$ and $B$ be two matrices, where the $(i, j)$ th element of $A$ is $a_{i, j}$. The Kronecker product of the two matrices $A$ and $B$ is defined as

$$
A \otimes B=\left(a_{i, j} B\right),
$$

and the Kronecker sum of the two matrices $A$ and $B$ is defined as

$$
A \oplus B=I \otimes B+A \otimes I
$$

The useful properties of the Kronecker product are listed as follows:
(1) $(A+B) \otimes C=A \otimes C+B \otimes C ; A \otimes(B+C)=A \otimes B+A \otimes C$.
(2) $(A \otimes B) \otimes C=A \otimes(B \otimes C)$.
(3) $(A \otimes B)(C \otimes D)=(A C) \otimes(B D)$.
(4) $(A \otimes B)^{\mathrm{T}}=A^{\mathrm{T}} \otimes B^{\mathrm{T}}$.
(5) $(A \otimes B)^{-1}=A^{-1} \otimes B^{-1}$.
(6) $\exp \{(A \oplus B) x\}=\exp \{A x\} \otimes \exp \{B x\}$.
(7) $\frac{\mathrm{d}}{\mathrm{d} x}[\exp \{A x\} \otimes \exp \{B x\}]=[\exp \{A x\} \otimes \exp \{B x\}](A \oplus B)$.
(8) If $A \alpha=\lambda \alpha$ and $B \beta=\mu \beta$, then

$$
(A \otimes B)(\alpha \otimes \beta)=\lambda \mu(\alpha \otimes \beta)
$$

and

$$
(A \oplus B)(\alpha \otimes \beta)=(\lambda+\mu)(\alpha \otimes \beta)
$$

## A. 2 Perron-Frobenius Theory

Let $\eta_{1}, \eta_{2}, \ldots \eta_{m-1}, \eta_{m}$ be all the eigenvalues of the matrix $A$ of size $m$. The spectral radius of the matrix $A$ is defined as

$$
s p(A)=\max \left\{\eta_{1}, \eta_{2}, \ldots, \eta_{m-1}, \eta_{m}\right\}
$$

For simplicity of description, we also write $\rho(A)=\operatorname{sp}(A)$.
Consider a square matrix $A=\left(a_{i, j}\right)_{1 \leqslant i, j \leqslant m}$. If $a_{i, j} \geqslant 0$ for each pair $(i, j)$ with $1 \leqslant i, j \leqslant m$, then $A$ is called to be nonnegative; if $a_{i, j}>0$ for each pair $(i, j)$ with $1 \leqslant i, j \leqslant m$, then $A$ is called to be positive. The nonnegative matrix $A$ is said to be primitive if there exists a positive integer $k$ such that $A^{k}>0$. Obviously, $A$ is primitive if $A>0$. The nonnegative matrix $A$ is said to be irreducible if $(I+A)^{m-1}>0$.

For the nonnegative matrices, we list some useful properties as follows:
(1) If $0 \leqslant A \leqslant B$, then $0 \leqslant \rho(A) \leqslant \rho(B)$. If $0<A<B$, then $0<\rho(A)<\rho(B)$.
(2) If $A \geqslant 0$, then $\rho(I+A)=1+\rho(A)$.
(3) If $A \geqslant 0$, then $\rho(A)$ is an eigenvalue of the matrix $A$, and there exists a vector $x \geqslant 0$ such that $A x=\rho(A) x$ or $x A=\rho(A) x$.
(4) If $A \geqslant 0$ and there exists a vector $x>0$ such that $A x=\lambda x$, then $\lambda=\rho(A)$. If $A>0$ and there exists a vector $x \geqslant 0$ such that $A x=\lambda x$, then $\lambda=\rho(A)$.
(5) If $A \geqslant 0, \quad x>0$ and $\alpha x \leqslant A x \leqslant \beta x$, then $\alpha \leqslant \rho(A) \leqslant \beta$. If $A \geqslant 0, x>0$ and $\alpha x<A x<\beta x$, then $\alpha<\rho(A)<\beta$.
(6) If $A>0$ or $A$ is primitive, then there exists a unique positive vector $x$ with $x e=1$ such that $A x=\rho(A) x$ or $x A=\rho(A) x$.

The following two theorems are always useful in the study of nonnegative matrices and stochastic models.

Theorem A. 1 Suppose the nonnegative matrix $A$ is primitive.
(1) $\rho(A)>0$ and $\rho(A)$ is an eigenvalue of the matrix $A$.
(2) There exist two vectors $x>0$ and $y>0$ such that $A x=\rho(A) x$ and $y A=\rho(A) y$.
(3) $\rho(A)>|\lambda|$ for any eigenvalue $\lambda \neq \rho(A)$.
(4) $\rho(A)$ is a simple root of the characteristic equation $\operatorname{det}(\lambda I-A)=0$.
(5) $\lim _{k \rightarrow \infty}\left[\frac{A}{\rho(A)}\right]^{k}=y x$.

Theorem A. 2 Suppose the nonnegative matrix $A$ is irreducible.
(1) $\rho(A)>0$ and $\rho(A)$ is an eigenvalue of the matrix $A$.
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(2) There exist two vectors $x>0$ and $y>0$ such that $A x=\rho(A) x$ and $y A=\rho(A) y$.
(3) $\rho(A)$ is a simple root of the characteristic equation $\operatorname{det}(\lambda I-A)=0$.
(4) If $\rho(A)=|\lambda|$ for an eigenvalue $\lambda \neq \rho(A)$, then $\lambda=\rho(A) \exp \left\{2 \pi i \frac{k}{n}\right\}$ with $i^{2}=-1$. At the same time, $\rho(A) \exp \left\{2 \pi i \frac{k}{n}\right\}$ is a simple root of the characteristic equation $\operatorname{det}(\lambda I-A)=0$.

## A. 3 Inverses of Matrices of Infinite Size

We now compute the inverses of the two matrices $I-R_{U}$ and $I-G_{L}$, which are useful in the study of stochastic models. The following two cases are listed.

Case I The inverse of the matrix $I-R_{U}$
Let

$$
R_{U}=\left(\begin{array}{ccccc}
0 & R_{0,1} & R_{0,2} & R_{0,3} & \ldots \\
& 0 & R_{1,2} & R_{1,3} & \ldots \\
& & 0 & R_{2,3} & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right) .
$$

Then

$$
\left(I-R_{U}\right)^{-1}=\left(\begin{array}{ccccc}
I & Z_{0,1} & Z_{0,2} & Z_{0,3} & \ldots \\
& I & Z_{1,2} & Z_{1,3} & \cdots \\
& & I & Z_{2,3} & \ldots \\
& & & I & \ldots \\
& & & & \ddots
\end{array}\right),
$$

where

$$
\begin{gathered}
Z_{a, b}= \begin{cases}\sum_{k=0}^{b-a-1} X_{k}^{(a, b)}, & b \geqslant a+2, \\
R_{a, b}, & b=a+1,\end{cases} \\
X_{k}^{(a, b)}= \begin{cases}R_{a, a+1} R_{a+1, a+2} \ldots R_{b-2, b-1} R_{b-1, b}, & k=0, \\
\sum_{a<m_{1}<m_{2}<\ldots<m_{k}<b} Y_{m_{1}, m_{2}, \ldots, m_{k}}^{(a, b}, & 1 \leqslant k \leqslant b-a-1,\end{cases}
\end{gathered}
$$

$$
\begin{gathered}
Y_{m_{1}, m_{2}, \ldots, m_{k}}^{(a, b)}=R_{a, a+1} R_{a+1, a+2} \ldots R_{m_{1}-1, N_{\left(m m_{1}\right)}} R_{N_{\left(m_{m}\right), N_{\left(N_{\left(m_{1}\right)}\right)}}} \ldots R_{m_{k}-1, N_{\left(m_{k}\right)}} R_{N_{\left(m_{k}\right)}, N_{\left(N_{\left(m_{k}\right)}\right)} \ldots R_{b-2, b-1} R_{b-1, b},} \\
N_{\left(m_{k}\right)}= \begin{cases}m_{k}+1, & m_{k}+1 \neq m_{k+1} \\
N_{\left(m_{k+1}\right)}, & m_{k}+1=m_{k+1}\end{cases}
\end{gathered}
$$

To understand the sequence $\left\{Y_{m_{1}, m_{2}, \ldots, m_{k}}^{(a, b)}\right\}$, we provide four examples as follows:

$$
\begin{gathered}
Y_{2,4}^{(0,5)}=R_{0,1} R_{1,3} R_{3,5}, \quad Y_{2,3,4}^{(0,5)}=R_{0,5} \\
Y_{3,4}^{(2,6)}=R_{2,5} R_{5,6}, \quad Y_{3}^{(2,6)}=R_{2,4} R_{4,5} R_{5,6} .
\end{gathered}
$$

It is necessary to consider the following two special cases: Markov chains of GI/G/1 type and level-dependent QBD processes.

For a Markov chain of GI/G/1 type, let

$$
\tilde{R}_{U}=\left(\begin{array}{ccccc}
0 & R_{1} & R_{2} & R_{3} & \ldots \\
& 0 & R_{1} & R_{2} & \ldots \\
& & 0 & R_{1} & \ldots \\
& & & 0 & \ldots \\
& & & & \ddots
\end{array}\right) .
$$

Then

$$
\left(I-\widetilde{R}_{U}\right)^{-1}=\left(\begin{array}{ccccc}
I & Z_{1} & Z_{2} & Z_{3} & \ldots \\
& I & Z_{1} & Z_{2} & \ldots \\
& & I & Z_{1} & \ldots \\
& & & I & \ldots \\
& & & & \ddots
\end{array}\right)
$$

where

$$
Z_{l}=\sum_{i=1}^{\infty} \sum_{\substack{n_{1}+n_{2}+\ldots+n_{i}=l \\ n_{j} \geqslant 1,1 \leqslant j \leqslant i}} R_{n_{1}} R_{n_{2}} \ldots R_{n_{i}} .
$$

For a level-dependent QBD process, we write

$$
R_{U}=\left(\begin{array}{ccccc}
0 & R_{0} & & & \\
& 0 & R_{1} & & \\
& & 0 & R_{2} & \\
& & & 0 & \ddots \\
& & & & \ddots
\end{array}\right)
$$
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Then

$$
\left(I-R_{U}\right)^{-1}=\left(\begin{array}{ccccc}
I & X_{1}^{(0)} & X_{2}^{(0)} & X_{3}^{(0)} & \ldots \\
& I & X_{1}^{(1)} & X_{2}^{(1)} & \ldots \\
& & I & X_{1}^{(2)} & \ldots \\
& & & I & \ldots \\
& & & & \ddots
\end{array}\right),
$$

where

$$
X_{k}^{(l)}=R_{l} R_{l+1} R_{l+2} \ldots R_{l+k-1}, \quad k \geqslant 1, l \geqslant 0 .
$$

Case II The inverses of the matrix $I-G_{L}$
Let

$$
G_{L}=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1,0} & 0 & & & \\
G_{2,0} & G_{2,1} & 0 & & \\
G_{3,0} & G_{3,1} & G_{3,2} & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

Then

$$
\left(I-G_{L}\right)^{-1}=\left(\begin{array}{cccccc}
I & & & & \\
T_{1,0} & I & & & \\
T_{2,0} & T_{2,1} & I & & \\
T_{3,0} & T_{3,1} & T_{3,2} & I & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right),
$$

where

$$
\begin{aligned}
& T_{a, b}= \begin{cases}G_{a, b}, & a=b+1, \\
\sum_{k=0}^{a-b-1} H_{k}^{(a, b)}, & a \geqslant b+2,\end{cases} \\
& H_{k}^{(a, b)}= \begin{cases}G_{a, a-1} G_{a-1, a-2} \ldots G_{b+2, b+1} G_{b+1, b}, & k=0, \\
\sum_{a>m_{1}>m_{2}>\ldots>m_{k}>b} F_{m_{1}, m_{2}, \ldots, m_{k}}^{(a, b)}, & 1 \leqslant k \leqslant a-b-1,\end{cases} \\
& F_{m_{1}, m_{2}, \ldots, m_{k}}^{(a, b)}=G_{a, a-1} G_{a-1, a-2} \ldots G_{m_{1}+1, L_{\left(m m_{1}\right)}} G_{L_{(m)}, L_{\left(L_{(m)}\right)}} \\
& \ldots G_{m_{k}+1, L_{\left(m_{k}\right)}} G_{L_{\left(m_{k}\right)}, L_{\left(L_{(m k)}\right)}} \ldots G_{b+2, b+1} G_{b+1, b}, \\
& L_{\left(m_{k}\right)}= \begin{cases}m_{k}-1, & m_{k}-1 \neq m_{k+1}, \\
L_{\left(m_{k+1}\right)}, & m_{k}-1=m_{k+1} .\end{cases}
\end{aligned}
$$
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To understand the sequence $\left\{F_{m_{1}, m_{2}, \ldots, m_{k}}^{(a, b)}\right\}$, we provide two examples as follows:

$$
F_{4,2}^{(5,0)}=G_{5,3} G_{3,1} G_{1,0}, \quad F_{4,3,2}^{(5,0)}=G_{5,1} G_{1,0} .
$$

It is necessary to consider the following two special cases: Markov chains of $G I / G / 1$ type and level-dependent QBD processes.

For a Markov chain of $G I / G / 1$ type, let

$$
\widetilde{G}_{L}=\left(\begin{array}{cccccc}
0 & & & & \\
G_{1} & 0 & & & \\
G_{2} & G_{1} & 0 & & \\
G_{3} & G_{2} & G_{1} & 0 & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

Then

$$
\left(I-\widetilde{G}_{L}\right)^{-1}=\left(\begin{array}{cccccc}
I & & & & \\
W_{1} & I & & & \\
W_{2} & W_{1} & I & & \\
W_{3} & W_{2} & W_{1} & I & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right),
$$

where

$$
W_{l}=\sum_{i=1}^{\infty} \sum_{\substack{n_{1}+n_{2}+\ldots+n_{i}=l \\ n_{j} \geqslant 1,1 \leqslant j \leqslant i}} G_{n_{1}} G_{n_{2}} \ldots G_{n_{i}}, \quad l \geqslant 1 .
$$

For a level-dependent QBD process, we write

$$
G_{L}=\left(\begin{array}{ccccc}
0 & & & & \\
G_{1} & 0 & & & \\
& G_{2} & 0 & & \\
& & G_{3} & 0 & \\
& & & \ddots & \ddots
\end{array}\right) .
$$

Then

$$
\left(I-G_{L}\right)^{-1}=\left(\begin{array}{ccccc}
I & & & & \\
Y_{1}^{(1)} & I & & & \\
Y_{2}^{(2)} & Y_{1}^{(2)} & I & & \\
Y_{3}^{(3)} & Y_{2}^{(3)} & Y_{1}^{(3)} & I & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right),
$$

where

$$
Y_{k}^{(l)}=G_{l} G_{l-1} G_{l-2} \ldots G_{l-k+1}, \quad l \geqslant k \geqslant 1 .
$$
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## Appendix B Heavy-Tailed Distributions

In this appendix, we provide definitions and preliminary properties for light tail, heavy tail, long tail, subexponentiality and regular variation for sequences of nonnegative matrices. These preliminaries are useful in the study of blockstructured stochastic models.

Following the standard definition of the light tail for a sequence of nonnegative scalars, the light tail of a sequence of nonnegative matrices is defined as follows.

Definition B. 1 For a sequence $\left\{C_{k}\right\}$ of nonnegative scalars, it is called light-tailed if

$$
\sum_{k=1}^{\infty} C_{k} \exp \{\varepsilon k\}<+\infty, \quad \text { for some } \varepsilon>0
$$

For a sequence $\left\{C_{k}\right\}$ of nonnegative matrices of size $m \times n$, it is called light-tailed if for all $i=1,2, \ldots, m$ and $j=1,2, \ldots, n$, the sequences $\left\{C_{k}(i, j)\right\}$ of nonnegative scalars are light-tailed, where $C_{k}(i, j)$ is the $(i, j)$ th entry of $C_{k}$.

For the study of the light tail, readers may refer to Wilf [13] and Abate and Whitt [1] for more details, some of which are used in Sections 4.3 and 4.4.

Based on the light-tailed definition, we now define the heavy tail as follows.
Definition B. 2 For a sequence $\left\{C_{k}\right\}$ of nonnegative scalars, it is called heavy-tailed if

$$
\sum_{k=1}^{\infty} C_{k} \exp \{\varepsilon k\}=+\infty, \quad \text { for all } \varepsilon>0
$$

For a sequence $\left\{C_{k}\right\}$ of nonnegative matrices of size $m \times n$, it is called heavy-tailed if there exists at least one pair $\left(i_{0}, j_{0}\right)$ such that the sequences $\left\{C_{k}\left(i_{0}, j_{0}\right)\right\}$ of nonnegative scalars are heavy-tailed.

According to Subsection 1.3 and Subsection 1.4 in Embrechts, Klüppelberg and Mikosch [6], we provide the following definitions for a sequence of nonnegative scalars to be heavy-tailed, long-tailed, subexponential and regularly varying.

Definition B. 3 (1) A sequence $\left\{c_{n}\right\}$ of nonnegative scalars with $\sum_{n=0}^{\infty} c_{n}<+\infty$ is called heavy-tailed if for all $\varepsilon>0$

$$
\begin{equation*}
\sum_{n=0}^{\infty} c_{n} \exp \{\varepsilon n\}=+\infty \tag{A}
\end{equation*}
$$

Otherwise, $\left\{c_{n}\right\}$ is called light-tailed. Denote by $\mathcal{H}$ the class of the heavy-tailed sequences.
(2) A sequence $\left\{c_{n}\right\}$ of nonnegative scalars with $\sum_{n=0}^{\infty} c_{n}<+\infty$ is called long-tailed if $\overline{c_{\leqslant n}}>0$ for all $n>N$, where $N$ is a large enough positive integer, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\overline{c_{\leqslant n+m}}}{\overline{c_{\leqslant n}}}=1, \quad \text { for any integer } m \geqslant 0 \tag{B}
\end{equation*}
$$

Denote $\mathcal{L}$ as the class of the long-tailed sequences.
(3) A probability sequence $\left\{c_{n}\right\}$ is called subexponential if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \xlongequal{\overline{c_{\leqslant n}^{2^{*}}}}=2 . \tag{C}
\end{equation*}
$$

Denote $\mathcal{S}$ as the class of the subexponential sequences.
(4) (i) A sequence $\left\{l_{n}\right\}$ of nonnegative scalars with $\sum_{n=0}^{\infty} l_{n}<+\infty$ is called slowly varying if $\overline{l_{\leqslant n}}>0$ for $n>N$, where $N$ is a large enough positive integer, and $\lim _{n \rightarrow \infty} \frac{\overline{l_{\leqslant[\lambda n]}}}{\overline{l_{\leqslant n}}}=1$ for any $\lambda>0$. Denote $\mathfrak{R}_{0}$ as the class of the slowly varying sequences. (ii) A sequence $\left\{c_{n}\right\}$ of nonnegative scalars with $\sum_{n=0}^{\infty} c_{n}<+\infty$ is called regularly varying with index $\alpha \in(-\infty,+\infty)$ if $\overline{c_{\leqslant n}}=n^{\alpha} \overline{l_{\leqslant n}}$ for all $n \geqslant N$. Denote $\mathfrak{R}_{\alpha}$ as the class of the regularly varying sequences with index $\alpha$.

Let $\left\{c_{k}\right\}$ be a sequence of nonnegative scalars with $\sum_{k=0}^{\infty} c_{k}=c<+\infty$, then $\overline{c_{\leqslant n}^{2^{*}}}=c^{2}-c_{\leqslant n}^{2^{*}}$, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\overline{c^{2^{*}}}}{\stackrel{c_{\leqslant n}}{c_{\leqslant n}}}=2 c \tag{D}
\end{equation*}
$$

if and only if $\left\{\frac{1}{c} c_{k}\right\}$ is subexponential. According to Teugels [15], properties of a subexponential sequence also hold for a sequence of nonnegative scalars satisfying (D).

To characterize subexponential asymptotics, we need to introduce the class $\mathcal{S}^{*}$, where $\mathcal{S}^{*} \subset \mathcal{S}$. For a sequence $\left\{c_{k}\right\}$ of nonnegative scalars with $\mu_{c}=$ $\sum_{k=0}^{\infty} k c_{k}<+\infty$, we define $c_{k}^{(I)}=\frac{1}{\mu_{c}} \sum_{l=0}^{k} \overline{c_{\leqslant l}}$. Clearly, $\left\{c_{k}^{(I)}\right\}$ is a probability sequence. Following Klüppelberg [11], the integral tail of the sequence $\left\{c_{k}\right\}$ is defined as $\overline{c_{\leqslant k}^{(I)}}$ for $k \geqslant 1$. Klüppelberg [11] illustrated that for $\left\{c_{k}\right\} \in \mathcal{S}$, it is possible that $\left\{c_{k}^{(I)}\right\} \notin \mathcal{S}$. Klüppelberg [11] provided a useful sufficient condition under which $\left\{c_{k}^{(I)}\right\} \in \mathcal{S}$.

Definition B. 4 A sequence $\left\{c_{k}\right\}$ of nonnegative scalars is in $\mathcal{S}^{*}$ if $\mu_{c}<+\infty$ and $\lim _{k \rightarrow \infty} \frac{\overline{c_{\leqslant k}} \circledast \overline{c_{\leqslant k}}}{\overline{c_{\leqslant k}}}=2 \mu_{c}$.

Proposition B. 1 (1) If $\left\{c_{k}\right\} \in \mathcal{S}^{*}$, then $\left\{c_{k}^{(I)}\right\} \in \mathcal{S}$.
(2) If $\left\{c_{k}\right\} \in \mathfrak{R}_{-\alpha}$ for $\alpha>1$, then $\left\{c_{k}^{(I)}\right\} \in \mathfrak{R}_{-(\alpha-1)}$.

In (c) of Theorem 5.1 in Goldie and Klüppelberg [10], a condition on the closeness of convolution associated with two subexponential sequences was provided, which is restated in the following proposition.

Proposition B. 2 If $\left\{p_{k}\right\},\left\{q_{k}\right\} \in S$, then $\left\{p_{k} \circledast q_{k}\right\} \in S$ if and only if $\left\{\lambda p_{k}+(1-\lambda) q_{k}\right\} \in S$ for all $\lambda \in(0,1)$.

Proof The proof is clear by noting the following two relationships: (1) The sequence $\left\{p_{k}\right\} \in \mathcal{S}$ if and only if the function $p_{\leqslant k} \in \mathcal{S}$; and (2) the sequence $\left\{p_{k} \circledast q_{k}\right\} \in \mathcal{S}$ if and only if the function of convolution $p_{\leqslant k} * q_{\leqslant k} \in \mathcal{S}$, since $p_{\leqslant k} * q_{\leqslant k}=\sum_{l=0}^{k} p_{l} \circledast q_{l}$.

Definition B. 5 (1) (Tail-equivalent) Two sequences $\left\{c_{k}\right\}$ and $\left\{d_{k}\right\}$ of nonnegative scalars are called tail-equivalent, denoted as $\overline{c_{\leqslant k}} \sim \xi \overline{d_{\leqslant k}}$, if $\lim _{k \rightarrow \infty} \frac{\overline{c_{\leqslant k}}}{d_{\leqslant k}}=\xi \in(0,+\infty)$.
(2) (Tail-lighter) A sequence $\left\{c_{k}\right\}$ of nonnegative scalars is tail-lighter than a sequence $\left\{d_{k}\right\}$ of nonnegative scalars, or $\left\{d_{k}\right\}$ is tail-heavier than $\left\{c_{k}\right\}$, denoted as $\overline{c_{\leqslant k}}=o\left(\overline{d_{\leqslant k}}\right)$, if $\lim _{k \rightarrow \infty} \frac{\overline{c_{\leqslant k}}}{\overline{d_{\leqslant k}}}=0$.

Remark B. 1 (1) It is easy to check that $\mathcal{H}, \mathcal{L}$ and $\mathfrak{R}_{-\alpha}$ are all closed with respect to tail-equivalence.
(2) Teugels [15] proved that $\mathcal{S}$ is closed with respect to tail-equivalence.
(3) Goldie and Klüppelberg [10] ( $p$. 445) illustrated that $\mathcal{S}^{*}$ is closed with respect to tail-equivalence.

Now, we extend the above notion for sequences of nonnegative scalars to that for sequences of nonnegative matrices. We will abuse the notation, without any confusion, by using the same $\mathcal{H}, \mathcal{L}, \mathcal{S}, \mathcal{S}^{*}$ and $\mathfrak{R}_{\alpha}$ for the classes of heavy-tailed, long-tailed, subexponential and regularly varying matrix sequences, respectively.

Definition B. 6 We assume that the nonnegative matrices $B_{n}$ for $n \geqslant 1$ have the same size and $\sum_{n=0}^{\infty} B_{n}$ is finite.
(1) The sequence $\left\{B_{n}\right\}$ of nonnegative matrices is called heavy-tailed if there exists at least one entry sequence of $\left\{B_{n}\right\}$ which is heavy-tailed. Otherwise, $\left\{B_{n}\right\}$ is called light-tailed. Denote $\mathcal{H}$ as the class of the heavy-tailed matrix sequences of all sizes.
(2) The sequence $\left\{B_{n}\right\}$ of nonnegative matrices is called long-tailed if there exists at least one entry sequence of $\left\{B_{n}\right\}$ which is long-tailed and all the other entry sequences are either long-tailed or tail-lighter than a long-tailed entry sequence of $\left\{B_{n}\right\}$. Denote $\mathcal{L}$ as the class of the long-tailed matrix sequences of all sizes.
(3) The sequence $\left\{B_{n}\right\}$ of nonnegative matrices is called subexponential if there exists at least one entry sequence of $\left\{B_{n}\right\}$ which is subexponential and all the other entry sequences are either subexponential or tail-lighter than a subexponential entry sequence of $\left\{B_{n}\right\}$. Denote $\mathcal{S}$ as the class of subexponential matrix sequences of all sizes.
(4) The sequence $\left\{B_{n}\right\}$ of nonnegative matrices is called regularly varying with index $\alpha \in(-\infty,+\infty)$ if there exists at least one entry sequence of $\left\{B_{n}\right\}$ which is regularly varying with index $\alpha$ and all the other entry sequences are either regularly varying with index $\beta \in(-\infty, \alpha]$ or tail-lighter than an entry sequence in $\mathfrak{R}_{\alpha}$ of $\left\{B_{n}\right\}$. Denote $\mathfrak{R}_{\alpha}$ as the class of the regularly varying matrix sequences with index $\alpha$ of all sizes.
(5) The sequence $\left\{B_{n}\right\}$ of nonnegative matrices is in $\mathcal{S}^{*}$ if there exists at least one entry sequence of $\left\{B_{n}\right\}$ which is in $\mathcal{S}^{*}$ and all the other entry sequences are
either in $\mathcal{S}^{*}$ or tail-lighter than a entry sequence in $\mathcal{S}^{*}$ of $\left\{B_{n}\right\}$.
We denote $b(i, j)$ as the $(i, j)$ th entry of the matrix $B$. For a sequence $\left\{B_{k}\right\}$ of matrices, $B_{\leqslant k}$ and $\overline{B_{\leqslant k}}$ are defined elementwise as $B_{\leqslant k}=\left(b_{\leqslant k}(i, j)\right)$ and $\overline{B_{\leqslant k}}=$ $\left(\overline{b_{\leq k}}(i, j)\right)$, respectively.

We denote $\Omega$ as the class of heavy-tailed matrix sequences satisfying the property that for each sequence $\left\{B_{k}\right\}$ in $\Omega$ there exists a heavy-tailed scalar sequence $\left\{\beta_{k}\right\}$ and a finite, non-zero nonnegative matrix $W$ such that $\lim _{k \rightarrow \infty} \frac{\overline{B_{\leq k}}}{\overline{\beta_{\leqslant k}}}=W$.
The sequence $\left\{\beta_{k}\right\}$ of nonnegative scalars and the matrix $W$ are called a uniformly dominant sequence of the matrix sequence $\left\{B_{k}\right\}$, and the associated ratio matrix, respectively.

Proposition B. 3 A heavy-tailed matrix sequence $\left\{B_{k}\right\}$ is in $\Omega$ if and only if there exists at least a pair $\left(i_{0}, j_{0}\right)$ such that the sequence $\left\{b_{k}\left(i_{0}, j_{0}\right)\right\}$ is heavytailed and the limit $\lim _{k \rightarrow \infty} \frac{\overline{b_{\leqslant k}}(i, j)}{\overline{b_{\leqslant k}}\left(i_{0}, j_{0}\right)}$ is either zero or a positive number for all $i$ and $j$.

Proof For the sufficiency, if there exists at least a pair $\left(i_{0}, j_{0}\right)$ such that the sequence $\left\{b_{k}\left(i_{0}, j_{0}\right)\right\}$ is heavy-tailed and the limit $\lim _{k \rightarrow \infty} \frac{\overline{b_{\leqslant k}}(i, j)}{\overline{b_{\leqslant k}}\left(i_{0}, j_{0}\right)}$ is either zero or a positive number for all $i$ and $j$, then the matrix $W=\lim _{k \rightarrow \infty} \frac{\overline{B_{\leq k}}}{\overline{b_{\leqslant k}}\left(i_{0}, j_{0}\right)}$ is finite, nonzero, and nonnegative. We take $\beta_{k}=b_{k}\left(i_{0}, j_{0}\right)$ for $k \geqslant 1$. This implies $\left\{B_{k}\right\} \in \Omega$.

For the necessity, if $\left\{B_{k}\right\} \in \Omega$, then there exists a heavy-tailed scalar sequence $\left\{\beta_{k}\right\}$ and a finite, non-zero, nonnegative matrix $W$ such that $\lim _{k \rightarrow \infty} \frac{\overline{B_{\leq k}}}{\overline{\beta_{\leq k}}}=W$. We assume that the $\left(i_{0}, j_{0}\right)$ th entry $w\left(i_{0}, j_{0}\right)$ of the matrix $W$ is not zero. Then

$$
\lim _{k \rightarrow \infty} \frac{\overline{b_{\leq k}}(i, j)}{\overline{b_{\leqslant k}}\left(i_{0}, j_{0}\right)}=\lim _{k \rightarrow \infty} \frac{\frac{\overline{b_{\leq k}}(i, j)}{\overline{\beta_{\leqslant k}}}}{\frac{\overline{b_{\leq k}}\left(i_{0}, j_{0}\right)}{\overline{\beta_{\leqslant k}}}}=\frac{w(i, j)}{w\left(i_{0}, j_{0}\right)}
$$

for all $i$ and $j$, which is either zero or a positive number. Since $\overline{b_{\leq k}}\left(i_{0}, j_{0}\right) \backsim$ $w\left(i_{0}, j_{0}\right) \overline{\beta_{\leq k}},\left\{\beta_{k}\right\}$ is heavy-tailed and $w\left(i_{0}, j_{0}\right)>0,\left\{b_{k}\left(i_{0}, j_{0}\right)\right\}$ is obviously heavy-tailed. This completes the proof.

Remark B. 2 It is possible that a heavy-tailed matrix sequence is not in $\Omega$.

To illustrate this, we consider the vector sequence

$$
\overline{B_{\leqslant k}}=\left(\frac{1}{k}, \frac{1}{k}[1+a \sin (2 \pi \log k)]\right)
$$

for $k \geqslant 1$. Using $\bar{G}_{4}$ in Embrechts and Omey [7] (p. 81-82) yields that $\left\{b_{k}(1,2)\right\} \in \mathcal{S}$ while $\left\{b_{k}(1,1)\right\} \in \mathfrak{R}_{0}$, hence $\left\{B_{k}\right\} \in \mathcal{S}$. It is clear that $\frac{\overline{b_{\leqslant k}}(1,2)}{\overline{b_{\leqslant k}}(1,1)}=$ $1+a \sin (2 \pi \log k)$ has neither a finite nor an infinite limit.
The following proposition provides a way of using a sequence of nonnegative scalars to characterize the tail of a sequence of nonnegative matrices. The proof is clear according to Definition B. 6 and Remark B.1.

Proposition B. 4 Assume a heavy-tailed matrix sequence $\left\{B_{k}\right\} \in \Omega$ with a uniformly dominant sequence $\left\{\beta_{k}\right\}$ and the associated ratio matrix $W$.
(1) $\left\{B_{k}\right\}$ is long-tailed if and only if $\left\{\beta_{k}\right\}$ is long-tailed.
(2) $\left\{B_{k}\right\}$ is subexponential if and only if $\left\{\beta_{k}\right\}$ is subexponential.
(3) $\left\{B_{k}\right\}$ is regularly varying with index $\alpha \in(-\infty,+\infty)$ if and only if $\left\{\beta_{k}\right\}$ is regularly varying with index $\alpha$.
(4) $\left\{B_{k}\right\} \in \mathcal{S}^{*}$ if and only if $\left\{\beta_{k}\right\} \in \mathcal{S}^{*}$.

We provide some basic properties for heavy-tailed matrix sequences which are useful for characterizing the tail behavior of block-structured stochastic models. For simplicity, we assume that all the nonnegative matrices involved are square matrices with a common size $m$.

Proposition B. 5 For two sequences $\left\{B_{k}\right\}$ and $\left\{C_{k}\right\}$ of nonnegative matrices, if (1) there exists a nonnegative invertible matrix $W$ such that $B_{k} \geqslant W C_{k}$ for all $k>N$, where $N$ is a large enough positive integer, and (2) $\left\{C_{k}\right\}$ is heavy-tailed, then $\left\{B_{k}\right\}$ is heavy-tailed.

Proof If $\left\{C_{k}\right\}$ is heavy-tailed, then there exists at least a pair $\left(i_{0}, j_{0}\right)$ such that the $\left(i_{0}, j_{0}\right)$ th entry sequence $\left\{C_{k}\left(i_{0}, j_{0}\right)\right\}$ is heavy-tailed. Since $W$ is invertible, each column of $W$ is not zero. For the $i_{0}$ th column of $W$, we assume that the $\left(i_{1}, i_{0}\right)$ th entry $w\left(i_{1}, i_{0}\right)>0$. Then we obtain

$$
\sum_{l=1}^{m} w\left(i_{1}, l\right) C_{k}\left(l, j_{0}\right) \geqslant w\left(i_{1}, i_{0}\right) C_{k}\left(i_{0}, j_{0}\right)
$$

Since $B_{k} \geqslant W C_{k}, b_{k}\left(i_{1}, j_{0}\right) \geqslant w\left(i_{1}, i_{0}\right) C_{k}\left(i_{0}, j_{0}\right)$. Notice that $w\left(i_{1}, i_{0}\right)>0$ and $\left\{C_{k}\left(i_{0}, j_{0}\right)\right\}$ is heavy-tailed. It follows from (1) in Definition B. 3 that $\left\{B_{k}\left(i_{1}, j_{0}\right)\right\}$ is heavy-tailed. Therefore, $\left\{B_{k}\right\}$ is heavy-tailed according to (1) in Definition B.6.

Remark B. 3 In Proposition B.5, condition (1) can be replaced, for example, by $W>0$, or by $W B_{k} \geqslant C_{k}$ for all $k>N$, where $N$ is a large enough positive integer.

Proposition B. 6 For two sequences $\left\{B_{k}\right\}$ and $\left\{C_{k}\right\}$ of nonnegative matrices, suppose that (1) there exists a nonnegative invertible matrices $V$ and a matrix $W \geqslant V$ such that $V C_{k} \leqslant B_{k} \leqslant W C_{k}$ for all $k>N$, where $N$ is a large enough positive integer, (2) $\left\{C_{k}\right\} \in \Omega$ and (3) $\left\{B_{k}\right\} \in \mathcal{L}$.
(1) If $\left\{C_{k}\right\} \in \mathcal{S}$, then $\left\{B_{k}\right\} \in \mathcal{S}$.
(2) If $\left\{C_{k}\right\} \in \mathcal{S}^{*}$, then $\left\{B_{k}\right\} \in \mathcal{S}^{*}$.
(3) If $\left\{C_{k}\right\} \in \mathfrak{R}_{\alpha}$ for $\alpha \in(-\infty,+\infty)$, then $\left\{B_{k}\right\} \in \mathfrak{R}_{\alpha}$.

Proof We only prove (1); (2) and (3) can be similarly proved.
Under assumptions that $\left\{C_{k}\right\} \in \mathcal{S}$ and $\left\{C_{k}\right\} \in \Omega$, it follows from Propositions B. 3 and B. 4 that there exists a pair $\left(i_{0}, j_{0}\right)$ such that the $\left(i_{0}, j_{0}\right)$ th entry sequence $\left\{C_{k}\left(i_{0}, j_{0}\right)\right\} \in \mathcal{S}$ and the limit $\lim _{k \rightarrow \infty} \frac{\overline{C_{\leqslant k}}(i, j)}{\overline{C_{\leqslant k}}\left(i_{0}, j_{0}\right)}$ is equal to either zero or a positive constant. Let $\lim _{k \rightarrow \infty} \frac{\overline{C_{\leq k}}}{\overline{C_{\leq k}}\left(i_{0}, j_{0}\right)}=\Gamma$ with the $(i, j)$ th entry being $\tau(i, j)$. Then $\Gamma$ is finite, non-zero, and nonnegative. Hence, for an arbitrarily small number $\varepsilon>0$ there always exists a large enough positive integer $N_{0}$ such that

$$
\begin{equation*}
\Gamma-\varepsilon e e^{\mathrm{T}}<\frac{\overline{C_{\leqslant k}}}{\overline{C_{\leqslant k}}\left(i_{0}, j_{0}\right)}<\Gamma+\varepsilon e e^{\mathrm{T}} \tag{E}
\end{equation*}
$$

for all $k>N_{0}$. This, together with $V C_{k} \leqslant B_{k} \leqslant W C_{k}$ for all $k>N$ means that for all $k>\max \left\{N, N_{0}\right\}$,

$$
\begin{equation*}
V\left(\Gamma-\varepsilon e e^{\mathrm{T}}\right) \overline{C_{\leqslant k}}\left(i_{0}, j_{0}\right) \leqslant \overline{B_{\leqslant k}} \leqslant W\left(\Gamma+\varepsilon e e^{\mathrm{T}}\right) \overline{C_{\leqslant k}}\left(i_{0}, j_{0}\right) . \tag{F}
\end{equation*}
$$

We denote $h(i, j)$ and $f(i, j)$ as the $(i, j)$ th entries of the matrices $H=$ $V\left(\Gamma-\varepsilon e e^{\mathrm{T}}\right)$ and $F=W\left(\Gamma+\varepsilon e e^{\mathrm{T}}\right)$, respectively. Let $\Theta=\{(i, j): h(i, j)>0\}$ and $\gamma=\max _{1 \leqslant i, j \leqslant m}\{\tau(i, j)\}=\tau\left(i^{*}, j^{*}\right)$. Then $\gamma>0$ due to $\Gamma \ngtr 0$. We take $0<\varepsilon<\gamma$. Then $V\left(\Gamma-\varepsilon e e^{\mathrm{T}}\right) \neq 0$, since $\tau\left(i^{*}, j^{*}\right)-\varepsilon>0$ and $V$ is invertible. Since $V$ is invertible and nonnegative, each row of $V$ is not zero. In the $i_{1}$ th row of $V$, we assume that the $\left(i_{1}, i^{*}\right)$ th entry $v\left(i_{1}, i^{*}\right)>0$. Therefore, for a small enough $\varepsilon>0$,

$$
h\left(i_{1}, j^{*}\right)=\sum_{l=1}^{m} v\left(i_{1}, l\right)\left[\tau\left(l, j^{*}\right)-\varepsilon\right] \geqslant v\left(i_{1}, i^{*}\right) \gamma-\varepsilon \sum_{l=1}^{m} v\left(i_{1}, l\right)>0,
$$

which implies that the set $\Theta$ is not empty. Now, we assume the pair $\left(i_{1}, j_{1}\right) \in \Theta$, then it follows from (F) that for all $k>\max \left\{N, N_{0}\right\}$,

$$
\begin{equation*}
h\left(i_{1}, j_{1}\right) \overline{c_{\leqslant k}}\left(i_{0}, j_{0}\right) \leqslant \overline{b_{\leqslant k}}\left(i_{1}, j_{1}\right) \leqslant f\left(i_{1}, j_{1}\right) \overline{c_{\leqslant k}}\left(i_{0}, j_{0}\right) \tag{G}
\end{equation*}
$$

which illustrates that the sequence $\left\{b_{k}\left(i_{1}, j_{1}\right)\right\}$ is heavy tailed due to the two facts that $h\left(i_{1}, j_{1}\right)>0$ and $\left\{c_{k}\left(i_{0}, j_{0}\right)\right\} \in \mathcal{S}$. For an arbitrary pair $\left(i_{2}, j_{2}\right) \neq\left(i_{1}, j_{1}\right)$, it is clear that for all $k>\max \left\{N, N_{0}\right\}$,

$$
\begin{equation*}
0 \leqslant \overline{b_{\leqslant k}}\left(i_{2}, j_{2}\right) \leqslant f\left(i_{2}, j_{2}\right) \overline{c_{\leqslant k}}\left(i_{0}, j_{0}\right) \tag{H}
\end{equation*}
$$

It follows from $(\mathrm{H})$ and the right-hand side of $(\mathrm{G})$ that for all $k>\max \left\{N, N_{0}\right\}$,

$$
\begin{equation*}
0 \leqslant \overline{b_{\leqslant k}}\left(i_{2}, j_{2}\right) \leqslant \frac{f\left(i_{2}, j_{2}\right)}{h\left(i_{1}, j_{1}\right)} \overline{b_{\leqslant k}}\left(i_{1}, j_{1}\right) \tag{I}
\end{equation*}
$$

which shows that the sequence $\left\{b_{k}\left(i_{1}, j_{1}\right)\right\}$ is not tail-lighter than the sequence $\left\{b_{k}\left(i_{2}, j_{2}\right)\right\}$ for each pair $\left(i_{2}, j_{2}\right) \neq\left(i_{1}, j_{1}\right)$. Therefore, the assumption that $\left\{B_{k}\right\} \in \mathcal{L}$ implies that $\left\{b_{k}\left(i_{1}, j_{1}\right)\right\} \in \mathcal{L}$. Notice that $\left\{c_{k}\left(i_{0}, j_{0}\right)\right\} \in \mathcal{S},\left\{b_{k}\left(i_{1}, j_{1}\right)\right\} \in \mathcal{L}, h\left(i_{1}, j_{1}\right)>0$ and $f\left(i_{1}, j_{1}\right)>0$, it follows from (F) and (a) of Theorem 2.1 in Klüppelberg [11] that $\left\{b_{k}\left(i_{1}, j_{1}\right)\right\} \in \mathcal{S}$. Similarly, we can check that for an arbitrary pair $(i, j)$ with $1 \leqslant i, j \leqslant m$, the entry sequence $\left\{b_{k}(i, j)\right\}$ is either subexponential or tail-lighter than the subexponential entry sequence $\left\{b_{k}\left(i_{1}, j_{1}\right)\right\}$ according to (I). It follows from (3) in Definition B. 6 that $\left\{B_{k}\right\} \in \mathcal{S}$.

Remark B. 4 (1) In Proposition B.6, conditions (2) and (3) are necessary. Refer to (a) of Theorem 2.1 in Klüppelberg [11] for details. Condition (1) can be replaced, for example, by $V>0$ and $W>0$.

For two sequences $\left\{B_{k}\right\}$ and $\left\{C_{k}\right\}$ of matrices, $B_{\leqslant k} * C_{\leqslant k}$ is defined elementwise as

$$
B_{\leqslant k} * C_{\leqslant k}=\left(\sum_{r} b_{\leqslant k}(i, r) * c_{\leqslant k}(r, j)\right)
$$

The following three propositions characterize tail behavior of convolutions for sequences of nonnegative matrices.

Proposition B. 7 If (1) $\left\{p_{k}\right\} \in \mathcal{S},\left\{q_{k}\right\}$ is any probability sequence and $\overline{q_{\leqslant k}}=$ $o\left(\overline{p_{\leqslant k}}\right)$, and (2) $\overline{B_{\leqslant k}} \backsim W \overline{p_{\leqslant k}}, \overline{C_{\leqslant k}} \backsim V \overline{q_{\leqslant k}}$, then

$$
\overline{B_{\leqslant k} * C_{\leqslant k}} \backsim W V \overline{p_{\leqslant k}} .
$$

Proof It is easy to check that

$$
\overline{B_{\leqslant k} * C_{\leqslant k}}=\left(\sum_{r=1}^{m} \overline{b_{\leqslant k}(i, r) * c_{\leqslant k}(r, j)}\right) .
$$

Since $\overline{B_{\leqslant k}} \backsim W \overline{p_{\leqslant k}}$ and $\overline{C_{\leqslant k}} \backsim V \overline{q_{\leqslant k}}$, we obtain

$$
\overline{b_{\leqslant k}(i, r)} \backsim w(i, r) \overline{p_{\leqslant k}} \text { and } \overline{c_{\leqslant k}(r, j)} \backsim v(r, j) \overline{c_{\leqslant k}(r, j)} .
$$

If $w(i, r)=0$ or $v(r, j)=0$, then we take $\overline{b_{\leqslant k}(i, r) * c_{\leqslant k}(r, j)} \backsim 0$. If $w(i, r) \neq 0$ and $v(r, j) \neq 0$, then

$$
\overline{b_{\leqslant k}(i, r) * c_{\leqslant k}(r, j)}=w(i, r) v(r, j) \cdot \frac{\overline{b_{\leqslant k}(i, r)}}{w(i, r)} * \frac{c_{\leqslant k}(r, j)}{v(r, j)} .
$$

Since

$$
\frac{\overline{b_{\leqslant k}(i, r)}}{w(i, r)} \backsim \overline{p_{\leqslant k}}, \quad \overline{\frac{\overline{c_{\leqslant k}(r, j)}}{v(r, j)}} \backsim \overline{q_{\leqslant k}},
$$

$\left\{p_{k}\right\} \in \mathcal{S}$ and $\overline{q_{\leqslant k}}=o\left(\overline{p_{\leqslant k}}\right)$, it follows from Proposition 2.7 in Sigman [14] that $\overline{p_{\leqslant k} * q_{\leqslant k}} \backsim \overline{p_{\leqslant k}}$, and so

$$
\overline{b_{\leqslant k}(i, r) * c_{\leqslant k}(r, j)}=w(i, r) v(r, j) \overline{p_{\leqslant k}} .
$$

Therefore, we obtain

$$
\overline{B_{\leqslant k} * C_{\leqslant k}} \backsim\left(\sum_{r=1}^{m} w(i, r) v(r, j) \overline{p_{\leqslant k}}\right)=W V \overline{p_{\leqslant k}} .
$$

This completes the proof.
Proposition B. 8 If $\left\{p_{\underline{k}}\right\} \in \mathcal{S}$, and two sequences $\left\{C_{k}^{(1)}\right\}$ and $\left\{C_{k}^{(2)}\right\}$ of nonnegative matrices satisfy $\overline{C_{\leqslant k}^{(l)}} \backsim H_{l} \overline{p_{\leqslant k}}$ for $l=1,2$, where $H_{1}$ and $H_{2}$ are two finite, non-zero nonnegative matrices, then

$$
\overline{C_{\leqslant k}^{(1)} * C_{\leqslant k}^{(2)}} \backsim\left(H_{1} e e^{\mathrm{T}}+e e^{\mathrm{T}} H_{2}\right) \overline{p_{\leqslant k}} .
$$

Proof The condition that $\overline{C_{\leqslant k}^{(l)}} \sim H_{l} \overline{p_{\leqslant k}}$ for $l=1,2$ implies

$$
\overline{c_{\leqslant k}^{(1)}}(i, r) \backsim h_{1}(i, r) \overline{p_{\leqslant k}}, \quad \overline{c_{\leqslant k}^{(2)}}(r, j) \backsim h_{2}(r, j) \overline{p_{\leqslant k}} .
$$

Note that

$$
\overline{C_{\leqslant k}^{(1)} * C_{\leqslant k}^{(2)}}=\left(\sum_{r=1}^{m} \overline{c_{\leqslant k}^{(1)}(i, r) * c_{\leqslant k}^{(2)}(r, j)}\right),
$$

## Appendix

using Theorem 5.1 in Goldie and Klüppelberg [10] leads to

$$
\overline{c_{\leqslant k}^{(1)}(i, r) * c_{\leqslant k}^{(2)}(r, j)}=\left[h_{1}(i, r)+h_{2}(r, j)\right] \overline{p_{\leqslant k}} .
$$

Simple computations lead to

$$
\overline{C_{\leqslant k}^{(1)} * C_{\leqslant k}^{(2)}} \backsim\left(H_{1} e e^{\mathrm{T}}+e e^{\mathrm{T}} H_{2}\right) \overline{p_{\leqslant k}} .
$$

This completes the proof.
Proposition B. 9 If $\overline{B_{\leqslant k}} \backsim W k^{-\alpha} \overline{l_{\leqslant k}^{(1)}}$ and $\overline{C_{\leqslant k}} \backsim V k^{-\beta} \overline{l_{\leqslant k}^{(2)}}$, where $\alpha, \beta>0$, the scalar sequences $\left\{l_{k}^{(1)}\right\},\left\{l_{k}^{(2)}\right\} \in \mathfrak{R}_{0}$, and $W$ and $V$ are two finite, non-zero, nonnegative matrices, then

$$
\overline{B_{\leqslant k} * C_{\leqslant k}}= \begin{cases}W V k^{-\alpha} \overline{l_{\leqslant k}^{(1)}}, & \text { if } \alpha<\beta, \\ W V k^{-\beta} \overline{l_{\leqslant k}^{(2)}}, & \text { if } \alpha>\beta, \\ k^{-\alpha}\left[W e e^{\mathrm{T}} \overline{l_{\leqslant k}^{(1)}}+e e^{\mathrm{T}} V \overline{l_{\leqslant k}^{(2)}}\right], & \text { if } \alpha=\beta\end{cases}
$$

Proof The first two equalities are obtained by Proposition B.7. The last one follows from a proposition in Feller [8] (p. 278).
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## Index

$A$-measure $72,99,104,105,125,173$
accumulated reward $526,530,531,534,536$, 542,543,547,566,570,574,597
algebraic singular point $193,194,197$
asymmetric evolutionary game 626,631 , 636,640,643
asymptotic periodic distribution 422
$B$-measure 72,104,105,173
block-structured Markov chains $1,9,10,12$, $72,73,109,130,175,209,432,521$
block-structured Markov renewal processes 288,326,327
block-structured stochastic model 658,663
BMAP 52,53,56,61,62,211,328,332,334, 631,365,366,380,396,398,647
boundary $25,26,28,131,132,137,139,176$, $177,192,193,210,250,273,311,313,331$, 339,345,346,348,349,357-359,364-366, $368,450,452,476,477,481,484,522$
boundary block 25,131
boundary row 176
censoring chain 73
censoring invariance $72,76,81,82,100,103$, $104,115,133,136,298,300,306,312,329$, 439,481
censoring technique $1,72,73,114,125,216$, $217,221,242,288,289,352,427,492,504,517$
Cesaro limit 5,423
Chapman-Kolmogorov differential equation 45,51,53,54,56,265,409,411
CMAP 264-266,409
continuous phase variable $216,217,242$, 243,245,246,248-250,252,254,255,263, 266,284-287
convolution $38,47,67,178,179,200,205,282$, 290,403,660
CPH distribution 263,266
$\beta$-discounted $432,434,438,439,481,486$, 584,597
double QBD process 518,521
down-type reward 527,560
dual chain 131,145-147
dual generating chain 148,163
dual Markov chain $131,145,146$
eigenvector $163,373,438,453,455,464,477$, 479,499
Erlang distribution 34,35
evolutionary game $605,607,616,618,622$, 626
exponential distribution $1,13,20,21,33,34$, 36,44
factorial moment 45,403
finitely-many levels $\quad 1,11,12,16,20,23-30$, $32,72,73,109,111,113,114,118,122,124$, $288,432,433,526,527,548,569,574-576$, 581,594
first accumulated time $526,534,536,538$
first passage time $72,126,249,280,288,315$, 342,344,389,390,401,426
fundamental matrix $5,74,79,85,153,154$, $221,290,296,433,448,449,451,458,468,476$
fundamental period $323,426,560$
geometric tail 176
GMAP 389,409,410,428
GPH distribution 389,390,402-407,433, 507,510,513,514
Harris recurrent 237,240,245,247,248,255, $256,260,261,265,266,282$
heavy-tailed $176-178,180-183,185,210$, 264,327,328,377,510,514,658,662,663
identity kernel 217,218
infinitely-many levels $1,11,23,27,29,30,32$, $72,173,327,377,432,438,444,504,526,527$, 554,569,574,575,579,581,594
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infinitely-many phases $433,517,519,523$
irreducible $3-5,8,20,23-25,27,30,32,36$, $37,41,42,45,47-50,53-56,61,72-74,76$, 81-83,96,97,106,107-109,113-115,118, 122,125-127,131,135-138,140,144,145, 147,151,156-170,172-174,182-186,190, 191,194,197-199,213,219,221,238,243, 263,264,288-290,293,308,314,317,318, 320,321,327,328,332,338,346,347,350-$352,361,365,366,368-370,377,379-381$, 389,390,396-406,408,409,411,412,416$422,425,427,428,433,443,437,438,444$, $445,447,455-458,467,469,477-479,481$, 482,490,494,498,500-502,504,507,508-510,513,514,517,518,522,526-528,530, 531,533,535,542,543,547,551,554,565, 570,574,575,579,585,588,592,597,600, 601,608,622,647,653
kernel 217-223,225-229,231,242,244,245, 248,249,252,253,256,263-267,273,275278,280,282,283,286
level-dependent $10,11,30,61,66,84,88,94$, 95,97,126,216,302,303,333,338,364,365, $370,377,390,399,401,432,433,442,444$, $445,447,490,493,496,497,500,510,511$, 514,516,523,526,547,568-570,594,627, 633,637,643,655,657
level-independent $9,10,23,24,87,89,97$, $127,248,255,256,261,284,342,401,419$, $424,425,477,512,517,523,560,562,602$, 603,646
light-tailed $176-178,182,183,185,190,192$, 194,205,207-211,215,264,327,328,510, 514,658,659,661
linear QBD-equation 29-31
long-tailed 176,198,200-202,204,205,659, 661,663
LU-type $R G$-factorization $25-27,30,32,90$, $92,94,95,110,111,113,114,119,121,126$, $173,223,224,248,250,305,307,310,314$, $322,391,396,402,403,406,407,435,436$, $438,443,444,506,523,528,533,547,548$, 549,568,582,593-595,646,647
MAP 43,50-52,55,61,62,65,349,389,575, 601,602
$\operatorname{MAP}(t) \quad 411,412$

Markov chains $\quad 1,2,4,8-10,12,23,43,60,61$, 65,67-69,72,73,75,76,81,84,87-89,94,95, 98,109,113-115,124,125,126,128-132, $135,137,145,148,150,157,159,170,172-$ 175,190,208-210,214,216-218,220,222, 226,227,237,238,241,261,264,284,285287,346,352,385,389,392,395,399,412, 417,422,424,426,428,430-433,438,442, $447,492,500,514,516,521-525,570,572$, 575,579,583,584,592,603,606,645-651, 655,657
Markov chains of $G I / G / 1$ type 130,131 , $132,175,214,220,226,432,433,442,481$
Markov chains of $G I / M / 1$ type $88,89,95$, $113,125,220,260,432,442,457,516,522$, 585
Markov chains of $M / G / 1$ type $10,84,87$, $94,113,125,208,220,227,432,433,447$, 477,514,522,588
Markov property 2,6,75,268,291,543,544, 548,550,555,597
Markov renewal equation 304
Markov renewal matrix 304,327
Markov renewal process $125,288,289$, 298,302-304,311,322,326-330,426,531, 568,569
Markov renewal processes of $G I / G / 1$ type 288,311,322
Markov renewal processes of $G I / M / 1$ type 303
Markov renewal processes of $M / G / 1$ type 302
matrix generating function 132
matrix-exponential distribution 1,57-60
matrix-geometric solution $69,71,98,210$, 432,574,585,647,649
matrix-iterative solution $218,432,574,585$
matrix-product solution 113,114
maximal eigenvalue $163,169,186,190,198$, 199,451,453,455,456,461-463,465,468, 474,477,479,483,486,493,499,508,601
maximal non-positive inverse $31,32,115$, 336,547
MBMAP[K] 55,57
mean drift $161,164,261,283,339,342,370$
measure $125,200,233,234,236,237,273$, 275,277-281,400,441,457,470,471,474, 478,479,576,583-585,588,592,593,596
memoryless probability distribution 270
memoryless property 33
minimal nonnegative inverse $74,79,290$, 304,412,580
minimal nonnegative solution $24,29,30$, 86-89,277,228,233,236,244,245,267,276, $277,283,303,333,336,340,352,370,425$, 449,460,491,517,545,546,563,586,589, 595,603
minimal positive solution $185,319,485,486$
MMAP[K] 53-55,62,67,647
MMPHP 49
MMPP 48-50
null recurrent $4,5,156,157,159,160-164$, $167,172,174,320-422,433,451,457,478$, 480,498,603
$\alpha$-null recurrent $433,451,457,478,480,498$
orthogonal $228,229,240,252,253,255-257$, 260-263,285,377
orthogonal base $228,229,261$
orthogonal decomposition 288
PDMP 267,274-280,285
period $3,5,13,21,128,174,268,323,328,345$, 346,356,362,363,377,379,383,390,405,408, 426-431,560,570,619,647
perturbed birth death process $574,618,619$
perturbed MAP 575,600,601,603,647
perturbed Markov chain $574,576,579,582$, 596,597,601,647
perturbed PH distribution $575,600,647$
perturbed QBD process 597,603
perturbed stationary performance measure 576-579
perturbed transient performance measure 596
perturbed-directional matrix $575,579,585$, 588,592,594
PH distribution $1,33,35-37,39,40-42,45$, 47,48,57,58,61,66,263,264,266,377,389, 390,401-404,406,407,411,417,433,507, 510,514,569,575,600,601,647
PH renewal process $43,44,47,49,409$
$\mathrm{PH}(t) \quad 410,411$
Poisson process $13,14,16,20,21,43,44,48$, 50,63,211,212,399
pole $186,188,193,194$
positive recurrent $4,5,8,25,27,29,30,73,76$, 96,97,108,109,113,144,147,151,156-170, 172-174,178,180,182-184,320,327,379, 380,478,500,592,603,622
$\alpha$-positive recurrent $433-438,457,478,480$, 498,500
potential vector $581,593,645$
QBD process $1,10,12,23,266,477,542,554$, 657
quasi-stationary distribution 432-434,437, $441,442,444,445,469,472,481,487,496,501$, 504,523
$R$-measure $32,72,73,87,91,96,104,105,120$, 146,172,227,359
radii of convergence 318
radius of convergence $169,177,183,185$, $433,456,461,465,490,522$
realization matrix $581,582,593,594,645$
recurrent $4,5,8,29,76,96,107,147,162,226$, $255,320,347,452,457,520,556,601,603$
$\alpha$-recurrent 433,437,452,492,504
reducible 3,191
regularly varying $176,198,205,209-212$, 659,661,663
renewal density function 47,60
renewal process $43,44,47,49,51,57,60,126$, 131,228,232,294,317,332,409
repeated block 131
repeated row $23,24,137,138,160,165,172$, 456,482,517
return-type reward $527,560,564$
reward moment 536
reward process $526,527,531,542,543,548$, 549,560,564,565,597
reward rate $526,529,531,548,554,565,567$, 569,576,579
$R G$-factorization $\quad 1,23,25-33,68,72,76,90$, $109,110,112-115,117,119,121,122,124-$ $126,131,138,160,173,174,217,222,223$, $243,248,294,301,305,309,311,326,403,406$, 434,435,439,468,502,505-507,558
$R G$-factorization for repeated row 517
semi-geometric tail 176
semi-dynamic system $268,269,274$
sensitivity analysis $129,174,570,574,575$, 581,582,584-586,588-590,592,593,596, 597,600,601,603,647
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sojourn time $126,249,293,315,332,334$, 337,375,376,378,379,382,383,389,398, 399,426,430,555
spectral analysis $131,132,138,158,173,175$, 288,317,451,461
spectral radius $140,205,245,317,508,510$
state classification $4,8,72,73,98,131,132$, $148,150,157,159-161,164,165,172-174$, 288,289,325,326,519,576,579,585,588, 592,603
state $\alpha$-classification $432,433,437,438,440$, 447,450,451,457,468,481,486,487,490, 492,500,519,522
stationary performance measure 576,585 , 588,592,593,645
stationary probability $23,24,30,31,38,46$, $48,51,54,56,72,73,83,96,113,123,213,224$, 241,355,517,592,646
stationary probability vector $23,24,30,46$, $72,96,113,123,176,182,326,586,601$
stochastic model 1,33,36,37
subexponential 176,198,205-207,210,211, 213-215,658,569,660,663,665,667,668
supplementary variable $331,346,360,362$, 572
symmetric evolutionary game 605,607, 616,618,622,626,631,636,640,643,647,648
time-inhomogeneous $389,390,410-412$, 420,422,427,430
transient 4,5,25,27,29,32,33,389,390,405, 426,536,584,623
$\alpha$-transient $433,435-437,440,441,451,452$, 468,470,493,503
transient probability $72,267,389,390,397$, 400,405,408,412,420,421,431,565
transient solution 389,408,426
$U$-measure $25,27,72,82,87,89,91,224,228$, 243,306,359,506

UL-type $R G$-factorization $27,29,33,64,76$, 83,92,109,110-115,117,119,122,124,222, $243,294,309,432,439,447,491,502$
up-type reward $527,548,554$
Wiener-Hopf equation 72


[^0]:    (1) From this section, notation for vector or matrix will not use the bold form.

[^1]:    (1) From this section, notation for the LU-type measures will use $\bar{U}, \bar{R}$ and $\bar{G}$.

