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Previous reports have shown that the variance in ultrasound attenuation measurements is reduced
when spatial and frequency compounding were applied in data acquisition and analysis. This paper
investigates factors affecting the efficiency of compound attenuation imaging methods. A theoretical
expression is derived that predicts the correlation between attenuation versus frequeng)slope
estimates as a function of the increment between measurement frequeXtjear(d the angular
separation between beam lingsd). Theoretical results are compared with those from attenuation
measurements on tissue-mimicking phantoms and from simulation data. Both predictions and
measurement results show that the correlation betweesstimates as a function ofAf) is
independent of the length of the radio frequer(cf) data segment over whiclp is derived.
However, it decreases with an increase in the length of the data segment used in power spectra
estimates. In contrast, the correlation betwgesstimates as a function &f6 decreases when the

rf data segment length is longer or the frequency of the signal is higheR0@ Acoustical Society

of America. [DOI: 10.1121/1.1879212
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p(S,SM) correlation betwees{" and Sf" phantoms using beam steering with a linear array and from
SI f \ s, (f ' : simulation data computed for situations where a transducer
p(Sp.(f1),Se. (1)) . . . .
' ! correlation betwee, (f,) andS, (f,) rotates around its transmit focus. Various factors affecting the
_ U Ak decorrelation rate are discussed. The results can be used to
p1ATK) correlation between Fourier transformed Sed-optimize spatial angular and frequency compounding
ments  whose  squared  modulus IS gchemes in attenuation versus frequency slope derivations.
P(Sg,(fi),Sp,(Fi))
p(S5(f, S5 (f)

correlation betweey (f,) and Sr(;‘j(fk) Il. THEORY
RS ratio of power spectra from the sample to theA. The reference phantom method ~ (RPM)
reference
S power spectra The reference phantom method developed by Yao
T length of gating window applied in power et alis used for attenuation and backscatter estimations. In
spectra estimates this method, the echo signal intensity from a sample is com-
p(t) gating window applied in periodogram spec- pared to the signal intensity at the same depth from a refer-
tral estimates ence phantom, whose attenuation and backscatter properties
p(x,y,f) point spread function at frequendy are known. The reference phantom data are acquired using
z depth the same transducer and system settings used for acquiring
Z focal distance echo data from the sample. For a gated radio frequéricy
Z length of the rf data segment over which a signal, RS{,z), the ratio of the power spectrum from the
value of 8 is computed sample to that from the reference at frequefh@nd deptte
A wavelength can be expressed'ds
AQy, volume for integration
RS(f.2)— S(1.2) _BSG) aagty iz, e
Si(f.z)  BSG(f)
I. INTRODUCTION

where theS's are power spectra; subscrigsandr refer to

Objectively determined ultrasound attenuation values i Sample and reference, respectively, ##®Gs are back-
tissues could provide useful information about disease irpcatter coefficients; and's are sample and reference phan-
various sites, including the livéP breast* myocardiun® M attenuation coefficients at
and human aoriMany methods based on pulse echo tech-  After a least squares line-fit of the curve In(R3))

niques have been proposed for estimating the attenuation c§€'SUS depthz, the slope is proportional to the difference
efficient. In general, they can be classified as either tim etween the sample and reference attenuation coefficients.

domain methods® or frequency domain methodd:4 Since the latter is known, this provides the attenuation coef-

Except for work by Walaclet al., determination of such ficient of the sample. Eor a uniform sample, the zero depth
values in small, localized regions identified on ultrasoundNt€rcept yields the ratio of the sample and reference back-

B-mode images or the production of attenuation images arscatter coefficients. o o

rarely reported. This is partially because of the requirement ASSume the attenuation in the sample is linearly propor-
for large data segments to achieve statistically precise rdional to the frequency, which is approximately true in tissue
sults. We have reported a metfddvhich effectively de- [OF frequencies in the range of 1 to 10 MHz. Thus,

creases variance in attenuation estimations made over small

volumes of tissue. The method uses spatial angular and fre- «(f )= Bf. 2

quency compounding in the data acquisition and analysis. Aphe atenuation coefficient versus frequency slopedB/
reference phantom is applied to account for imaging Syst€riy/\Hz), is a useful attenuation parameter, and it will be
dependencies of echo signals. Results demonstrate an effggsqq throughout our study.

tive reduction of the variance in attenuation versus frequency

slope (B=alf) measurements when compounding is ap-

plied versus when no compounding is used. Low—frequenC)é .

attenuation images of a 3-cm-diam cylinder with 0.3-dB/cm/5: Role of spatial angular and frequency

MHz B contrast in a phantom demonstrated the accuracy an%ompoundmg

precision of this technique. Local attenuation estimations are limited by the large
In this paper, we further investigate factors affecting thevariance due to the presence of statistical fluctuations in the

efficiency of spatial angular and frequency compoundingbackscattered signals. An analysis of the statistical uncer-

through studies of variance reduction in attenuation estimatainty of attenuation values derived using the reference phan-

tions. A theoretical expression is derived that predicts théom method has been presented by ¥aal'® Generally, the

correlation betweerB estimates as a function of the incre- power spectra in Eq1) are estimated using data from mul-

ment between measurement frequencies and the anguldple beam lines acquired from the sample and the reference.

separation between beam lines. Theoretical results are corthe standard deviation of the attenuation coefficient at fre-

pared with those frong measurements on tissue mimicking quencyf;, o, , is related to the uncertainty of the slope

3308 J. Acoust. Soc. Am., Vol. 117, No. 5, May 2005 Tu et al.: Angular and frequency compounding in attenuation estimations



<—— N, —> < N, —> ng

n o= S o2 )
ctrum - : : ]
o diffrenceata PN Nio Vi Ay
frequency f
) ) ﬂ Wherea’é is the standard deviation of the attenuation coeffi-
n independent estimates . ’ H
. cient versus frequency slop®’, after spatial angular and
frequency compounding, anmlﬁf‘ is the standard deviation
— z=> of B at frequencyf;, given byos = (1/f)) o, . N in Eq.
i ﬂ (4) is the effective number of independent frequency compo-
Depth nents used in the attenuation versus frequency slope estima-

Ref. Sample tion, andNy is the effective numbéf of independent beam
Phantom Phantom lines used for spatial angular compoundingis the number
FIG. 1. Data acquisition and processing using a reference phantom to dé)-f compounded frequency components, which may be par-

termine attenuation over a region whose axial length.itndependent echo  tially correlated.
signal segments frorNg beam lines in the sample adj beam lines in the As shown by Eq.(4), increasingNs or N. promotes

reference are involved. Adapted from Ref. 15. lower standard deviations. Thus, effective use of the signal
frequency bandwidth as well as the angular window avail-
able for compounding requires knowledge of correlations
amongst frequency and amongst angular estimates. With this
information, it would be possible to increase the frequency

calculation of In(RS{,z)) vs. z when the measured values
exhibit statistical fluctuations. Results show thgt is given

by (see Fig. 1 separation between chosen frequency components, as well as
7.5KNg+ N, the angular separation among the selected beam lines, so that
Ty = JnT D= D JnZINN (dB/cm), (3)  near maximum reduction in; can be achieved using a rela-
(n+1)/(n=1)yn s tively small number of frequency components or angular

whereN, and Ng are the number of independent acousticalbeam lines, saving time in data acquisition and processing.
lines over which echo data are acquired and analyzed frorSec. Il C 3 outlines a theory that predicts these correlations.
the reference and the sample, respectivElis the length of

the rf data segment over which the least squares analysis is

applied:n is the number of independent power spectral esti-C- Attenuation estimate correlation

mates over the interval (n=3); and the factok is the

inverse of the “signal-to-noise ratio,” that is, the mean of the 1. Correlation between B estimates as a function

signal intensity to its standard deviation. This ratio is 1 if of the increment between measurement frequencies

Rayleigh statistics apply. Sincen is proportional toZ, the Supposen; is the total number ofpartially correlate
uncertainty is inversely proportional to tr_ﬁepower of thg frequency components compounded. THus, the effective
length of the data segments for large This expression is  nymper of independent frequency components is associated

pendent power spectral estimates are modeled as discrefgrough the following relatior®

uniformly spaced data points instead of continuous data

points. n n
One means to decrease the uncertainty in attenuation N, = f :_f,

cpefficient estjmations W?thOL'It ex.cessively expanding the re- \/1+ (z:‘;jgﬁf‘aﬁfp(/gfi ’ﬁfj))/zin;la-éf_ 1)

gion over which the estimation is done is to apply spatial o ' )

angular compounding. Spatial angular compounding during , ) )
echo data acquisition has proven to be an effective techniqué&here, T, 1S the variance of the attenuation versus fre-
for Irqudﬂg Speﬁkije h“0i59 ItO impr?veb B-moded imagequency slope  estimate at frequencyf,, &
quality=® The method has only recently been used to im-_ ng ng 2
prove quantitative ultrasound imag€s® Another method to \/1+ (Ei*J’(T’Bflaﬂfjp(ﬁfi’ﬁfi))/xi:1Uﬁf_i’ andp (. Ar)
decrease errors in these estimations is to average attenuatintn€ correlation between the attenuation versus frequency
coefficients derived from different frequency components ofS/OP€S, estimated at frequencigsand f;. Knowledge of
the echo signal spectrum. This technique called “frequency’(B1,:B1;) is the key to increasing the efficiency of fre-
compounding” has also been applied to reduce speckle iguency compounding in attenuation variance reduction.
ultrasound image¥:?! In the case of attenuation imaging, it Since 8 is derived from power spectral estimates, it is
has been found advantageous to apply frequency compoungiatural to look forp(By,,Bs) through the correlation be-
ing in estimations ofg, the attenuation coefficient versus tween spectral estimates at frequendieand f;. We have
frequency slope defined in E().*° developed a theory that approximaﬁﬁ@fi,sfj), the corre-
The statistical uncertainty of estimations of the attenuaijation between periodogram spectral estimates at any two

tion coefficient versus frequency slog@) when both spatial  frequenciesf; andf; (see Appendix A This is given by
and frequency compounding are applied can be described B o 12
using the following expressiofT: p(sfi’sfj)_|FT(|p(t)| ail’, 6
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wherep(t) is a gating window applied to the rf data in the 2 1
periodogram spectral estimates, add =|f;—f;|. Thus O Q ,
p(Sfi,Sfj) only depends o\ f and the length of the gating P
window T. /
It is possible to derivep(,Bfi,ij) from p(Sfi,Sfj), and A
this will be described in Sec. Il C 3. ’

2. Correlation between B estimates as a function
of the angular separation between beam lines

N., the effective number of independent signals used . X7 4 Zocose

for spatial angular compounding, can be associated myith

N
the actual number of angular signals used, through the fol-/ ’
lowing relation: t <

11 & s o
N, = .t PBusBo) Y] -

wherep(ﬁgi,ﬁ(,j) is the correlation between attenuation co-
efficient versus frequency sIopB@i, ﬂgj at two angular po-
sitions 6; and 6¢; (i#]j), derived after frequency
compounding® (8,=(Z,",B4(f))/n;, where B,(fy) is
the attenuation versus frequency slope estimated at ahgle
and frequency, . The geometry is illustrated in Fig. 2. This
correlation can be estimated eee Appendix B

2 FIG. 2. The coordinate system used in deriving the spectral correlation
k§=:1 (1/fk) P(ﬂei(fk)yﬁej(fk)) between rf data from angled beam lines. Adapted from Ref. 23.

p(Bo,:Bo)= Ay ; tS)
52k2 (1/£2)
=1

distancezy, which will be taken as the origin of the coordi-

_ ) nate systemé is the angle between the beam axes, arid
wherefy is thekth frequency component used in frequencyits half angle;b is the distance between the centers of the

compounding andé was defined previously. Therefore,

(8 p(f .8 %f ). the correlation bztween a)t/tenuanon co- apertures, which is also given ty=2z,sine. AQ, ,is the
PLPo Tk Po\ Tk volume contributing to the echo data, where thdirection
efficient versus frequency slopes, estimated at anglesd extends to the edges of the beam and thelirection is

¢; for frequencyf,, is the critical information needed to pounded by the position and length of the rf data segment.
mcrease the efficiency of spatial angular compounding inrhen, p(Sy, (i), Sa(fk)) the correlation between peri-

attenuation variance reduction.
odogram spectral estlmates at angular positipand 6; for
To derlvep(ﬁgi(fk),ﬁgj(fk)), we start with the correla- frquencyff 523 g positip

tion between power spectral estimates at angular posttion

and ¢;, and at frequency,. Gerig and Chefi describe a

model for the correlation between periodogram spectral esti- p(Sai(fk),Sg_(fk))Z|p1'2(fk)|2, 9
mates for rf data acquired at angular positishand ¢; (see :

Fig. 2). In this setup, positions 1 and 2 are locations of an

aperture interrogating the same region but from differentvherep, f,) is the corresponding correlation between Fou-
angles. The region is assumed to be centered at the focekr transformed segments. The latter can be written as

fmlzdxdyr(x COS¢—Y Sing,xsing+Yy cose,f,)p(Xcose+ysing,—xsing+y cose, fy)
fAQl,dedypz(X,Y-fk)

p1A T~

e2ik(V(x=b/2)%+ (29 cosg—y)?~ \/(x+b/2)*+ (2o Cow‘y)z){ll[(x—b/2)2+(zo cose—y) 21/ (x+b/2)2+ (2, cose—y)?]}

” X+ (20— y) 212

(10
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e x p(Ba (10,84 (1))

' ! 2SS 12

- 7 =

fi : fl ei ‘\‘ .,' ej (n—1)n(n+1) &4 amp( ei( K 9]-( k)) (12
AY 4

: \A/' wherea,=m—n/2—3 and = _,a%=(n—1)n(n+1)/12 if

i— Xn=(M-DA+Xog—— /' '\ the attenuation coefficient over regi@nis obtained using a

i Y least squares method to derive the slope of the log of the

! ; . power spectrum versus depth.is a spatial index designat-

: n N\ ing independent power spectral estimates at different depths,

i ;. . andn is the total number of independent estimates within

i 0 \ the same as in Ed3) (see Appendix €

' g S It is clear thatp(Sfi,Sfj) only depends om\f and the
FIG. 3. Sketches to help illustrate derivation of E¢sl) and (12) in Ap- length of the windowT, and it is independent of the index

pendix C. Dots stand for independent spectral estimate points. The left panén. Thus p(Bf ,Bf ), the correlation between attenuation co-

depicts the situation in Eq11), while the right panel is for Eq12). efficient versus frequency slopes estimated at two frequen-
ciesf; andf;, is obtained from

In this expressionp(x,y,f) is the point spread function, n

with o= 6/2=|0;— 6;|/2. [Gerig et al. usew in place offy. p(Br.Br)=p(St. Sy, )m 2

They use subscripts 1 and 2 féy and 6;, and they use =

ps(w) rather tharp(S, (1) Sy (f).] | =p(S1,,S1)=IFT(Ip(0)[?) a2 (13)
Similar to Sec. CIl1, it is possible to associate " "

(B4, (10,84 (f0) with p(Sy(fi),Ss(fi)), which is the p(Sg(f), Sy, (fi)) can be derived from Eqs9) and

correlation between penodogram spectral estimates at ang(L0), by mtegratmg in the regiod Q', where echo data for

lar positions#; and 6, at frequencyf. This will be ex- the mth corresponding perlodogram spectral estimate origi-

plained in the next section. nate. Thereforep(By,(i),B4,(fi)) can be estimated from
Eg. (12) with the knowledge ob(Sm(fk) Sm(fk))

3. Relation between attenuation versus frequency
. . ; . METHOD

slope correlations and correlation among rf signal

power spectra A. Correlation between B estimates as a function

- L . . of the increment between measurement frequencies
The efficiency of compounding in attenuation variance

reduction depends on the correlation betwgesstimates as To test Eq.(13), a uniform phantom with 0.5 dB/cm/
a function of(1) the increment between analysis frequenciesMHz attenuation was used. The same phantom was used
p( B, ,Bf) and (2) the angular separation between beamboth as a sample and a reference by scanning different re-
lines, P(Bo(fk) Ba (1)) gions to assure independent data. A VFX13-5 linear array
' ransducer on a Siemens Antares scar{Bg&mens Medical
olutions, Ultrasound Division, Mountain View, CA, USA
was used to acquire the data. A single transmit focus set at a
depth of 3 cm was used. The scanner is equipped with a
research interface, providing raw beam line data in a radio
frequency format as well as header data indicating beam po-
énon frequency, etc. The sampling frequency was 40 MHz,

Regardless of whether the problem involves correlation%
between the attenuation versus frequency slope at two fre-
guenciegfor a fixed angl¢ or at two angular positiondor a
fixed frequency, it is essentially the same problem associat-
ing an attenuation correlation with a corresponding power
spectra correlation. That is, the correlation between the at-
tenuation versus frequency slope at positions 1 and 2 can b
associated with the power spectra correlation at these pOSI gnd the line density was 50 lines/cm.
tions through a common process, be it for two frequencies or Eleven rf data sets, each consisting a frame of echo data

o spatlangulr posinsee Appers C and Fig)3  2010% 11 ST g et of e rove, were acairer
Let p(Sfi,Sfj) be the correlation between sample power q '

g . The transducer was translated in the elevational direction be-
spectral estimates at frequencids and f;, and let

. ) tween sets. The translation step was larger than the eleva-
(Sf’ (T, 80 (fi)) be the correlation of the same quantity 3Stional dimension of the transducer, so that all rf data sets can

a function of the angular separation between beam lines. Thise regarded as independent because different portions of the

is expressed by the following equations: phantom were isonified. One data set served as a reference,
and the remaining ten sets were taken as samples.
12 n Analysis was done by computing the attenuation coeffi-

aﬁ]p(S”_‘ ,ST) (11 cient versus frequency slope for segments of individual beam
b lines whose lengthZ, was either 2.16 or 2.77 cm, centered

at the 3-cm transmit focal depth. Echo data from within each
and segment were first divided into subsegments defined pg 4-

p(Bi Br) = (n—1)n(n+1) &4

J. Acoust. Soc. Am., Vol. 117, No. 5, May 2005 Tu et al.: Angular and frequency compounding in attenuation estimations 3311



rectangular gating window&3 mm), with no overlap. For results from the ten rf data sets were taken as the experimen-
each window, the spectrum was computed by taking the Foual values, and error bars were calculated by calculating the
rier transform. A rectangular window with no overlap en- standard deviation. Theoretical values were obtained from
sured accurate gating of the rf data and independence d&q. (14).

power spectral estimates over the segment, as required in our

theoretical analysis. Then, E€L3) changes to B. Correlation between B estimates as a function

p(ﬁfi,ﬁfj)=sin02(TAf ), (14) of the angular separation between beam lines
) The accuracy of Eq12) was explored using simulated
whereT is 4 us andAf=|f;—f;]. data because key information, including the dynamic aper-
In the case of the data from the reference, power Spectrglye of transducers on the scanner, was not available and

192 beam Ii_nes_ to provide a reference spectra at each deptfl,, angles. Using a simulation progr&hif echo signals
with low variability. «(f ) was then calculated for each seg-\ ere modeled for a linear array transducer interrogating a
ment by fitting a straight line to the spectral values versusyeqiym containing randomly distributed scatterers. The scat-
depth, as discussed after EG). Then attenuation Versus yorer size of polystyrene beads applied in the simulation was
frequency slopesf=a/f) at frequencies over arange ffom gq ,m ang the scatterer number density was 9.7 per cubic
6 to 14 MHz were calculated for the segment. One hundregljimeter, assuring that Rayleigh statistics apply. The linear
ninety-two such parallel segments from the sample werg .,y consists of elements of size 0.15 mm by 10 mm, with a
available for. each rf data set. ) ) center-to-center distance of 0.2 mm. Signals for each beam
Correlation betweer as a function of the increment |, were assumed to be formed using rf echo data from 75
between measurement frequencies was calculated for eachdf\sacutive elements, for a 1.5-cm aperture. Each of ten in-

data set using the following formula: dependent sample data sets simulated contained 180 lines,

([ Bs.—meariB; )] B;. — meari B; )]) with each beam line rotated 0.5° from the previous, yielding
Correlations —— —— —, a minimum angle of 0° and a maximum of 89.5° between
7By, Uﬂf,- pairs of beam lines. The focus was set at 3 cm from the

(15  transducer surface. A reference data set was also simulated,
where, as defined beforg; is the attenuation coefficient containing 400 lines. The power spectra at each depth within
versus frequency slope at frequenfgy and/i’fj is the same this set were averaged to provide reference spectra. For con-

uantity evaluated at frequen There are 192 pairs of venience, the attenuation of the sample was set to be zero
q 3& f h q | dif'd t t M b d while the reference attenuation was assumed in the model to
By, an ,ij or each sample rf data set. Meag() an

) ; be 0.5 dB/cm/MHz. The speed of sound in both media was
mean () are their mean values, angd , Tp; A€ their  set to be 1540 m/s. Neither apodization, dynamic receive
standard deviations; hefe.) stands for the expected value. focus, nor dynamic aperture were used.

Correlation values from frequency pairs that have the  Assume, for the sake of simplicity, the point-spread
same frequency separatioff, were averaged to get final function for the system is adequately represented by a sinc
correlation values for one independent sample rf data set. Isquared function and the amplitude of the field does not vary
the end, the mean values of these ten independent correlatigignificantly near the transmit focus. Equation 10 changes to

Jaq, Gxdysinc[(D/zo\) (x cose—y sin¢)]sincl (D/zo\) (x cose+y sin @) ]ek(V(x=b12)%+ (2 cosg=y)*=\(x+b12)? + (zg cos9—Y)?)

1At~ T, 0Xysiné'(Dx/zoh) - (18

To derivep(S’;“i(fk),Sg}(fk)) so that Eq(12) can be solved, quency slopes over a specified region of each angled beam

integration in Eq.(16) has to be made in the regianQ’, line were computed. Not losing generality, segments of each
where scatterers contributing to theth corresponding peri- line, centered at the focus, were chosen as these regions.
odogram spectral estimate exist. The integration limits in théCorrelation between attenuation versus frequency slope esti-
y direction were approximated roughly by setting them ac-mates as a function of the angular separation between beam
cording to the coordinate along theaxis: Ymin=IminCOS¢  lines was obtained for each of the ten independent sample
andy mas=ImaxC0S®. | min is the minimum rectangular gating data sets in a similar manner as described in (&§). The
coordinate of thenth subsegment along the beam line, while difference is that in this cas(é(,i(fk) and,B(,j(fk), the attenu-
| max is the maximum gating coordinatesee Fig. 2 As in  ation coefficient versus frequency slopes estimated at angles
Sec. C1, a 4ss rectangular gating window8 mm) with no ¢, and ¢; for frequencyf,, replaceg, and By, in Eq. (15).
overllap was useo! in the perlodlogram §pe9tra| gstmates. Hheir standard deviations
addition, as mentioned before, integration in thdirection
was bounded by the edges of the beam.

For frequencyf,, attenuation coefficient versus fre- independent correlation results from the ten independent

Bei(fk) and O-ﬁf)i(fk) replaceO'Bfi
and op, in the same equation. The mean value of these ten
]
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sample data sets was calculated. Theoretical values were o¥- DISCUSSION
tained from Eq(12).
The theoretical expressions derived in this paper predict

the correlation betweep estimates as a function of incre-
IV. RESULTS ment between measurement frequencies and angular separa-
tion between beam lines. Predictions are found to match ex-
perimental results in the general trend of the curves, as noted
in the results. However, small deviations between predictions
and measurement results are also noticed in Figs. 4—6. Part

Correlations betweei estimates as a function of the of the deviation may be contributed by the error propagation

increment between measurement frequenclefs)(were cal-  assumption used in deriving the theoretical expressions. We
culated for rf data segments of length 2.16 and 2.77 cmassociated the covariance of the sample-to-reference power
Results are shown in Figs(&. (2.16 cm and(b) (2.77 cm.  spectrum ratio with the covariance of its logarithm foAp-
Here experimental values are labeled as dots with error barpendix C, Eqs.(C8) and (C12] in an approximate partial
while theoretical values calculated using Ety) are plotted  derivative relation. Nevertheless, these theoretical curves
as solid lines. Error bars display one standard deviation of give a good approximation to the decorrelation rate in attenu-
the ten independent correlation estimates in each case. Fation estimations for incremental changes in beam angle and
both data segment lengths, experimental values appear tmalysis frequency.
match well with theoretical values in the general trend, al-  |n the frequency compounding method, from E#),
though discrepancies are noted in the magnitude of the decghe correlation betweep estimates as a function of incre-
rrelation rate. These are discussed in Sec. V. Both experiment between measurement frequencies is dependent on the
mental and theoretical results indicate that the data segmefingth of the gating windowl. The longerT is, the more
length is not a factor in the correlation betwe@restimates  independent frequency components there are within the
at different measurement frequencies. An approximate 0.Zhandwidth of the transducer, makihg in Eq. (4) larger. On
MHz increment between frequencies at whiglvesults are  the other hand, the longér is, the smaller will ben, the
obtained yields completely uncorrelated data when the lengthumber of independent spectral estimates over the interval
of the gating window usedr, is 4 us. Z, tending to maker, in Eq. (4) larger because,, would

be larger{see Eq(3)]. Therefore, according to E), there
] . ) is no apparent difference in terms of reducing the variance of
B. Correlation between estimates as a function 8 between long or short gating windows, for the power spec-
ﬁ;;g?s?r?]%ﬂ?é dsgg?;atlon between beam tra estimates, provided that the length of the gating window
' is long enough to make stable attenuation estimates at differ-
Correlations between attenuation versus frequencgnt frequencies over the spectrum. ¥apointed out that for
slopes at different beam angles were computed for simulatea Blackman-Harris window, 4s is needed for stable attenu-
data derived using center frequencies of 3, 5, and 7 MHz. lation estimates around 5 MHz. Also, because the correlation
each case, a 50% bandwidth was represented in the simulaetween B estimates as a function of increment between
tion. For each simulated data set, the correlation betygen measurement frequencies is independent of the length of the
values estimated at different angular separations betweati data segment over which attenuation is computed, fre-
beam linegA6) was obtained for both 2.16- and 2.77-cm rf quency compounding will have an advantage in local attenu-
data segments. Results are shown in Fig286 cm and ation estimations where data lengths are short.
Fig. 6 (2.77 cm for the three different center frequencies. In angular compounding, the correlation betwg2es-
Values from simulations are labeled as dots with error bargiimates as a function of angular separation between beam
while theoretical values are plotted as solid lines. Again, erdines is dependent on both the frequency of the signal and the
ror bars display+ one standard deviation of the ten indepen-length of the rf data segment over which the attenuation
dent correlation estimates in each situation. In all situationsyalue is derived. Figures 5 and 6 illustrate that the higher the
the agreement in the general trend between experimental velequency or the longer the data segment is, the faster the
ues and theoretical values is good; i.e., it can be seen fromecorrelation with beam angle is. Thus it is a good strategy
both simulation data and theory that the higher the frequencto include more high-frequency components to get more in-
is, the faster is the decorrelation betwegrestimates as a dependent angular estimates, as shown by(&qThe effect
function of the angular separation between beam lines. Af data length on the decorrelation betwggestimates puts
similar statement can be made regarding the effect of datan adverse effect on attempts to improve resolution in local
length, namely, attenuation computed over longer segmentgtenuation estimations where it would be desirable to keep
decorrelates faster with angle. For the situation simulated adata lengths short. The efficacy of angular compounding in
3.5 MHz, the angular increment needed for the attenuatiowariance reduction of attenuation estimations is limited due
estimates to achieve 0.5 decorrelation is around 2° for théo this effect.
2.16-cm data segment and 1.6° for the 2.77-cm segment. At  To verify Eq. (12), the point spread function was taken
5 MHz, the values are 1.5° for 2.16 cm and 1.2° for 2.77 cmto behave as a sinc-squared function, and the field amplitude
while at 7 MHz, they are 1.1° for 2.16-cm segments and 0.8%was assumed to vary insignificantly for sample data sets near
for 2.77-cm segments. the transmit focus, so that the calculation of Ef0) could

A. Correlation between B estimates as a function of
the increment between measurement frequencies:
Measurement data
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FIG. 4. Correlation between the attenuation versus frequency slope as a =
function of the increment between measurement frequencies for an echo
data segment of lengti®) 2.16 cm andb) 2.77 cm. Solid lines are theoret- 08 1
ical values, and dots with error bars are the results of phantom experiments. . x
o
:an- ]
) . ) A o
be simplified to Eq(16). The assumption is generally good ” | k3 ]
near the focal region of a transducer, although it may not I
represent the actual acoustic field at points away from the , T
focus of a real transducer. However, during the design of a II
compounding scheme for any particular aperture and depth, a
numerical calculation can be done using E40) with de- Yo 2 s g * T f W
tailed knowledge of the acoustic field.
Our theoretical result is based on a model that a single ()

acoustic line is rotated around a common center. CautioR|G. 5. Correlation between the attenuation versus frequency slope as a
must be taken, therefore, on use of these results if multipl@&inction of the angular separation between beam lines for a data segment of
acoustic linegNg# 1 in Eq.(3)] are used to get an averaged 'éngth 2.16 cm at frequencies &) 3 MHz, (b) 5 MHz, and(c) 7 MHz.

trum before computing the attenuation. If spectra fro Solid lines are theoretical values, and dots with error bars are the results of
spec ) P g o p. Mimulation experiments.
several beam lines are averaged, the region in which scatter-
ers contribute to the averaged spectrum will be wider than
the region which contributes to the spectrum for a singleover a single acoustic line if the angle rotated is the same.
acoustic line. Thus, the overlap between rotating acoustid@herefore, the spectral decorrelation as a function of angular
fields will be larger in the averaged spectrum case than foseparation between beam lines will be slower when multiple
the case where the spectrum is derived from rf data acquiredcoustic lines are used to get an averaged spectrum, and so
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Zpemay . . Our compounding algorithm is just one type of possible
compounding methods that could be applied in attenuation
| estimations. Other approaches, for example, spectra com-
¥ pounding instead of parameter compounding, may be effec-
| tive as well. For any real system, noise has to be incorpo-
T rated into the model when considering an optimized
ol ] compounding scheme. Still, this study sheds light on a path

I towards reliable local attenuation estimations. It is, in gen-
T eral, difficult to determine the dependencies of attenuation
o k3 ] estimate correlations upon systematic parameters analyti-
II cally. With simplified conditions such as those applied in the
°r solution of our theoretical model, we are able to show the
efficiency of angular or frequency compounding for different
B B S T s 7 & 8 10 system parameters, such as the angular separation between
compounded beam lines or the increment between com-
(a) pounded frequencies. With these relations, directions are
given for choosing the best scheme for attenuation estima-
tions with the smallest variance.

08

06

Correlation

2.77cm SMHz

08
VI. CONCLUSION
06
RX Theoretical expressions for the correlation between at-
tenuation versus frequency slope estimates generated for the
same tissue location but using different frequency compo-
nents or from different angles of incidence have been de-
rived. Predicted results were compared with measurements
from phantoms and with simulation data, respectively. Both
E predictions and measurement results show that the correla-
L I:FIIIIIII] tion betweery estimates as a function of increment between
e e measurement frequencies is independent of the length of the
rf data segment over which the attenuation versus frequency
(®) slope is derived. However, it decreases with an increase in
2.77cm TMHz length of the gating window used in power spectra estimates.
S In contrast, the correlation betwe@restimates as a function
of angular separation between beam lines does depend on the
rf data segment length; it also depends on the frequency of
the signal over which the attenuation versus frequency slope
is computed. The higher the frequency and the longer the
data segment, the faster the decorrelation will be. The rela-
tionships for correlation among estimates can be used to
optimize spatial angular and frequency compounding
| 1 schemes in attenuation versus frequency slope measure-
ments.
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FIG. 6. Correlation between the attenuation versus frequency slope as a

function of the angular separation between beam lines for a data segment of

length 2.77 cm, at frequencies &) 3 MHz, (b) 5 MHz, and(c) 7 MHz.

Solid lines are theoretical values, and dots with error bars are the results APPENDIX A: CORRELATION BETWEEN

simulation experiments. PERIODOGRAM VALUES

The signalV(t), gated by a windovwp(t) with its center
will the attenuation decorrelation. Since frequency com-att,, is
pounding does not have this effect when using averaged B -
spectra from adjacent lines, it will have an advantage over Vg() =V(1)p(t—1o). (AL)
spatial angular compounding in this case. The value of its Fourier transform at frequeniyis
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. - com By, B4
Vy(fi to)=e 'fltof v(f)P(fi—f)efodf, (A2) o(By. Bg)—#
T80 7By,
wherev (f )=FT(V(t)) andP(f )=FT(p(t)). Sercom By (fi), Baj(fk))
At another frequency;, we have = Fn
2Ly ﬁ
Vy(f; ,to)ze*ifitofv(f')P(fJ—f')eif’todf', (A3) L1005, P(Ba (10, Bg(F1)
= 522n, > . (B3)
B
Thus, the autocorrelation between the two Fourier trans-_ _ _
forms is Sinceoy =0, /f, and T, Can be approximated as being
k k k
independent of, [see Eq(3) in the main tex}, we have
p=(Vy(fi,to) Vg (f] ,to))~Ce i TOFT(|p(t)[?) af S (L) p( By (£, B4, (Fi)
(A4) p(By.Bo)~ P P N (B4)
T 6°Z, (L)
Here C is a constant absorbed into the normalizatiar,
=|f;—fi], (..., means the expected value, and use is made oAPPENDIX C: ATTENUATION CORRELATIONS
the fact thatp(t) andP(f) are even functions. RESULTING FROM CORRELATIONS IN POWER
Thus, the correlation between periodogram spectral essPECTRA
timates is

The reference phantom method to der8egthe attenua-
tion coefficient versus frequency slope, is carried out by ap-
p(Sfi,Sfj)z Ip|2=|FT(|p(1)|?) a¢]2. (A5)  plying a least squares algorithm to fit the log difference be-
tween a sample and a reference power spectral estimate at a
given frequency versus the depth. The slope of this fit is
APPENDIX B: ATTENUATION CORRELATIONS FOR proportional to the difference between the attenuation coef-
DATA AT TWO ANGULAR POSITIONS ficient of the sample and that of the reference. With the
known attenuation of the reference, the attenuation coeffi-
In our frequency compounding algorithm, the attenua-ient of the sample can be estimated. That value divided by
tion coefficients versus frequency slopes at angular positionge given frequency is the attenuation coefficient versus fre-

Let B be the least squares slope fitted from the natural
ng f f log difference between the sample and the reference power
:80 ( k) k' lﬁﬂ ( k’) . .
Bo= and B,=—————, (B1) Spectral estimate versus the depth, andMetbe the differ-
' il ! i ence between the attenuation coefficient of the sample and
that of the reference at a chosen frequency:

where n; is the number of frequency components used in

frequency compounding. The variance of these two vari-

ables, covﬁgi,,B,,j), may be written as Here 8.68 is the conversion factor from nepers/cm to dB/cm.
The correlation between the attenuation coefficient versus
frequency slopeg, at positions 1 and 2 would be

Aa=—b/4X8.68 (dB/cm). (C1)

1
COM By Ba) = 20V E Ba(1), Z B, (f) p(B1.82)=play,az)=p(by,by). (C2)

k'=1
L Let x,, be the position of thenth independent power
_ = f)). B2 spectral estimate used to calculate the slog a specified
2 2, COUB (1.8, (F0) B2 frequency, and lef\ be the separation between these uni-
formly spaced data pointg,, is themth value of the logged

The second equal sign in E(B2) is established because we difference between the sample and reference power spectral

assume that the covariance betwgkastimates made at two estimates at different depths for that frequency. Thiis

different angles is negligible unless those estimates are mad_eI Sn—In§;=INRS,, where (RS}, is the ratio of the
at the same frequency, i.e., cgi((fy), Bg (f)) = 0 when sample power spectrum to the reference power spectrum at
' 5 pointm. m=1,...n, wheren is the total number of indepen-

k'#k. Using T8y~ T8y~ 7B, —(1/Nf) Syl 196, dent power spectrum estimates along the data segment

= (8/ny) /Ekf 102 . in which o is the variance of the whose length iZZ. In Fig. 3, the left panel depicts the situ-

. ation described by Eq(11), while the right panel corre-
attenuation coeff|C|ent versus frequency slope estimate aﬁesrponds to Eq(12):

frequency compounding but before spatial angular com-
pounding, we write Xm=(mM—1)A+Xg. (C3
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According to Bevingtorf?

1
bzr nz mem_z XmE Ym

in which A’=n=x3—(Zx.)?. Inserting(C3) into (C4), we
have

(C4

1 n
b= FnAngl anym, (C5)

in which ap,=m-n/2—1/2 and 20_,a%=(n—1)n(n

+1)/12.
Thus, we have

1 n n
cov(by,by)= FnZAZCO% uzl A1uY1us 21 Az Y2,

n
Tb,0b,= X7 9y, 0y, (C1y
Similar to (C8) and(C9),
ay \? N+ N
2 _ 2 _ 2_ 2 _'s r
O'yl—O'yz—O'y—(O,,?S) URS—W. (C12)

Combining(C2) and (C10—(C12),

1 n
p(B1,B2)=p(b1,bo)= 37nA% X aip(RSim,RSm).
(C13

Many reference signals are averaged to form the refer-
ence spectrum. Thus the variance of the reference spectrum
can be deemed to be very small,

n n p(RS_LmIRSZm):p(Slm vSZm) (C14)
1 o 2n2
=+17zh"A > > a1y2,COMY1y,Y2,)- and
A 0=10=1
2 (n+1)n?
(€O A’=n2xﬁq—(2 Xim =n(n—1)a)2<=—12(n_l) 2,
It is reasonable to suppose that whes v, covariance be- (C15

tweeny, andy, at two different positions 1, 2 is negligible,
i.e., CoVl/1,.Yo,) =0, when 12, andu#v. Also we have The last equality in Eq(C15) was established because for
cov(y1y,Y2,) =0, when 1=2, butu#v. The latter is be- uniformly spaced points on a one-dimensional number axis

cause of the assumption that data points are independerfioread over a distance @f of=[n(n+1)/12(n—1)?] 2

Thus, we have

1 n
couby )= 372n’A% X arcouyimYom).  (C7)

Assume the following assumption holds for the error

Notice thatZ=(n—1)A. Thus(C13) turns to
n

12
p(B1,B82)= h—Dnin+1) >, a%p(Sim,Som)-

m=1

(C16)

propagation from the ratio of the sample to reference poweng ¢, “Clinical application of an ultrasound attenuation coefficient es-

spectrum to its logged form,

WYim Y
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m m
1 1
~Rs,. R—SZmURslmURSZmP( RSim, RSm).
(&)
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