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Abstract

Software-Defined Network (SDN) is expected to have a siganfiampact on future networking.
Although exciting progress has been made toward realizibiy,Sapplication of this new networking
paradigm in the future Internet to support end-to-end Qo&ipioning faces some new challenges.
The autonomous network domains coexisting in the Interndtthe diverse user applications deployed
upon the Internet call for a uniform Service Delivery Platfio(SDP) that enables high-level network
abstraction and inter-domain collaboration for end-td-eervice provisioning. However, the currently
available SDN technologies lack effective mechanisms tgpsrting such a platform. In this paper,
we first present a SDP framework that applies the Networ&-8ervice (NaaS) principle to provide
network abstraction and orchestration for end-to-endisemprovisioning in SDN-based future Internet.
Then we focus our study on two enabling technologies for suSIDP to achieve QoS guarantee; namely
a network abstraction model and an end-to-end resourceatitbm scheme. Specifically we propose a
general model for abstracting the service capabilitiesrefl by network domains and develop a technique
for determining the required amounts of bandwidth in nekndomains for end-to-end service delivery

with QoS guarantee. Both the analytical and numerical texbtained in this paper indicate that the
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NaaS-based SDP not only simplifies SDN service and resouac@gement but also enhances bandwidth

utilization for end-to-end QoS provisioning.
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. INTRODUCTION

Software-Defined Network (SDN) is emerging network arattitee that may have a significant impact
on the development of future networking technologies. Sbétitecture decouples network control and
data forwarding functions; thus enabling network contodbécome directly programmable and underlying
network infrastructure to be abstracted for applicatiofs Key features of SDN include separation
between control plane and data plane, logically centrdlizetwork control, and programmability of
the control plane. These features combined together gildd¢ $me great advantages in networking,
including simplified and enhanced network configuration apeération, flexible and efficient network
control and management, and improved network performaocenteting various application require-
ments. Therefore, SDN is expected to play a crucial role éfthure Internet.

SDN architecture and its enabling technologies recentignéal an important research area that has
attracted extensive attention from both academia and tndusctive research topics in this area in-
clude SDN-enabled switching devices, SDN controllerswoet operating systems, various network
control/management applications, protocols between #ta dnd control planes (southbound interface),
and Application Programming Interfaces (APIs) for prognaimg the control plane (northbound interface).
Exciting progress has been made on SDN development and ousersearch results have been reported
in literature [2], [3], [4].

Although the SDN architecture has been successfully agpptiesome networking systems such as
enterprise networks, data center networks, and inter-clsiéer communications, adoption of this new
networking paradigm in a large scale internetworking sdensuch as the future Internet faces new
challenges that must be further investigated. One of theid®yes lies in end-to-end service delivery
across heterogeneous network domains with QoS guarantaedeting diverse user requirements. In
an enterprise or data center network, the user applicatioesvork controller, and data forwarding
devices all belong to the same administration domain; foereinformation of underlying network
infrastructure can be made available to upper layer apmits easily. However, in the Internet end
users (computing applications) and network service pergidften belong to different domains; therefore
detailed information of network states may not be directible to applications. In addition, end-to-end
communication paths in the Internet often traverse muatglitonomous systems operated by different
organizations. End-to-end service provisioning in suchegefogeneous networking scenario requires a
higher-level network abstraction for flexible interactibatween users and service providers and loose-

coupling collaboration among the involved autonomousesyst This calls for a service delivery platform
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that supports flexible and effective user-network intecgacand inter-domain collaboration.

However, currently available SDN technologies lack anatite mechanism for building such a service
delivery platform. Although a variety of SDN controllersveabeen developed, there is no standard yet
for achieving interoperability between these controlléfihat resulted is that no single vendor could
deliver a standard-based northbound API for applicatioreli@ment, or a standardized interface between
controllers. In a large scale inter-domain networking scin it is not feasible to require all autonomous
network domains to adopt the same type of SDN controllerrdbee, lack of interoperability between
SDN controllers prevents applications from functioningséessly across different controllers for inter-
domain network service provisioning. Recent works on wa@main networking in SDN mainly focused
on distributed collaboration between SDN controllers fouting. End-to-end service delivery across
heterogeneous SDN domains has not been sufficiently studied

Recently, application of the service-orientation priteipn SDN to address the challenging problem
of end-to-end service delivery started attracting reseast attention. The Service-Oriented Architecture
(SOA) [B] offers an effective mechanism to enable flexibleiactions among autonomous systems to
meet diverse service requirements. SOA has been widelytadidp various areas, including Cloud
computing and Web services, as the main model for servideedgl Application of the SOA principle
in networking leads to a Network-as-a-Service (NaaS) pgnadwhich enables networking resources
and functionalities to be utilized by users as servicesutjinoa standard abstract interface, much like
computational resources are utilized as services in Claudpciting. NaaS enables abstraction of net-
working systems into network services that can be discayeselected, and accessed by users; thus
offering a flexible mechanism for user-network interactibietwork services can also be orchestrated for
end-to-end service provisioning. Network abstractionbéeth by NaaS also allows flexible collaboration
among autonomous network domains via loose-couplingeeimteractions. Therefore, NaaS may greatly
facilitate end-to-end service delivery in the future Iniet:

The research work reported in this paper tackles the chgligrproblem of end-to-end service delivery
in SDN by exploiting the NaaS notion. We first present a fraorwvof a Service Delivery Platform (SDP)
that applies the NaaS paradigm in SDN to enable high-lewglar& abstraction and inter-domain network
service orchestration. Then we focus our study on two engliéichnologies for the SDP to provide end-
to-end QoS guarantee; namely an abstraction model for metseyvice capabilities and an end-to-end
resource allocation scheme for performance guaranteeifisply, we propose a general model for
abstracting service capabilities of network domains, Whscthen applied to composite network services

for modeling capability of end-to-end service deliverysBd on the service capability model for network
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abstraction, we develop a technology that can be employdtea&DP to determine the required amount
of bandwidth for achieving end-to-end QoS guarantee. Badfttwtilization of the SDP is then analyzed
and the obtained results show that such a SDP with a globalonetview may improve bandwidth
utilization for end-to-end QoS provisioning.

SDN brings in potential benefits for enhancing future nekivar from at least two aspects: i) sim-
plifying network control and management and ii) enhanciegvise provisioning for meeting diverse
application requirements. Although the first aspect has lexplored by many efforts, the second aspect
has received less attention. The proposed SDP frameworkhaenglevant technologies developed in this
paper aim to address this issue in order to fully realize htential of the emerging SDN paradigm in
the future Internet.

The rest of the paper is organized as follows. In Sedtibn Iidvgeuss challenges to end-to-end service
delivery in SDN and review related works. A framework of a Bdzased SDP for end-to-end service
delivery in SDN is presented in Sectignllll. We propose a Hegtel abstraction model for network
service capabilities and apply the model to end-to-end otwervices in Section IV. Then in Section
Viwe develop a technique for determining required bandwidthchieve end-to-end QoS guarantee and
analyze bandwidth utilization achieved by the SDP with teishnique. Numerical results are provided

in Section'V]. We draw conclusions in Sectibn VII.

II. END-TO-END SERVICE DELIVERY IN SDN — CHALLENGES AND SOLUTIONS
A. Challenges to End-to-End Service Delivery in SDN

Recent rapid advancement in SDN research has yielded ditechnologies for realizing this new
network architecture. Various SDN-enable switches hawnhieveloped. Although OpenFlowl [6] has
been widely adopted for controlling switches in the dataelat is not the only southbound interface for
SDN. Possible protocols that may potentially play the sameinclude Forwarding and Control Element
Separation (ForCES) [7], Path Computation Element Comoatioin Protocol (PCEP)_[8], Protocol-
Oblivious Forwarding (POF)_[9], and OpFlek [10]. A wide ety of SDN controllers and network
operating systems have also been developed. These inchilecentralized controllers such as NOX
[11], Beacon([12], and Floodlight [13], and distributed wetk operating systems such as ONIX[14],
ONOS [15], and HyperFlow_[16].

Diversity in available SDN technologies brings in challeago end-to-end service provisioning across
multiple domains in SDN-based future Internet. Autonomeystems in the Internet should have the

freedom to employ various SDN technologies, including e, southbound protocols, and network

April 20, 2015 DRAFT



controllers, that fit their particular networking needs. e other hand, the objective of service provision-
ing is to deliver network services across the heterogendonmsins for meeting the diverse requirement
of end users. Therefore, end-to-end service provisionintpeé future Internet requires not only effective

inter-domain collaboration but also flexible interactioatween upper layer user applications and the
underlying network domains.

However, the currently available SDN technologies lacKisight capability of meeting this require-
ment for end-to-end service delivery. Development of nekwepntrollers often lacks consideration of
interoperability with controllers from other vendors. Disuted network controllers mainly focus on
cooperation among multiple homogeneous controllers irsttlee domain; thus are insufficient to handle
heterogeneity of the controllers in multi-domain casesrédaer, despite rapid development on standard
southbound interface, currently there is no common stahffar the northbound API between SDN
controllers and network control/management applicatidiiese applications are often developed based
on the API provided by a particular type of controller; thug aightly coupled with the controller
design. Such tight coupling between applications and otlets significantly limits the capability of
service provisioning over heterogeneous controllers inustidomain SDN environment.

Recently some study on inter-domain issues in SDN has begxmtegl in the literature. SDNi_[17] is
a protocol recently proposed by IETF for coordinating ofiers and exchanging information between
SDN controllers in different domains. The implementatidrS®Ni suggested in [17] is to extend BGP
for information exchange. However, the hop-by-hop natir@GP makes routing among domains in
a decentralized manner without knowledge of end-to-endesyuvhich may not be able to achieve a
global optimal path for end-to-end QoS provisioning. Resleaeported in[[18] and [19] employs the
SDN principle to address the inter-domain routing probl&uoth works are based on BGP; thus are
limited by its decentralized feature to fully realize the $Denefit of centralized control with a global
network view. The inter-AS routing proposed in [18] assurtieg homogeneous controllers, specifically
the NOX-OpenFlow controller, are used in all domains; thes/mot be applicable to large scale multi-
domain scenarios. The multi-AS routing control platfornogosed in[[19] assumes the existence of a
mechanism to communicate with SDN domain controllers wittaetailed discussion on the realization
of such a mechanism.

In [20] the authors argue that BGP is a poor candidate for-mhdenain routing in SDN and propose
decoupling between routing and policy control to faciétamteroperability among SDN domains. The
distributed control plan proposed ih_[21] employs a messagmted communication bus for infor-

mation exchange among SDN domain controllers. The aforéored research focuses on controller
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collaboration for inter-domain routing in SDN. End-to-eadrvice provisioning needs more than just
routing across multiple domains. Flexible interactionviE#n user applications and the SDN controllers
in different domains of the underlying network infrastuuet is another important aspect that so far has
received little attention. It requires a high-level netlvabstraction, loose-coupling interaction between

applications and controllers, and flexible collaboratiomoag heterogeneous controllers.

B. Network-as-a-Service in SDN — a Promising Solution

The Service-Oriented Architecture (SOA) [5] offers a preimi approach to addressing the challenges
for end-to-end service provisioning in multi-domain SDMNeTSOA can be described as architecture
within which all functions are defined as independent ses/iwith invokable interfaces that can be
called in defined sequences to form business processesericein SOA is a module that is self-
contained (i.e., the service maintains its own states) daiflopm-independent (i.e., the interface to the
service is independent with its implementation platfor®rvices can be described, published, located,
orchestrated, and programmed through standard interfacgsmessaging protocols. A key feature of
SOA is “loose-coupling” interaction among heterogeneowstesns, which allows entities to collaborate
with each other while keep themselves independent. Thiseanakes SOA very effective architecture
for coordinating heterogeneous systems to provide sentltat meet various application requirements.

Application of the service-orientation principle in netikimg provides a promising approach to ad-
dressing some challenges in the future Internet. Such aseoviented networking paradigm is referred
to asNetwork-as-a-ServicfNaaS), in which networking resources are abstracted atzkdtin form of
SOA-compliantnetwork serviceslin principle, a network service may represent any type afvagking
component at different levels, including an entire netwdoknain, a single physical or virtual network, or
an individual network node. Multiple network services cadoembined into one composite inter-network
service through a service orchestration mechanism.

Recently the NaaS paradigm has started attracting attefrion the networking research community
and interesting progress has been reported in the literaostaet al. proposed a NaaS model for data
center networks in_[22] for enabling Cloud tenants to havedliaccess to network infrastructure for
improving service performance. Cloud-based network échire that combines the Cloud service model
with the network openness enabled by SDN was proposed_ inif28fder to offer various network
protocol services. A SDN control platform called Meridiaragvpresented in_[24], which provides a
service-level network model with connectivity and polidys&ractions for Cloud networking. Bueno and

his colleagues developed a NaaS-based Network Controlrl(dy@ ) that provides an abstraction layer
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to obtain homogeneous control over heterogeneous netwédstructure([25].

The above works made interesting progress of applying Na&®N for network service provisioning;
however, they mainly focus on single-domain cases or assinmegeneous SDN controllers. The frame-
work proposed in[[22] assumes that applications can direxttuire detailed knowledge of underlying
network infrastructure, which is reasonable in a singledanter environment but not realistic for the
large scale Internet with multiple autonomous domains. praotype given in[[23] for realizing the
proposed network architecture used NOX controller and Gfwswn protocol for controlling all switches.
Both Meridian platform and NCL were implemented based ontyFRtoodlight controller. Cooperation
between SDN domains with heterogeneous controllers fortermhd service delivery is still an opening
issue that has not been sufficiently addressed yet.

In order to address this important challenging issue, mighry study of applying NaaS in SDN to
support end-to-end QoS provisioning was presented in auiqus work [26]. In this paper, we further
develop the idea of NaaS-SDN integration to propose a framewf a NaaS-based Service Delivery
Platform (SDP) for a multi-domain SDN environment. Thistflan provides a high-level abstraction of
each SDN domain as a network service and enables networkkcsenchestration for end-to-end service
delivery. Then we particularly investigate two key tectogiés for achieving end-to-end QoS guarantee
through this SDP — an abstract model for network service luliggs and a technique for end-to-end
bandwidth allocation. Our analysis results also indicatg £nd-to-end service delivery enabled by the
SDP with a global network view improves resource utilizatfor QoS provisioning.

The research reported in_[27] and [28] shares some simiasidvith the work presented in this paper.
Zhu et al.proposed Software Service Defined Network (SSDN) architedh [27], which employs SOA-
based Enterprise Service Bus (EBS) to build a network softvearvice layer that allows networking
resources in multiple domains with different SDN contndléo be federated for end-to-end service
delivery. However, some key technologies for achieving @o@rantee with such a service layer, for
example abstraction of service capabilities and crossadomesource allocation, were not addressed in
[27]. The authors of [28] developed a distributed QoS aetttitre for SDN, which employs a hierarchical
control plane where a super controller coordinates thel I8EN controllers in multiple domains to
support end-to-end multimedia streaming. However| [28] nibt give any specific mechanism for the
super controller to coordinate heterogeneous SDN coatsolh different network domains for service
delivery. On the other hand, the research of [27]] [28] andnmrk reported in this paper may complement
each other. The ESB-based mechanism described in [27] mapleed to implement communications

among the SDP, domain controllers, and end user applicatiothe framework proposed in this paper.
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Fig. 1. NaaS-based Service Delivery Platform in Softwaediizd Network

Our SDP framework offers an approach to realizing the hadraal control plane presented in [28].

IIl. A NAAS-BASED SERVICE DELIVERY PLATFORM IN SDN

The framework of a NaaS-based Service Delivery PlatformRBD a multi-domain SDN environment
is shown in Fig[L. In this framework each network domain mayehits own choice of SDN technologies,
including data plane switches, SDN controllers, and thethtdmund interface. A domain may also
implement various control programs upon its own SDN cofldrdio perform functions such as QoS
routing and traffic engineering within the domain scope.lEaetwork domain is abstracted as a network
service through a NaaS interface, which provides a hightialbstraction of networking capabilities of the
entire domain, including both forwarding and control fuanglities, to the SDP. The NaaS interface also
allows the SDP to specify its networking requests and peditd each domain. The NaaS-based network
abstraction makes network infrastructure of each domainsfarent to upper layer applications; thus
enabling SDP to coordinate the resources provided by nktdomains for delivering network services
to support diverse user applications.

The SDP serves as a middleware between upper layer usecajpis and the underlying network
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infrastructure consisting of heterogeneous domains. Kayponents of the SDP include a service
interface and the modules for service management, senim®wery, and service orchestration. The
SDN controller of each network domain is responsible to hband update an abstract model of the
domain service capability at the service management modiie service interface allows upper layer
user applications to specify their requests for end-to-eetivork services. Upon receiving a service
request from an end user, the service discovery module lesatbe service registry maintained by the
service management module to discover a network serviceéamting the request. If no single network
service provided by any individual domain can meet the requént, the orchestration module will search
for a service chain of multiple network services and oralastthem for end-to-end service delivery.
Then the service management module will send requests t8e controllers of all domains involved
in service delivery for this user to allocate sufficient baidth for meeting user QoS requirement. In
addition to these key components, the SDP may also perfonme ghobal network management functions,
for example user authentication, service request auttiziz, end-to-end path computation, and traffic
engineering.

The proposed SDP framework combines advantages of NaaS RBNdf& improving end-to-end
service provisioning in the future Internet. The separatath/control planes and logically centralized
controlling enabled by SDN allows a global control mechaniver heterogeneous network infrastructure.
NaaS provides a high-level abstraction of autonomous n&ing systems and enables loose-coupling
collaboration among them. The proposed NaaS-based SDB affaniform platform upon which third
party service providers can develop and deploy new endwbretwork services to meet various ap-
plication requirements without knowing detailed implenagions of underlying network infrastructure.
Such a service delivery platform enables a new business Intodehich a service provider can lease
networking resources from various domains and orchedhateesources for end-to-end network service
provisioning. Such a business model is similar to the mogieCioud service provisioning, which allows
service providers to lease computing resources from imfresire providers for offering Cloud services
to end users.

The proposed SDP also offers a promising approach towaetdteti management of networking and
computing resources (such as CPU capacity and storage ispalmids) to enable converged network and
Cloud service provisioning in a Software Defined Environtnénsuch an environment, both networking
and computing resources can be abstracted as servicesldyifig a uniform SOA-based mechanism,
and then can be orchestrated to form composite networkelCéauvices to end users. The NaaS-based

SDP also supports incremental SDN deployment in the Inteidetwork domains implemented with
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non-SDN technologies can also be exposed as network seridgcthe SDP, as long as they realize a
NaaS interface for network abstraction, and then can behiedoin end-to-end service delivery with
SDN domains through service orchestration provided by the.S

Another important advantage of the proposed SDP is to mdliz benefit of logically centralized
control promised by the SDN paradigm in large scale multrdm networking environments. Such
a centralized control with a global network view is partanly important for achieving end-to-end
service delivery with QoS guarantee in the Internet coimgjsif various autonomous systems. Due to the
heterogeneity of network protocols and technologies iseélsystems, exposure of networking capabilities
to a central control unit without appropriate abstractioouldl lead to unmanageable complexity. The
high-level abstraction enabled by the SDP addresses thesdiy challenge; thus making centralized
control for end-to-end QoS provisioning possible.

The presented framework gives functional architectureafeervice delivery platform for inter-domain
SDN, which may be realized with various implementationsalidimg technologies are required for
implementing key functions in two categories: i) internalduales of the SDP, mainly including the service
management, discovery, and orchestration modules; arnat@dfaces for the SDP to interact with user
applications and network domains, including the serviterface and the network abstraction interface.
Recent research on NaaS has yielded various technologiestiwork service description, discovery, and
composition. A summary of these technologies can be founkersurvey paper [29]. These technologies
form the foundation for implementing the key modules in th#PSStandard interfaces for network and
service abstractions form the other key aspect for regigie SDP. From an end user’s perspective, the
SDP plays the role of a service broker in the SOA architecthierefore standard Web Service interfaces
between service consumers and a service broker can be dppliealize the service interface between
the SDP and the upper layer user applications. The netwastaation interface between the SDP and
various network domains is essentially a SDN northboundriate. RESTful Web Service has been
widely adopted for implementing a northbound interface NS Application Layer Traffic Optimization
(ALTO) [B80Q] and Interface to Routing System (12RS) [31], & RESTful compatible protocols based
on which a network abstraction interface may be realized.

A key for the NaaS-based SDP to achieve end-to-end servioseigdewith QoS guarantee in a multi-
domain SDN environment is to discover, select, and orcatsthe appropriate network services with
sufficient service capabilities that meet the performamcgiirements specified by end users. In order to
achieve this objective, each network domain should protli@eSDP with a high-level abstraction of its

service capability information. In addition, the SDP shibbk able to determine the minimum service
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capacity required for achieving end-to-end QoS guaraitteerefore, an abstract model of network service
capabilities and a method for determining required sercagacity are two key enabling technologies

for the proposed SDP, which are the focus of study for the akstis article.

IV. HIGH-LEVEL ABSTRACTION MODEL FORNETWORK SERVICE CAPABILITY

The SDP needs information about service capabilities oivoit domains in order to achieve end-
to-end QoS provisioning. On the other hand, NaaS-basedonetabstraction requires hiding detailed
information of network infrastructure. To balance the ciatifig requirements from these two aspects,
in this section we propose a high-level abstraction modeiativork service capabilities, which allows
SDN domain controllers to provide the SDP with necessargrination without exposing details of
network infrastructure. Such a model should meet the faligwequirements in order to support end-
to-end Qo0S provisioning in a large scale multi-domain SDNiremment: i) providing a high-level
abstraction of topology and states of underlying netwofkastructure, ii) presenting information about
network capabilities required by the SDP for end-to-end @Qafisioning, iii) being agnostic to network
implementations thus applicable to heterogeneous netdonkains, and iv) being extendable to model

capabilities of composite network services for inter-donwservice delivery.

A. Abstraction Model for Single Network Service Capability

We first consider modeling capabilities of single networkvems that virtualize the networking
functionalities of individual network domains. In genertlde service capability information about an
individual network domain needed by the SDP for end-to-em® @rovisioning can be described at a
high level from the following two aspectsirtual connectiongprovided by the network service among
the border nodes of the domain, aodpacity of data transportation on each virtual connection. From
a service provisioning perspective, topology of a netwookndin may be abstracted as a full mesh of
virtual connections between any pair of border nodes of tain. The SDP just needs to know if a
network service provides a virtual connection from an isgreode to an egress node, and if so how
much data transport capacity is available on the virtuaheation. The actual path between the nodes
is determined by the SDN controller in that domain, which kaswledge of the physical topology and
network states of the entire network domain.

Therefore, for a network service that virtualizes a domaith w border nodes, a high-level abstraction
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of its service capability can be modeled by a matrix

C1,1 C1.2 Cl,n
C21 (€22 C2.n

C= 1)
Cn,1 Cn2 Cn,n

and each matrix element ; is defined as

P;; the network service provides a virtual connection from node node;
CZJ =

0 otherwise
where?; ; is called thecapacity profilefor the virtual connection from nodeto nodej, whose definition
will be given later in this subsection. Each non-zero elemgnin the matrixC indicates existence of

a virtual connection from nodé to node; and also describes the transport capacity available on the

connection.
service discovery and orchestration Service
- Delivery
network service management Platform
X AN
matrix C1 7 S\ [mnatrix C2
nty.. 7 service capability
PPty = N .. abstraction models
S’ Ch Cis g
Control
Plane
Data
Plane

Fig. 2. Abstraction of topology connectivity and transpoapacity of network services

As illustrated by the example shown in Hig. 2, physical togglof reach network domain is abstracted
as a full mesh of virtual connections among border nodesefldmain. Service capability information of
the domain is described by a matix presenting a set of virtual connections and the associaigaody

profiles. Each SDN controller publishes the mat€xof its domain to the SDP service management
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module via the NaaS interface. Such a matrix exposes cétyabfbormation of a network service to its
potential users while keeping its implementation transpiato the users. Such a high-level abstraction of
network domain internal topology and states is necessarnadhieving scalability in disseminating,
updating, and inquiring such information in a large scalierilomain SDN environment; therefore
meeting the requirement i) for an abstraction model.

In order to meet the requirement ii) for providing infornmatineeded for QoS provisioning, a profile
P;,; is used as the value of each non-zero elemgntof matrix C. This profile describes the capacity
that can be guaranteed by the network service for data toaiagion from node to nodej. Due to the
wide variety of networking technologies employed in hegemoeous network domains, such a capacity
profile must be independent to network implementations dreoto meet the requirement iii). In addition,
the profile should also be in a form that can be easily extetdatbéscribe the capacity of end-to-end
service delivery across multiple domains; thus meeting¢giirement iv). In order to develop a service
capacity profile that meets all the above requirements, wa@ntheservice curveoncept fromnetwork
calculustheory [32]. The service curve in network calculus is defiasdollows.

Let R(t) and R*(t) respectively be the accumulated amount of traffic that esrat and departs from
a system by time. Given a non-negative, non-decreasing functist,), whereS(0) = 0, we say that

the system guaranteesarvice curveS(-) for the flow, if for anyt > 0 in the busy period of the system,
R*(t) > R(t) ® S(t) 2

where® denotes the convolution operator definedidd ® =(t) = infs.o<s<¢ {h(t — s) + z(s)}.

Essentially a service curve of a networking system deseribbe minimum amount of service capacity
guaranteed by the system. In our network abstraction mageemploy the service curve guaranteed by
the network service for the virtual connection from nade node; as the capacity profil@; ;. Since a
service curve is a general function for describing netwenlvise capacity, it is independent with network
implementations thus applicable to model service capasilof heterogeneous network domains.

In order to limit the overheads between domain controllers tae SDP for publishing and updating
matrix C, it is desirable to present a capacity profile with a simpleaddructure. Toward this end we
define aLatency-Rateapacity profile as follows. If a network service guaranteedrtual connection a

service curve
5(7'7 0) = max{(), T(t - 9)} (3)

then we say that the virtual connection hatatency-RatgLR) profile, wheref andr are respectively

called thelatencyandrate parameters of the profile. AR profile can serve as the capacity model for
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virtual connections provided by typical network domainsokder to achieve end-to-end QoS guarantee,
the SDP requires each network domain involved in serviceegl to provide a minimum bandwidth.
Such a minimum bandwidth guarantee is described by the ratemeterr in the LR profile. Data
transportation in a network domain experiences a fixed déday is independent with traffic queuing
behavior, for example signal propagation delay, link traission delay, switch process delay, etc. The
latency parametef of the LR profile is to characterize this part of fixed delay.

Please be advised that although the capacity profile is imgi¢ation agnostic, the profile for each
virtual connection provided by a network domain is conseddy the SDN controller in the domain;
therefore profile parameters are related to the implementaind control / management policies of the
domain. For example, the physical path for a virtual conpadrom nodei to nodej is established by
the SDN controller following the path computing policy ofetldomain. Then the available bandwidth
on this path will be the service rate parametgy in the capacity profileP; ;. If there exists multiple
physical paths from to 5 and the domain policy allows parallel data delivery; thea dontroller may
aggregate the available bandwidth on all the paths to gesehéce rate parameter ;.

For a typical network domain where transport capacity ofuintial connection from any nodéeto
any nodej can be modeled by &R profile 5(r; ;,6; ;), the matrix element; ; can be presented by a
simple data structure with two parameters;, 6; ;|. The abstraction model provides the key information
of service capability needed by the SDP for QoS provisionisigg a small set of parameters. Therefore
LR capacity profile reduces the communication overheads leetdemain controllers and the SDP for

publishing and updating service capability informatidmjg improving system scalability.

B. Abstraction Model for Composite Network Service Cayitgbil

To achieve service delivery across network domains, the 8i@Restrates multiple network services
to form a composite network service that provides an engb-virtual connection. Therefore the SDP
also requires a model for abstracting end-to-end capiaBilitf composite network services. The proposed
capability model for single network services can be extdrfde supporting network service composition.

Known from network calculus, the service curve guarantegdtseries of tandem servers can be
obtained through the convolution of all the service curvaargnteed by individual servers. Since the
capacity profile of a virtual connection is essentially avimr curve of the connection, the capacity
profile of an end-to-end virtual connection traversing fiplét domains can be determined by following
the convolution theorem in network calculus. Suppose thecgonodei and the destination nodgare

in different domains, and the orchestration module seleai®mains, which are abstracted by network
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Fig. 3. Capacity profile for a virtual connection provided dygomposite network service

servicesSg, k= 1,2,--- ,n respectively, to form a composite service for providing @ual connection
from i to j, as shown in Fig.]3. The connection frao ;j consists ofn virtual links, each is provided
by a single network service. Suppose the capacity profiléHervirtual link provided by servicé&), is
P, and the capability profile for the end-to-end virtual coctien is denoted a$., then’P. can be
determined as

Pe=P1QPa- Q@ Py. (4)

If each network serviceS,, guarantees &R profile 5(ry,0) for its virtual link, then it can be proved
by following convolution theorem in network calculus thapeacity profile for the end-to-end virtual

connection is

Pe = 5(T87 98) = 5(T1791) @ 7®5(TTL>9H) (5)

wherer, = min {ry,r9, -+ ,r,} andf. = > }_, 0.

Equation [(b) implies that if the service capacity of eacl lof an end-to-end virtual connection can
be described by &R profile, then capacity of the virtual connection provideda@gomposite network
service can also be modeled by R profile. The latency parameter of the end-to-émiprofile is equal
to the summation of latency parameters of all links and thé-terend service rate is limited by the
bottleneck link with the least service rate value.

The proposed MatrixC and capacity profile provide a general abstraction moddl ¢ha be used
by SDN controllers in all network domains to publish servaapability information of their network
infrastructure at the SDP service management module. daiioin and updating of the model could be
implemented based on some available protocols, for exampfdication Layer Traffic Optimization
(ALTO) [B0]. Each SDN domain controller can implement an A Berver that regularly disseminates a

network-map and a cost-map to the SDP service managementlenadhich can act as an ALTO client.
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Matrix C and the associated capacity profiles can be presented agvark@bap together with a cost-

map. The service management module then combines the tketmaps and cost-maps of all domains
into a global network view that can be used by the serviceasithtion module for end-to-end service
provisioning. ALTO supports RESTful Web service interfdmtween servers and clients; thus supporting

NaaS-based network abstraction interface between the SBFSBN domain controllers.

V. RESOURCEALLOCATION FOR END-TO-END QOS PROVISIONING IN SDN

End-to-end QoS provisioning in a multi-domain SDN envir@mnrequires allocation of sufficient
networking resources in all the domains that are involveskivice delivery for meeting user requirements.
In the proposed SDP framework each domain is abstracted etsvank service through a Naas interface.
Therefore, selecting and orchestrating the appropriate/ark services with sufficient data transport
capacity for end-to-end service delivery is a key to QoS sioning. The abstraction model developed in
last section allows each domain to provide information alitsiservice capability to the SDP, which forms
the basis for network service selection and orchestraion.supporting QoS for an end user, the SDP
also needs to determine the amount of service capacityrezhjfiar meeting user performance requirement
and assures that such capacity be allocated in each invole®drk domain. On the other hand, the
SDP wants to minimize bandwidth consumption for each userrder to improve resource utilization in
network infrastructure. Therefore, a method for deterngrthe minimum amount of service capacity for
meeting the end-to-end performance requirement specifieal User is an important technology needed

by the SDP for QoS provisioning, which will be developed iistkection.

A. Service Demand Profile

End users need to provide SDP with information about thetwarking demand in order for the
SDP to select appropriate network services and determimgirezl service capacity for meeting user
requirements. In order to allow the wide variety of user aapions to specify their diverse networking
demands, we define a general demand préf{€’, ), L£}. In this profile, element’ gives the connectivity
requirement, which can be specified by the addresses of s@mdt destination for data transportation
required by the application. The elementin the profile is to specify QoS expectation for the service,
which comprises a set of performance parameters such asakiemom delay and/or minimum throughput
for data transportation. Since traffic flows with differeoadl characteristics will require different amounts
of service capacity for achieving a certain level of perfanoe, we include a load descriptdrin the

demand profile to characterize the traffic that a user agjicavill load the network service. Considering
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the various user applications with diverse load charattesi, such a load descriptor must be general to
support different types of traffic flows; while on the othenae concise enough to be processed easily.
The arrival curve concept in network calculus is employed here to develop &mgdifoad descriptor that
meets such requirements.

Let R(t) denote the accumulated amount of traffic arrives from a flowirbg ¢. Given a non-decreasing,

non-negative function{(-), the flow is said to have an arrival cung.) if
R(t)—R(s) < L(t—s) Y0O<s<t. (6)

The arrival curve gives an upper bound for the amount of trdiffat a user application can load a service
delivery system; therefore is employed here as the loadrigéscin a service demand profile. Since such
a descriptor is defined as a general function of time, it candesl to describe the traffic load generated
by any user application.

Currently most QoS-capable networks apply traffic regotatnechanisms at network boundaries to
shape arrival traffic from end users. The traffic regulatossttcommonly used in practice are leaky

buckets. A traffic flow constrained by a leaky bucket has a |oadile
L(p,p,0) = min {pt,o + pt} ()

wherep, p, ando are called respectively the peak rate, the sustained nadeth& burst size of the flow.
Flow-based data forwarding in SDN data plane allows per-flafiic regulation to be implemented easily
at entry switches. Each user can specify its traffic loadgusirdescriptor withp, p, ando parameters,
which may be enforced by a leaky bucket shaper at the SDN lswitere user traffic enters the network.
Therefore, it is reasonable to assume the availability &faky bucket load descriptor for the traffic flow

of each user.

B. Minimum Capacity in Network Service for QoS Guarantee

Upon receiving the demand profile that a user submits withséissice request, the SDP needs to
determine the minimum service capacity required on a vidoanection for meeting the QoS expectation,
which is the basis for network service selection and orchtsh. In this subsection, we develop a
technigue for SDP to determine the minimum service capdaityneeting a given QoS requirement. We
focus our analysis on the maximum delay and minimum througlas performance parameters since
they are required by most user applications with QoS exftienta

We first consider the case that a user application only regire minimum throughpdf.., as its QoS

expectation; i.e.) = {7, }. Since throughput is the only QoS requirement, the minimapacityC,,;,,
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required on a virtual connection for supporting this uset jueeds to bd,.,; that is,Cin = Treq. The
capacity profileP of a virtual connection essentially gives a lower bound ef tlapacity that a network
service guarantees to the connection. Following netwoldubas the minimum capacity available on the

virtual connection can be determined as

Therefore this virtual connection meets the user’s requinet if b,,,;,, > Treq.
Suppose data transport capacity of a virtual connectionbeamodeled by d_.R profile, i.e.,P =
B(r,0), then

bnin = tlim [r(t—0)]/t = 9

o0
If the virtual connection traverses domains, then the end-to-end connection consists wiftual links
each modeled by a profilg(r;,6;), i = 1,2,--- ,n. According to [b) and[{9), the end-to-end transport
capacityb,,;, = r. = min{ry,ro,--- ,r, }. Therefore the virtual connection meets the user’s thrpugh
requirement ifr. > 7,.,. Since throughput is the only QoS requirement, the minimapacity C,,;,
required on a virtual connection just needs toMg;; that is,Crin = Treq-

Then we analyze the case that a user application only rexgthi'emaximum service delay,., as its
QoS expectation; i.eQ) = {D,.,}. Consider a virtual connection selected for serving a uppli@ation,
suppose the capacity profile of the connectio®ignd the traffic flow of this user has a load descriptor
L, then network calculus shows that the maximum service dgleyranteed by the connection to this
traffic flow is

gz = sup {inf {6 : 6 >0 L(t) <P(t+)}}. (10)
t:t>0

In order to determine the minimum service capacity;, for meeting the requiremet,,,, < D,q,
we apply theeffective bandwidthconcept in network calculus here. Considering a traffic floithva
cumulative arrival proces®(t) constrained by an arrival curvé(t); for a fixed, but arbitrary delay
requirementD,..,, the effective bandwidtiR.(D,.,) of the flow is defined as the minimum service rate

required to serve the flow witd,,., < D,.,. Therefore, the effective bandwidth for the flow can be

Re(Dreq) = sup {M}:i‘ﬂg{&} (11)

o<to<t Lt —1to+ Dreq s+ Dreq

obtained as

If the maximum delay is the only QoS expectation of a usen the minimum service capacity required

by the user is the effective bandwidth of its traffic flow; th&tC,,i, = Re(Dreq)-
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Suppose a traffic flow having a leaky-bucket load descrigtar, p, o) is served by a virtual connection
with a LR capacity profileg = (r, 6), then following [(10) and[{11) the effective bandwidth for etiag

a delay requiremenb,.., can be determined as

1% Dreq > Dma:p
Re(Dreq) = § po/[(Dreqg = 0)(p — p) + 0] Dimin < Dreg < Dimaa (12)
not available Dyeq < Dmin

whereD,,,;, = 0 and D4, = 0 + o /p.

Equation [[1R) shows that if the expected delay upper-bosimpldater than a threshold,, .., then the
required service capacity is equal to the sustained gaiethe arrival traffic. Actually service capacity
on a virtual connection should be no less than the susta@edaf a flow in order for the connection
to guarantee any upper bounded service delay for the flowh®mwther hand, no delay expectation that
is tighter thanD,,,;,, can be met by a virtual connection with finite service cagadihis is because the
underlying network infrastructure always introduces atairramount of latency for data delivery due
to its physical properties. For any expected delay uppentdcaetweenD,,,;,, and D,,,.., the required
minimum service capacity is a function of traffic parameters, o), the latency parametét, and the
delay requiremenD,.,.

For an end user that has both minimum throughpuf and maximum delagp,., as QoS expectation,
the minimum service capacity that must be available on aalitonnection for providing QoS guarantee
to the user will beC,,;r, = max{Treq; Re(Dreq)}-

C. Network Service Selection and Orchestration for Ené&ta- QoS Provisioning

The technique for determining the minimum required sere@pacity can be employed by the SDP to
perform network service selection and orchestration ftniexing end-to-end QoS guarantee. A general
procedure of network service selection/orchestratiofiistrated in Fig[4.

The SDN controller in each network domain is responsiblepigrlishing the service capability model
(the matrix C) of its domain at the SDP service management module. (stap Hid. [4). When an
end user requests a network service from the SDP it submitsreand profileD{C, @, L} through the
service interface (step 2). The demand profile incudes aemdimity elementC' specifying the source
and destination addresses d), the Q element giving QoS requiremen?s,., and/orD,.,, and a load
descriptorL for the user’s traffic flow. On receiving the request with tieerénd profile, the SDP service

discovery module inquires the service management moduleht capability models of all available
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network services. Connectivity and capacity informatidrsingle network services is first examined by
the service discovery module to find a network service thatmavide a virtual connection frors to

d with sufficient capacityC,,;, for meeting QoS expectation (step 3). If a network servicéoisnd,
the service management module will inform the SDN contrdlethe corresponding network domain
for establishing a physical path and allocating bandwidtihetwork infrastructure (step 5). If no single
network service can meet the requirements specified by theané profile, the service orchestration
module will search a chain of network services that can pi®w virtual connection from to d across
multiple domains (step 4). The orchestration module ddtessthe minimum capacit{,,;, required
on the end-to-end virtual connection and only orchestragd®ork services with sufficient capacity for
end-to-end service delivery. If such a service chain is thuhe service management module will contact
the SDN controller of each network domain involved in thisvéee chain for establishing the physical

path and allocating bandwidth in that domain (step 5).

end user
application

(2)|demand profile
v

| service interface |

2

network service |, .| network service

———

: discovery orchestration

B ¥ ¥ @

: network service management | ;
\ L& /

(5) path

(1%232158 establishment|
network network
service 1 y service n
NaaS abstraction NaaS abstraction
SDN domain SDN domain
controller-1 controller-n

network network
infrastructure infrastructure
---Netwark Domain_1...__ --.Netwark Domain.o.___

Fig. 4. Network service selection and orchestration for-endnd QoS provisioning

The proposed SDP plays the role of a service broker for atmeend users’ service requests, selecting
appropriate network services for meeting users’ requirgsy@nd orchestrating multiple network services

for inter-domain service delivery. Therefore, the SDP affe platform that allows third party providers to
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offer end-to-end network services by utilizing the sersipeovided by infrastructure providers (who oper-
ate individual network domains). The SDP and domain coei®representing infrastructure providers)
establish a certain form of service contracts, which spebié service capabilities that the SDP expects
from underlying network domains for supporting each virtt@nnection provided by the domains. The
minimum service capacity that a domain must provide for augirconnection, which can be determined
by the technique developed in last subsection, is an impbitam included in the service contract for
achieving QoS guarantee.

A centralized platform for service provisioning in a largeake networking environment may raise
concerns about scalability issues. Interactions betweerSDP and domain controllers cause overheads
and delay that may limit scalability of the SDP for servicenmgement. NaaS-based network abstraction
significantly simplifies information exchange between tigNSand domain controllers. The high-level
abstraction model developed in this paper allows domairiralbers to publish their service capability
information with a relatively simple data structure; thuslucing overheads for network information
exposure. Network service orchestration performed at hlé Searches available end-to-end paths based
on a highly aggregated global virtual network topologyréiere does not need information dissemination
among domain controllers as required by traditional disteéd mechanisms for inter-domain routing. In
order to establish paths for service delivery the SDP justsdo inform each domain controller about
the required connectivity and capacity information. Sucforimation can be described in a small set
of parameters (the pair of source-destination border néates virtual link and the minimum available
bandwidth required on the virtual link); therefore limgirthe control overheads between the SDP and
domain controllers.

Please be noted that the proposed SDP framework is a logicatitralized platform that may be
realized by various implementations, which may have aitigied physical structure. The scalability
issues associated with SDP-based service managemens shioeof similarity with the scalability of
a centralized SDN controller controlling multiple switch a large scale network; therefore could be
addressed by applying similar technical ideas. Althoughaadugh analysis on scalability of a NaaS-
based SDP is an interesting and important problem, it is btiteoscope of this paper and will be studied

in our future work.

D. Bandwidth Utilization for End-to-End QoS Provisioning

The proposed SDP enables logically centralized serviceesalirce management with a global network

view for end-to-end QoS provisioning in a multi-domain SDiNieonment. Without such a SDP, the SDN
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controller in each domain provides a central control poiritdnly within the scope of a single domain. No
controller can obtain a purview of the entire path for seswdelivery across multiple domains; therefore,
end-to-end QoS provisioning needs to be offered based omahuabllaboration between controllers
in neighbor domains. With such a per-domain QoS mechanisen,ehd-to-end delay requirement is
partitioned to a set of delay budgets, one for each domaivhiad in service delivery. Each domain has
to determine and allocate sufficient amount of bandwidthsiown network infrastructure to guarantee its
delay budget. With the proposed SDP, an end-to-end virtatl with QoS guarantee can be established
through network service orchestration based on a globalarktview. The SDP determines the required
service capacity on the path by viewing the entire path ask&longs to one end-to-end virtual domain
abstracted by a composite network service. The SDN coetsoih all the domains passed by the virtual
path are required to allocate the same amount of effectineli@th on the path, which is determined
by the SDP. In this subsection, we study bandwidth utilatof the end-to-end QoS scheme enabled
by the SDP and compare it with that of the per-domain QoS sehsitnout a SDP.

We consider a service delivery scenario in which a virtudhpgeaverses: domains abstracted respec-
tively by network servicess;, i = 1,2,--- ,n, as shown in Fig.13. Denotes the virtual link provided by
servicesS; asl;, and assume that the capacity profild,06 a LR profile P; = 5(r;, 0;), then the capacity
profile of the end-to-end virtual path 8. = 3(r., 0.), wherer, = min{ry,--- ,r,} andf. = 3" , 0;.
Suppose the load descriptor for the traffic flowdsp, p, o) and the expected end-to-end delay upper
bound isDy,,, then with the end-to-end QoS mechanism enabled by the $iBRftective bandwidth
that must be allocated to the virtual path for guarantediig, can be determined by equatidn12) as

pU
R.(DE,) = D¢
Dred) = e o) —py o

where D¢ . = 6. and D¢, = 0. + o/p. This is the amount of bandwidth that the SDP requests each

< De_ <D ) (13)

min — ~“req — —mazx

domain controller to allocate for the virtual link providég the domain.

Now we consider the case in which the per-domain QoS meatawithout a central SDP allocates
effective bandwidth on a path passing the same set @dmains for meeting the same end-to-end delay
requirement. Suppose the total delay requirement is joa@itl ton. delay budgeTDfleq, 1=1,2,---,n,

one for each domain, then in the i-th domain the effectivedibadth that must be allocated on its virtual

link {; for meeting its delay budget will be

Ri D:"e = i D:mn < D:‘e < D;na:v (14)
Wre) = Br =00 —p v o | 2 = Drnce)

whereD! . =0, and D}, .. = 0; +c/p.

max
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Both R. andR; are the required amounts of bandwidth that need to be adlddat the domainS;
for meeting the same delay requirement, but the former iaioét by the SDP with a global network
view while the latter is obtained by the local SDN controliera single domain. To compare bandwidth
utilization achieved by these two service management sekewe defined/ as the ratio between these
two effective bandwidth values; that is,

— Ri(Df‘eq) _ (Dgeq - 98)(17 - P) +o0o
u= /R’E(D?eq) B (D}'”eq_ei)(p_P)—FO" (15)

An observation we can have from _(15) is tliat= 1 whenp = p. This implies that for a constant

rate traffic flow = p) the end-to-end allocation scheme enabled by the SDP hasathe level of
bandwidth utilization as per-domain allocation does. T$isecause the effective bandwidth for a constant
rate flow just needs to be the peak/sustained rate of the fiosv,eatra bandwidth allocation does not
help improving delay performance; that®.(D¢,,) = Ri(D}.,) = p = p.

We focus our analysis on the case of variable rate traffic flowsp > p. We defineAd, = D e

req
as an indicator to reflect how tight the end-to-end delay etgtion is compared to the latency parameter
of the service delivery path, which is the minimum delay tbah be achieved on the path. A larger
Ad. value implies a relatively looser delay expectation. Santyl Ad; = Dﬁleq — 0, reflects the relative
tightness of the delay budget for a single network donsairEquation[(15) shows that ikd; > Ad, then
U < 1; otherwiseld > 1. This implies that if the delay budget for a single networkn@din, compared to
the latency of the virtual link in this domain, is relativdyoser than the delay expectation for end-to-end
service delivery, then the per-domain allocation schemg ataually require less amount of bandwidth
than what is required by the SDP. However, given an end-tbeetay bound requirement, a loose delay
budget for one network domain means tighter delay budgets tore bandwidth consumption in other
domains. Autonomous domains in the Internet are unlikelgdorifice their own bandwidth resources
for other domains’ benefits.

Therefore we analyze a case that the end-to-end delay esgeitt is equally partitioned among all
domains and assume the virtual links in all domains have antichl latency property; that isz)};eq =d
andf; = 0 fori=1,2,--- ,n. ThenD¢,, = > D} = nd, and from[5) we havé, = """ | 0; = nf.

Therefore,
po ; po
Re(Dy.,) = andR;(D;.,) = . 16
Pred) = @= 0= py v o Rl = G- v o (10)

Then bandwidth ratio is

Ri(Dieg) n(d—0)(p—p)+o (n—1)(d—0)(p—p)
Re(Diy) B p)to @0 p) it a7

U=

April 20, 2015 DRAFT



24

Since we are considering variable rate flows>( p) and the delay budget assigned to a network domain
must be larger than the latency property of its network stiacture ¢ > ), (I7) shows that the
bandwidth ratia/ > 1 for end-to-end service delivery across domains>(2).

Equation[(I2) also gives a special case for loose delay exia, that is,R.(Dy,,) = p whenDy,, >

D¢, = 0c + o /p. Similarly for per-domain allocatio®;(D:,,) = p whenD!,, > D! =0, + c/p.

req req

Considering the above case in whi¢l,, = d = D, /n andf; = 6 for i = 1,2,--- ,n, then
D¢ ; ,
Zmar _gy T opi—9+ 2 ifn>2 (18)
n np p

Inequality [18) implies that for an end-to-end delay expgon that is looser than the maximum threshold;

i.e., D¢, > D¢

req max?

the effective bandwidth determined by the SDP will Bg(Dy,,) = p. However,
when dividing this delay expectation equally to obtaimelay budgets, one for each single domain, the

obtained D}, might be tighter than the maximum delay threshold of its donia’,,,; therefore the

ax’
local controller may allocate more bandwidth; i®(D;.,) > p in each domain.

The above analysis shows that in order to achieve the samkdéwdelay performance guarantee in
the considered scenarios, the per-domain QoS mechanissum@s more bandwidth in each individual
network domain than the effective bandwidth determined iy $DP. This result indicates that the
proposed SDP may not only simplify service management lsd aehhance bandwidth utilization for

end-to-end QoS provisioning in a multi-domain SDN envir@mt

VI. NUMERICAL RESULTS

Numerical results are given in this section to illustratelagation of the developed techniques and
obtained insights. We considered a networking scenario hiclwthe SDP orchestrates the network
services of three domains to provide an end-to-end virtagh por QoS provisioning. The path has been
used to transport data for two applications, whose traffizdlodenoted ag; and f, respectively, are
characterized by the following parameters: peak fate- 60 Mbps, sustained rate; = 1.5 Mbps, and
burst sizes; = 1.04 Mbits for f;; and peak rat@, = 15 Mbps, sustained rate, = 1.5 Mbps, and burst
sizeos = 9.54 Mbits for f,. These parameters are derived from traffic analysis regppamt{83] and [34].
We assume that virtual links provided by all domains for thd-&-end path have BR capacity profile.

Bandwidth allocation for achieving end-to-end delay perfance guarantee is first analyzed. The
amounts of effective bandwidth that the SDP must request ftach domain to guarantee a set of delay
requirements are determined and plotted in Eig. 5, wheex®fe bandwidth forf; and f, are denoted

asR! andR? respectively. From this figure we can see that the requiresuats of bandwidth for both
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Fig. 5. Effective bandwidth for end-to-end delay guararfteeflows f; and f».

flows increase when the delay requirement value decreabesnieans that more service capacity must
be acquired by the SDP from the underlying network domainsrder to provide a tighter end-to-end
service delay guarantee.

Comparing the bandwidth curves in Fig. 5 shows tRatis greater tharR! for all delay requirements;
that is, different amounts of bandwidth are required by ¢hwgo flows for achieving the same delay
performance on the same virtual path. This means that etebaindwidth is impacted by traffic load
parameters as well as the delay requirement; thus veriffiagnecessity of including a load descriptor
in a service demand profile in order for the SDP to achieve Qa8antee. From Fid.] 5 we can also
see that thék? curve drops with increasing delay requirement value fast@n theR! curve does. This
implies that for flows with different traffic load parametetse same extent of improvement in delay
performance requires different amounts of increment ieatife bandwidth. Both the flows examined in
our experiments have the same sustained rate=( p;) but flow fo has greater burst size > o1).
Such an observation we obtained from Kif. 5 indicates thaptrameter, which gives the maximum
amount of traffic that an application can load on a virtualhpadntinuously with its peak rate, has a
strong impact on the required amount of bandwidth for adchgedelay guarantee.

One can also notice from Figl 5 that tie! curve becomes flat when the required delay bound is

greater than a threshold (90 ms in this particular exampleljewthe R? curve keeps dropping with
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Fig. 6. Comparison between effective bandwidth obtaine@my-to-end and per-domain allocation schemes for ffpw

increasing delay bound value. This is because effectivelwlth is equal to the sustained rate of a flow
when the required delay bound is looser than a thresholth@srsin equation[(I12R.(D,.,) = p when
Dyeq > Dipas. Also, the Dy, threshold for a flow varies with the load parameters of the .flowour
experiment flowf; reaches such a threshold at aro@dms where theR; curve becomes flat; while
fo2 does not reaches its threshold for all the delay bound vakssd in the experiment; therefore the
R? curve keeps dropping with increasing delay requirement.

In order to evaluate bandwidth utilization achieved by ti@PSwith a global network view for QoS
provisioning in a multi-domain SDN environment, we compdéne end-to-end bandwidth allocation
scheme performed by the SDP against the per-domain-basetiviziih allocation scheme discussed
in Subsection V-D. We assume that the virtual links in thee¢hnetwork domains have identiceR
capacity profiles and the end-to-end delay requirementvisleti equally as the delay budgets for the
three domains. We analyzed the amounts of effective baridwhdt will be determined by each individual
SDN controller for meeting the delay budget in its domaine Tbtained data for flowg; and f> are
plotted in Figs[b anf]7, in which the per-domain allocatiesuits forf; and f> are respectively denoted
asR) andR2.

Figs[6 and17 show that for a given flow, the amounts of effedti@ndwidth determined by the SDP with

an end-to-end allocation scheme and by individual SDN otletis with per-domain allocation are both
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Fig. 7. Comparison between effective bandwidth obtaine@my-to-end and per-domain allocation schemes for ffow

decreasing functions of the required delay bound. That aemvandwidth is required by both schemes
to achieve a tighter delay guarantee. Another importanéimasion one can obtain from Fidd. 6 did 7 is
that for both flows the SDP end-to-end allocation schemeyawaquires less amount of bandwidth than
what per-domain allocation does in order to provide the skewved of delay performance guarantee. The
data shown in Figd.16 arid 7 verify that the end-to-end banimatlocation enabled by the SDP with
a global network view can achieve higher bandwidth util@atcompared to the per-domain bandwidth
allocation scheme of the conventional inter-domain QoShaeism. This indicates that the SDP may
realize the potential advantage of SDN logically centedizontrol vision to improve resource utilization
for QoS provisioning in a multi-domain networking enviroent.

In order to examine the extent of improvement in bandwidilization introduced by the SDP, we
also analyzed bandwidth ratios for floyis and f», which are defined aid; = R./R! andif, = R2/R?
respectively. The obtained data are plotted in Fig. 8. Thyaré shows that the bandwidth ratios of
both flows are greater than 1; that is, end-to-end bandwiliticadion enabled by SDP achieves higher
bandwidth utilization for providing delay performance gastee. Comparison between the curve$/pf
andif, in Fig.[8 shows that the two flows have different bandwidtloratalues for achieving the same
delay requirement and, > U, for all the delay bounds tested in our experiments. This iesphat load

parameters of a traffic flow also have an impact on the exteithpfovement in bandwidth utilization
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Fig. 8. Bandwidth ratios for flowg; and f» for achieving different delay objectives.

introduced by the SDP to the flow.

We also noticed from Fid.]8 that botly andi/; increase with the required delay bound in most cases
except that{; drops when the delay requirement is greater than 80 ms. Tpdies that end-to-end
bandwidth allocation enabled by the SDP typically achiawese improvement in bandwidth utilization
for looser delay bounds than for tighter delay bounds. Theeption happens flowf; when the delay
bound is greater than the threshold (80 ms for in this expartinbeyond which end-to-end effective
bandwidth is equal to the sustained rate of the flow; thathis,[2,,,, beyond whichR.(D,.,) = p as
shown in [(I2). Since the sustained rate is the minimum effedtandwidth that the SDP must request
in each domain for achieving any delay bound guaranfg,stops decreasing for any looser delay
bound requirement (as shown by tiRed curve in Fig.[5); therefore will not further enhance bandid
utilization. We noticed that even in this calde is still well above 1; that is, end-to-end allocation saves
bandwidth than per-domain-based allocation.

In order to evaluate the influence of the number of passed entn improvement in bandwidth
utilization, the bandwidth ratios of the two flows for guateeing a delay bound @0 ms are tested with
different numbers of domains passed by the end-to-endaligath. The obtained results are plotted in
Fig.[3. This figure shows that both ratios increase with thenlmer of domains, which implies that the

more domains the virtual path traverses, the bigger is tfierehce between the amounts of effective
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Fig. 9. Bandwidth ratios for flowg; and f» passing different number of network domains.

bandwidth determined by the SDP and by individual domaintrediers. We can also see from this
figure that flowsf; and f2 have different bandwidth ratio values with the same numbedomains,
which reflects the influence of traffic load parameters on tedlvidth utilization improvement that can
be achieved by the SDP. Comparing the two ratio curves infifpise shows that their increasing speeds
with number of domains are quite different abig increases much larger th@n. This implies that the
number of domains involved in service delivery has a stromgpact on bandwidth utilization to flovf

then to flow f5, which again mainly due to the difference in the traffic loadfifes of these two flows.

VIl. CONCLUSIONS

In this paper we studied the problem of end-to-end servidigadg with QoS guarantee in the SDN-
based future Internet. The autonomous network domainsistoexin the Internet and the diverse user
applications deployed upon the Internet calls for a unif@envice Delivery Platform (SDP) that offers a
high-level network abstraction and enables inter-domallaboration for end-to-end service provisioning.
However, the currently available SDN technologies lacle@fffe mechanisms for supporting such a
platform. In order to address this important and challepgssue, in this paper we first presented a
SDP framework that employs the Network-as-a-Service (Naa8ciple to provide a high-level network

abstraction and enables inter-domain collaboration tjinoservice orchestration for end-to-end service
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delivery. Then we focused our study on two key technologiesetwork abstraction model and an end-
to-end resource allocation scheme, for the SDP to achie®&dparantee. We proposed a general abstract
model for characterizing the service capabilities offebgdheterogeneous network domains and apply
the model for abstracting end-to-end inter-domain netveankvices. Then we developed a technique that
can be used by the SDP to determine the minimum amount of hdtidihat must be allocated in each
network domain involved in service delivery for achievingdeto-end QoS guarantee. We also examined
bandwidth utilization of the SDP-based end-to-end resmativcation and compared it with per-domain-
based resource allocation. Both the analytical and numlergsults obtained in this paper indicate that
a SDP with the proposed network abstraction and resouroeadibn technologies not only simplifies
service and resource management in SDN but also enhancdwild#n utilization for end-to-end QoS
provisioning. Therefore, such a SDP framework offers a [gorg approach to fully realizing a key
benefit promised by the SDN paradigm — logically centralizedtrol for service provisioning to support

diverse user applications — in a large scale multi-domatwaoking environment.
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