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Abstract

In this paper, we address an interesting application of
computer vision technique, namely classification of Indian
Classical Dance (ICD). With the best of our knowledge, the
problem has not been addressed so far in computer vision
domain. To deal with this problem, we use a sparse rep-
resentation based dictionary learning technique. First, we
represent each frame of a dance video by a pose descrip-
tor based on histogram of oriented optical flow (HOOF), in
a hierarchical manner. The pose basis is learned using an
on-line dictionary learning technique. Finally each video is
represented sparsely as a dance descriptor by pooling pose
descriptor of all the frames. In this work, dance videos are
classified using support vector machine (SVM) with inter-
section kernel. Our contribution here are two folds. First,
to address dance classification as a new problem in com-
puter vision and second, to present a new action descriptor
to represent a dance video which overcomes the problem
of the “Bags-of-Words” model. We have tested our algo-
rithm on our own ICD dataset created from the videos col-
lected from YouTube. An accuracy of 86.67% is achieved on
this dataset. Since we have proposed a new action descrip-
tor too, we have tested our algorithm on well known KTH
dataset. The performance of the system is comparable to
the state-of-the-art.

1. Introduction

In recent years, the field of computer vision has seen
tremendous progress in classification problem. In this pa-
per, we address a new category classification problem in
computer vision domain which is a dance style classifica-
tion in particular and human activity recognition in gen-
eral. Here, we concentrate on Indian Classical Dance (ICD).
During the last two decades, people have tried to develop
different algorithms for human activity analysis [2, 22] for
wide applications in the area of surveillance, patient mon-
itoring and many more. Most of the works have been re-
ported on classifying human activity from videos. Recently
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researchers are trying to classify an activity from a single
image [29, 19, 30]. In the video based activity recognition,
people have tried with different human activities like walk-
ing, jogging, running, boxing, hand waving, hand clapping,
pointing, digging and carrying for a single actor [2, 12].
There are a few works on group activities also [10, 23].
With the best of our knowledge, no one has addressed the
dance classification problem so far at least in computer vi-
sion domain. Due to the increase in multimedia data ac-
cess through the internet, multimedia data specially video
data indexing becomes more and more important. Not only
in the retrieval but also for digitization of cultural heritage,
this can be an interesting problem. It can be used to analyze
a particular dance language. We believe that, in future this
will attract more interest of computer vision community.

The earliest civilizations discovered in the Indian sub-
continent are those of Mohenjo Daro and Harappa in the
Indus valley, and are dated about 6000 B.C. [20]. It would
appear that by that time dance had achieved a considerable
measure of discipline and it is likely, but not certain, that
it was connected with religion. In any case it must have
played some important role in the society, for one of the
finds at Mohenjo Daro was a beautiful little statuette of
dancing girl. Indian classical dance is one of the oldest
dance traditions associated with any of the world’s major
religions.

Indian classical dance is the gesture of all the body parts.
The analysis of various gesture in the ICD is truly remark-
able. Each class of dance has its own gesture. Depending on
the gesture of different body parts we can classify the dif-
ferent ICD. However, during dance performance due to oc-
clusion, it becomes difficult to capture all the gestures with
the help of existing technology. In this study, we consider a
high level feature representation of dance video exploiting
mainly motion information to handle the above dance clas-
sification problem. Here, we address three oldest Indian
dance classes namely Bharatnatyam, Kathak and Odissi.
Bharatnatyam is one of most popular ICD from southern
part of the India. Kathak and Odissi are from northern and
eastern part of India respectively.



In general ICD classification is a human activity clas-
sification problem. There are several attempts to recog-
nize the human activities from video [24, 2]. Aggarwal
et al. [2] classify the human activity recognition in two
classes namely, single-layered approach and hierarchical
approach. In single layer approach, activities are recog-
nized directly from videos, while in hierarchical approach,
an action is divided into sub-actions [8]. The action is
represented by classifying it into sub-actions. Wang et
al. [26] have used topic model to model the human activ-
ity. They represent a video by Bag-of-Wards representation.
Later, they have used a model which is popular in object
recognition community, called Hidden Conditional Random
Field (HCRF) [27]. They model human action by flexi-
ble constellation of parts conditioned on image observations
and learn the model parameters in max-margin framework
and named it max-margin hidden conditional random field
(MMHCREF).

Some researchers use space time features to classify the
human action. Blank er al. represent the human action as
three dimensional shapes included by the silhouettes in the
space-time volume [3]. They use space-time features such
as local space-time saliency, action dynamics, shape struc-
ture and orientation to classify the action. In [24], they
recognise human action based on space-time locally adap-
tive regression kernels and the matrix cosine similarity mea-
sure. Klaser ef al. localize the action in each frame by ob-
taining generic spatio temporal human tracks [9]. They have
used sliding window classifier to detect specific human ac-
tions.

Fengjun et al. model the human activity as a collection
of 2D synthetic human poses rendered from a wide range of
viewpoints [15]. For an input video sequence, they match
each frame with synthetic poses and track the same by
Viterbi algorithm. On the other hand, in a dance video, there
are lots of variations in poses. So, to model each dance pose
is largely an unexplored research area. In [23], they classi-
fied human activities into three categories: atomic action,
composite action, and interaction. They use context-free
grammar (CFG) to represent the complex human action.

Our contribution in this paper are in two folds. First, we
present ICD classification problem as a new application of
computer vision. Secondly, to solve this problem, we pro-
pose a new dance descriptor (or action descriptor). We build
a new dataset of ICD which may be helpful in computer vi-
sion research community for further research in this domain
and will be available soon. Rest of the paper is organized as
follows: Proposed methodology is described in section 2.
In section 3, we show the experimental results and finally,
section 4 concludes the paper.
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2. Proposed Methodology

In our method, we first represent each frame of a ICD
video using pose descriptor. An over-complete dictionary
is then learned from the visual words consisting of some
sequence of pose descriptors using a well known on-line
dictionary learning technique [17]. Based on the learned
dictionary, we sparsely represent each video words and fi-
nally build a sparse descriptor for dance. In the following
subsection, we discuss the pose descriptor.

2.1. Pose descriptor:

Motion information [7, 11, 14, 6] is one of the dominant
feature in human activity analysis from a video data. We
use motion and oriented gradient information to build a pose
descriptor of each frame [21]. To get a pose descriptor, we
calculate optical flow [OF] and the gradient [G], as shown
in Figure 1(a) and 1(b) respectively.

We combine these two vector fields to get the final mo-
tion matrix []_i] of the corresponding frame as follows:

[R] = [G] % [OF) (1)

where binary operation () represents the element wise mul-
— —
tiplication of G and OF . i.e.,

R, =G, x OF, (2
and
R, =G, x OF, 3)
Hence, R
6 = tan~1 (=Y 4
an (Rz) 4)

The above equation clearly explains that, the weighted
optical flow captures the information mostly at the outline
of the actor present in the video frame and not from back-
ground shown in Figure 1(c). We calculate the feature in a
hierarchical fashion. For that, the image (corresponding to
a video frame) is divided into 4! parts in [*" (I = 0,1,
layer. Angle histogram (calculated by Eq. 4) of each parts
is calculated in L bins. For [*" layer, we calculate the his-
togram of each parts and concatenate them to form a vector
of length (L x 4'). In each layer, we normalize the vec-
tor by L; norm. For the details, please go through [21].
For our experiment, we take the value of [ as 0, 1 and 2,
and L = 8. Finally, concatenate all the vectors of all lay-
ers and get a 168 = (8 + 4 x 8 + 16 x 8) dimensional
feature vector, which is the pose descriptor shown in Fig-
ure 2. For *" training dance video V; (i = 1 : M) having
the number of frames NV;, we get (N; — 1) pose descrip-
tors of each 168 dimension as f; 1, fi 2, ..... s fin,—1. We
learn an over-complete dictionary from the set of all pose
descriptors F'={f; j :4=1:M,j=1: N,} using online
dictionary learning method, discussed in the next section.



(a) (b) ©
Figure 1. (a): Optical Flow filed(OF’) (b): Gradient field(G)
Final motion filed((R))

||.|..| ol

JHL

.lu.l

‘j“’l e kas ".L.I m T ¥ T

Figure 2. Pose deacriptor: Calculation in each layer

After representing each frame of a video by a pose de-
scriptor our goal is to make a fixed length representative
vector that can summarizes the whole video so that we may
use a conventional SVM for classification task. This pro-
cess can often be broken down into two steps [4]: (1) a cod-
ing step, which performs a point-wise transformation of the
frame descriptors into a representation better adapted to the
task, and (2) a pooling step, which summarizes the coded
features over larger neighborhoods.

In this section, we mainly focus on the following steps:

1. Coding: Input mid-level pose feature descriptors are
locally transformed block-wise into some compact
representation. The code is typically a vector with bi-
nary (vector quantization) or continuous (HOG, sparse
coding) entries, obtained by decomposing the original
feature using some code-book, or dictionary.

. Temporal pooling: The codes associated with local
frame features are pooled over some image neighbor-
hood. The codes within each cell are summarized by
a single “semi-local” feature vector, common exam-
ples being the average of the codes (average pooling)
or their maximum (max pooling).

In this work, we propose a sparse representation of
spatio-temporal (space-time) visual word as the sequence of
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frames and a representing vector that summarizes a video by
building a temporal pyramid and max pooling on each cell.
Details are given below:

2.2. Learning Space-Temporal 3D dictionary (Cod-
ing)

Given a set of features described in the last section for
each frame of a video, we build a spatio-temporal dictio-
nary. As a video is represented by a sequence of frames, we
take subsequences of fixed size from the whole sequence of
frames and call it a “visual word”. We divide each video
into some overlapping subsequence of frames, i.e. concate-
nation of visual words. Then each video consists of some
visual words and total number of visual words in videos
are different as their sizes differ. We learn a dictionary on
those “visual words” that can represent any “visual words”
in a video by a single code. There are several existing
techniques to learn the dictionaries. Among them “Bag-of-
Words” is the most popular in this context. Yang et al. [28]
proposed a sparse coding technique to learn a dictionary
of SIFT features for object classification. Later Boureau et
al. [4] also described in detail the usefulness of sparse cod-
ing for generating a dictionary for classification. The con-
cept of “Bag-of-Words” was to quantize the feature space
into some hard-clusters and cluster centers were represented
as words. In sparse representation, the main concept is to
generate a dictionary from which a word can be generated
by a linear combination of few words from dictionary.

2.3. Summarizing a video by Pooling

Spatial pooling techniques are the most popular and well
studied techniques for image classification [13, 28]. In lin-
ear Spatial Pyramid Matching (SPM) technique, images are
divided into cells in hierarchical structure and on each cell
a linear pooling or a max pooling is used to summarize
the cells into a single representative vector. Being moti-
vated by the good experimental result [13, 28] of SPM and
through extensive study on [4], we build a temporal pyra-
mid on a video in a hierarchical manner. A max pooling is
done on each of the cells consisting of some visual words
represented by sparse codes. In [13], it is shown that for
pyramid matching kernel which is simply a weighted sum
of histogram intersections, we can use simply a single inter-
section kernel of concatenated responses of individual cells.

Let a video V is represented by a sequence of low-level
frame descriptors f; for 4" frame identified with their in-
dices j = 1,..., N — 1. Divide the whole sequence into
some overlapping subsequence of frames as shown in Fig-
ure 3. Frame descriptors of all the frames of each of the
subsequences are concatenated in order to represents a vi-
sual word. Then the whole video can be represented by a
sequence of visual words vf;,i = 1,...,N. We build a
temporal pyramid on top of the visual word sequence. Let
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Figure 3. Illustrates the architecture of our algorithm based on
Temporal Pyramid matching. The whole video sequence is di-
vided into overlapping visual words v f; Sparse coding measures
the responses of each local descriptor to the dictionary’s “visual
words”. These responses are pooled across different temporal lo-

cations over different temporal scales.

there be M cells/regions of interests on the video (e.g., the
15 =844+ 2 4 1 cells of a four-level temporal pyramid),
with AV,,, denoting the number of frames/indices within re-
gion m. Let f and g denote some coding and pooling op-
erators, respectively. The vector z representing the whole
video is obtained by sequentially coding, pooling over all
regions, and concatenating:

O‘i:f(vfi)7i:17"'a-/\/' (5)
hm :g({ai}iEN,u)?m: 17"'7M (6)
e =k by ] @

In the usual bag-of-features framework [13], f mini-
mizes the distance to a code-book, usually learned by an
unsupervised algorithm (e.g., K-means), and g computes
the average over the pooling region:

a; € {0,1}% a; ; = 1iff j = arg ]Icréijrg lvfi —dillz  (8)
1
hm = 7 a;  (9)
Vol 2

1€EN,

where d;, denotes the k-th codeword in the code-book.
Note that averaging and using uniform weighting is equiv-
alent (up to a constant multiplier) to using histograms with
weights inversely proportional to the area of the pooling re-
gions.
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Van Gemert et al. [25] have obtained improvements in
object classification by replacing hard quantization by soft
quantization:

_exp(=Blvfi — djll3

s exp(—Blvf; = di[13)
where (3 is a parameter that controls the softness of the soft
assignment (hard assignment is the limit when 3 — 00).
This amounts to coding as in the E-step of the expectation-
maximization algorithm to learn a Gaussian mixture model,
using codewords of the dictionary as centers.

Sparse coding [5, 16] uses a linear combination of a
small number of codewords to approximate the vf;. We
use an online dictionary learning algorithm [17] to generate
our code-book so that each visual word can be approximate
by a sparse combination of code-book words. We use the
idea of soft-assignment of target sample visual word with
the constrained that it can be approximated by linear com-
bination of a few visual words. Then we use max pooling
on each of the cells to get near-local responses.

(10)

Q5

o = argm;nL(oz,D) ~ ||lvfi — Da|)3 + Meallp (1)
hm,j = max g, forj=1,...,K (12)

where ||a||; denotes the Iy norm of a, A is a parameter that
controls the sparsity, and D is a dictionary trained by min-
imizing the average of L(c;, D) over all samples of visual
words in the training videos, alternatively over D and «.
We have used SPAMS software [1] to train the dictionary
and sparse representation of each visual words.

2.4. video descriptor

After pooling on each of the cells a pyramid matching
kernel is used. As described in detail in [13], it can be rep-
resented by the intersection kernel concatenating the indi-
vidual responses of each cell. So our case the summariza-
tion of a video or the video descriptor can be written as
VT = [nT,h,... h%,]. We use a one to one SVM with
intersection kernel to learn those video descriptors for clas-
sification task.

3. Experimental results

Since this is the first attempt to classify ICD in com-
puter vision domain, there is no standard dataset available
for evaluation. To test our algorithm, we have created a
dataset from the videos downloaded from YouTube video
library. Primarily, the dataset consists of the three oldest
and most popular ICDs, Bharatnatyam, Kathak and Odissi.
The dataset is manually labeled by dance experts. In our
dataset, each class contains 30 video clips with different
resolutions (max. 400 x 350). The maximum duration of a



Figure 4. Indian classical dances :(a): Bharatnatyam (b): Kathak
and (c): Odissi.

particular video clip is around 25 second. There is no com-
mon dancer between any two classes although within a class
some videos have the same dancer. Some sample frames of
each class are shown in Figure 4 for illustration. Most of
the video clips are from real-life stage performance mean-
ing thereby, the video clips are having lots of variations in
terms of lighting condition, clothing, camera position, back-
ground, occlusion etc. Moreover, videos are captured from
different distances which incorporate an additional varia-
tion in terms of zooming. All the said variations make the
classification a challenging task.

In this experiment, we use two-third of the data for
training and the remaining for testing. A dictionary of vi-
sual words (concatenation of 168 dimensional pose vec-
tor extracted from each frames of the training videos) is
learned using a well-known on-line dictionary learning al-
gorithm [1, 17]. To represent an ICD video, we use max
pooling of sparse representation of visual words based on
the learned dictionary as discussed in the Section 2.3. Fi-
nally, a kernel SVM [18] with intersection kernel is used for
classification. Hyper-parameters of the SVM is fine tuned
employing a cross validation algorithm.

Interestingly, we get an average classification accu-
racy of 86.67%. A confusion matrix of the same is pre-
sented in Table 1. From the table, one can notice that
the Kathak is giving the best classification accuracy (of
90.00%) when compared with Bharatnatyam (83.33%) and
Odissi (86.67%). Moreover, confusion between Bharat-
natyam and Odissi is much higher than that between Kathak
and either of the former ones. The confusion matrix thus
indicates the fact that there is a strong correlation between
the poses of Bharatnatyam and Odissi as compared to the
Kathak. In reality also, there are some poses which are
common for both Bharatnatyam and Odissi. Since the pro-
posed algorithm is based on a dictionary learning algorithm,
in Table 2, we compare our results with the most popular
bag-of-words model [26]. Table 2 shows that the proposed
algorithm outperforms bag-of-words model. Moreover, it
is significantly better than another related algorithm pro-
posed in [21]. Where, in [21] they starts with a large vo-
cabulary of poses (visual words) and derives a refined and
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bharatnatyam [RRECEM 3.33 13.33
kathak | 6.67 [EUNCON 3.33
odissi | 10.00 3.33 86.67
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Table 1. Confusion matrix of ICD dataset (in average accuracy

(%))

| Method | Average accuracy (%) |
Key Pose [21] 78.50
Bag-of-Words [26] 82.30
Proposed method 86.67

Table 2. Compare with others model on ICD dataset.

boxing
handclapping
handwaving
Jogging
running
walking(W)

Table 3. Confusion matrix of KTH dataset (in average accuracy

(%))

compact code book of key poses using centrality measure of
graph connectivity. They have used a meaningful threshold
on centrality measure that selects key poses for each action
type. To represent a pose descriptor, they have used HOOF
feature.

To see the efficacy of the proposed action descriptor for
a more common action recognition problem, we have also
tested our algorithm on KTH action dataset. This dataset
consists of six different types of human actions: boxing,
hand clapping, hand waving, jogging, running and walk-
ing. In KTH, 25 different persons performed each action
in four different conditions (outdoors, outdoors with scale
variation, outdoors with different clothes, and indoors). We
apply the proposed algorithm on KTH database in the man-
ner it has been done for ICD classification and get an aver-
age classification accuracy of 91.83%. A confusion matrix
is shown in Table 3 which is comparable to the state-of-
the art. The table establishes that the proposed descriptor is
suitable for general human action recognition task.

4. Conclusion

We have presented have a new application of computer
vision, i.e., classification of Indian classical dance (ICD).
Beside presenting a novel classification problem, we pro-



pose a new action descriptor. The proposed descriptor not
only classify ICD efficiently but also classify a common hu-
man actions. The results on KTH datbase proves the same.
Since this is the first attempt of its kind, the dataset on ICD
is relatively small. Though the dataset is small, the variation
in terms of number of person involved, clothing, acquisition
condition etc. makes the problem challenging. We are go-
ing to make our dataset available soon. We have a plan to
increase the number of classes and number of videos in each
class.
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