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#### Abstract

With the increasing popularity of location-based services (LBSs), it is of paramount importance to preserve one's location privacy. The commonly used location privacy preserving approach, location $k$-anonymity, strives to aggregate the queries of $k$ nearby users within a so-called cloaked region via a trusted third-party anonymizer. As such, the probability to identify the location of every user involved is no more than $1 / k$, thus offering privacy preservation for users. One inherent limitation of $k$-anonymity, however, is that all users involved are assumed to be trusted and report their real locations. When location injection attacks (LIAs) are conducted, where the untrusted users inject fake locations (along with fake queries) to the anonymizer, the probability of disclosing one's location privacy could be greatly more than $1 / k$, yielding a much higher risk of privacy leakage. To tackle this problem, in this paper we present ILLIA, the first work that enables $k$-anonymity-based privacy preservation against LIA in continuous LBS queries. Central to the ILLIA idea is to explore the pattern of the users' mobility in continuous LBS queries. With a thorough understanding of the users' mobility similarity, a credibility-based $k$-anonymity scheme is developed, such that ILLIA is able to defense against LIA without requiring in advance knowledge of how fake locations are manipulated while still maintaining high quality of services. Both the effectiveness and the efficiency of ILLIA are validated by extensive simulations on real world dataset loc-Gowalla.
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Fig. 1. $k$-anonymity-based privacy preserving system.

## I. Introduction

RECENT years have witnessed an ever-growing number of mobile users with hand-held devices requesting locationbased services (LBSs) [1]-[3] (e.g., finding nearby restaurants, or monitoring real-time traffic, etc.) by sending queries to the LBS server. Unfortunately, it is found that, the LBS server may either deliberately or inadvertently disclose the location information involved in queries [4]-[6], which can be used to infer such sensitive personal information as religious activities and health/living habit. According to [7], there are 15 of the 30 investigated Apps, e.g., MySpace and Trapster, disclosing users' locations to advertisement or analytic servers. More severely, the black hat "Peace" disclosed over 167 million users' information (including location information) from LinkedIn in 2013 [8], and about 360 million users' information in MySpace is disclosed in 2016 [9]. In such grim situations, how to preserve users' location privacy has been a hot research topic for years [2], [10]-[12].

Location $k$-anonymity first introduced by Gruteser and Grunwald [13] is a commonly used approach to protect users' location privacy in LBS, which employs a trusted third-party (dubbed as anonymizer [14]-[16]). In a location $k$-anonymity mechanism, as shown in Fig. 1, a specific user (say $u_{1}$ ) first sends LBS query $q_{u_{1}}$ to the anonymizer. Then, the anonymizer strives to aggregate the queries of $(k-1)$ users around $u_{1}$ (say $u_{2}, u_{3}$, and $u_{4}$ ) and $u_{1}$ 's query $q_{u_{1}}$ within a so-called cloaked region (CR), and sends the cloaked query $q_{u_{i}}^{\prime}(i \in(1,2,3))$ to the LBS server. As a result, the user's location cannot be distinguished from $(k-1)$ locations of other users by the LBS server [13], [15], [17].

Fig. 2(a) shows an example of the $k$-anonymity-based privacy preserving system used in continuous LBS queries, where


Fig. 2. 4-Anonymity (a) without LIA and (b) with LIA in continuous LBS queries.
all users send requests to the anonymizer. The anonymizer purposely cloaks the locations of users $u_{1}, u_{2}, u_{3}$ and the user of interest $u$ (a possible victim) in the CR $R_{u, t_{i}}$ at time $t_{i}$ (see the purple circle), and the cloaked queries are sent to the LBS server afterward. As a result, the LBS server cannot distinguish those four locations, and the location privacy preservation of $u$ can be achieved.

A fundamental limitation of all existing techniques complying with location $k$-anonymity [14]-[19], however, is that all users [e.g., $u_{1}, u_{2}$, and $u_{3}$ in Fig. 2(a)] are assumed to be inherently trusted and report their real locations. If this assumption no longer holds, the location privacy may be faced with some new threatens as discussed below.

## A. LIA in Continuous LBS Queries

In continuous LBS queries, suppose an attacker wants to disclose the user of interest $u$ 's location at time $t_{i+1}$. The attacker first obtains $u$ 's CR $R_{u, t_{i}}$ at $t_{i}$ [see Fig. 2(a)] from the untrusted LBS server. Then the attacker infers $u$ 's district at time $t_{i+1}$ by analyzing $R_{u, t_{i}}$ and the corresponding maximum moving speed obtained from the speed limit of the road [20] or statistical data [21]. That is, by doing so, the attacker gets to know that the user $u$ should be at some place within the district [the blue transparent area shown in Fig. 2(b)] at time $t_{i+1}$. Accordingly, at time $t_{i+1}$, the attacker deliberately creates (e.g., utilizing smartphone applications, such as FakeGPSTracker [22]) many fake users ${ }^{1}$ [say $u_{5}$ and $u_{6}$ in Fig. 2(b)] in $u$ 's district, and reports/injects these fake locations (along with fake LBS queries) to the anonymizer. Then the CR $R_{u, t_{i+1}}$ of user $u$ at time $t_{i+1}$ is generated by the anonymizer, as shown in Fig. 2(b) (the purple circle).

As a result, the user of interest $u$ that relies on $k$-anonymity mechanism for privacy preservation could become a victim. To be more concrete, when there is no fake location, the probability to infer the location of $u$ in the 4 -anonymity [see Fig. 2(a)] is $1 / 4$ at time $t_{i}$. In contrast, the fake locations of $u_{5}$ and $u_{6}$ are injected in the CR $R_{u, t_{i+1}}$ at time $t_{i+1}$ [see Fig. 2(b)], and thus the probability to distinguish the location of $u$ increases from $1 / 4$ to $1 / 2$ (since the attacker has the knowledge that $u_{5}$ and $u_{6}$ are fake users), indicating a higher risk of the location disclosure of $u$ in continuous LBS queries. This violation of user's location privacy in terms of in-distinguishability among a set of users is the so-called location injection attacks (LIAs) [23].
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## B. Existing Work Related to LIA

So far, little progress has been made along the line of privacy preservation against LIA-most existing work are vulnerable to LIA. Jin et al. [23] presented the first work that characterizes LIA and demonstrates LIA' effectiveness (on disclosing users' location privacy). Unfortunately, they do not provide a corresponding solution to protect users' location privacy against LIA.

A straightforward method against LIA could be enlarging the privacy parameter $k$ of a specific user when $k$-anonymity is performed. Intuitively, a larger $k$ can lead to a stronger defense, but it is more likely to result in a larger CR, which will give rise to higher overhead and more inaccurate querying results. More seriously, enlarging $k$ will bring about a significantly lower success cloaking rate, and thus cannot fully protect users' location privacy against LIA. As will be shown in Section IV, it has been verified via simulations that when $k$ is enlarged from 6 to 12 , the success cloaking rate can be reduced by roughly $39.4 \%$, while almost $63 \%$ users are still suffered from LIA.

## C. Our Approach

In this paper, we propose ILLIA, the first work that enables location $k$-anonymity-based privacy preservation against LIA in continuous LBS queries. The intuition of ILLIA stems from the observation that the attackers tend to attack some specific users they are interested in (we refer to those users as highrisk users). Despite the way of manipulating the fake locations that the attacker follows, the attacker can disclose the location privacy of the high-risk users only when some injected fake locations are cloaked in the same CR with the locations of high-risk users.

Therefore, our main idea is to explore users' mobility patterns, and look deeper into the mobility similarity between high-risk users and fake users, so that the suspected locations (i.e., fake locations) can be identified. Though the basic idea is simple, the particular problem we are facing, however, is quite challenging.

1) Traditional mobility models [24] based on the exact locations are not practical in this paper, as the attacker only has the knowledge of high-risk users' CRs and conducts LIA based upon CRs rather than the exact locations of high-risk users. To address this problem, we propose a $C R$-based mobility model that models users' mobility trajectories in terms of CRs instead of exact locations. This new model can thus provide the opportunity of analyzing all the users' (including high-risk users and fake users) mobility patterns.
2) It is nontrivial to identify real locations and fake locations, as the spatial distribution of the fake locations is often of indeterminacy [23], [25]. To tackle this challenge, we deduce from the CR-based mobility model a novel metric, the mobility similarity, which characterizes the transition probability and the distribution of users' locations, to distinguish real locations and fake locations.
3) It is difficult to balance the quality of service (QoS) and the location privacy preservation [15], [17]. Enhancing the location privacy preservation will lead to less users being cloaked, larger CRs, as well as higher computation cost, and thus decrease the QoS. To that end, we develop a credibility-based $k$-cloaking algorithm. By giving priority to cloaking users with higher credibility, we can achieve a better tradeoff between the QoS and the privacy preservation for all users.
To the best of our knowledge, ILLIA conducts the first work toward location privacy preservation against LIA in continuous LBS queries. It also offers several salient features. First, it is a general solution against LIA, without requiring in advance knowledge of how fake locations are manipulated. Second, it is scalable, since it is robust to the number of users and lightweight in terms of the processing time. What is more, ILLIA is able to maintain a better tradeoff between QoS and location privacy preservation. Extensive simulations on real world dataset loc-Gowalla have validated both the effectiveness and the efficiency of ILLIA.

The remainder of this paper is organized as follows. Section II describes the system model. Section III describes ILLIA in detail. Section IV presents the evaluation results, and finally Section V concludes this paper.

## II. Preliminary

## A. System Model

Fig. 3 shows our system model, which is composed of three entities: 1) the users; 2) the anonymizer; and 3) the LBS server.

1) Users: A user sends to the anonymizer the LBS query $q_{1}=\left\{i d_{1},\left(x_{1}, y_{1}\right),\left(k_{1}, A_{\min , u_{1}}, \xi_{u_{1}}\right), C_{1}\right\}$, where $i_{1},\left(x_{1}, y_{1}\right)$ and $C_{1}$ are user's identity, location, and query content, respectively. ( $k_{1}, A_{\min , u_{1}}, \xi_{u_{1}}$ ) are privacy parameters, where $k_{1}$ is the privacy requirement that $u_{1}$ 's query should be cloaked with no less than $\left(k_{1}-1\right)$ other users' queries; $A_{u_{1}}$ is the CR's minimum area; and $\xi_{u_{1}}$ is the threshold of the mobility similarity. Here, the communication between the user and the anonymizer is assumed to be secure [14]-[16].
2) Anonymizer: The anonymizer is assumed trusted [14]-[16]. When receiving the LBS query $q_{1}$ from the user, the anonymizer first searches for at least $\left(k_{1}-1\right)$ users (e.g., $\left.u_{2}, u_{3}, \ldots, u_{k}\right)$, cloaks them in a CR (e.g., CR) by executing the ILLIA algorithm, and then sends the cloaked LBS queries $q^{\prime}=\left\{\left[i d_{1}^{\prime}, \ldots, i d_{k}^{\prime}\right],\left[\left(x_{1}, y_{1}\right), C_{1}\right], \ldots,\left[\left(x_{k}, y_{k}\right), C_{k}\right], \mathrm{CR}\right\}$ to the LBS server. Here, $i d_{j}^{\prime}$ is the dummy ID of $u_{j}$ assigned by anonymizer $(j \in(1, \ldots, k))$. Note that the anonymizer keeps records of $\eta$ historical queries and CRs for each user to model the user's mobility.
3) LBS Server: The LBS server is assumed untrusted [14]-[16]. Upon receiving the cloaked query $q^{\prime}$ from the anonymizer, the LBS server seeks for query results (e.g., restaurants, shopping malls, etc.), and sends them to the anonymizer. Afterwards, the anonymizer sends the related results back to the corresponding users (e.g., $C_{1}$ to $u_{1}$ ). Note that the LBS server plays almost the same role


Fig. 3. System architecture of ILLIA.
as in conventional $k$-anonymity techniques, and thus is less involved in this paper.

## B. LIA Model

The attacker first gets access to the historical CRs of high-risk users, as the untrusted LBS server may deliberately disclose the CRs to the attacker, or be hacked by the attacker [4], [5]. Then the attacker intelligently manipulates a number of fake locations and launches LIA by sending the fake locations along with LBS queries to the anonymizer, aiming to identify the exact locations of the high-risk users.

Despite the way of manipulating the fake locations that the attacker follows, the trajectories of fake users consist of some plausible trajectory fragments that exhibit similar mobility pattern as a user [e.g., meeting the constraints of the maximum moving speed, bypassing the traffic jams, and seeking for the shortest path (hereafter physical factors), and exhibiting consistent lifestyle], and some obviously fake trajectory fragments.

Note that the anonymizer may assign different pseudonym IDs for different queries of a specific user to prevent the attacker from correlating his consecutive CRs. What needs to be stressed here is that, even unaware of the IDs, the attacker can still identify the user's CRs by, e.g., employing multitarget tracking [26] or clustering techniques on the basis of one's living habits or spatial distributions of locations [27].

## III. ILLIA System

The intuition of ILLIA is to identify fake users (also the corresponding fake locations) on the basis of some specific users they are interested in (i.e., the aforementioned high-risk users, e.g., users always requesting Western-style food from the LBS server are more likely to be breached, receiving precision marketing about European cuisine). However, seeking the high-risk users is out of the scope of this paper. We refer interested readers to the existing techniques [28], [29] that detect users suffering from attacks and can be used in conjunction with our proposed approach. Overall, ILLIA mainly involves the following three steps to preserve location privacy against LIA, which is shown in Fig. 3.

1) Modeling Users' Mobility: To credibly imitate the mobility of users in LIA, we propose a CR-based mobility model, by modeling users' mobility trajectories based on CRs instead of exact locations.
2) Computing Mobility Similarity: Given users' mobility model, we propose the metric-mobility similarity, to grasp the correlation between the high-risk users' mobility and other users's mobility.
3) Generating the $C R$ : Based on the mobility similarity, we assign each user a credibility value. Then we propose a credibility-based $k$-cloaking algorithm, which cloaks the high-risk user with the credible users, and cloaks other users scoring approximation credibility in the same CR so that all users' location privacy can be protected.

## A. Mobility Model

We model users' mobility as a time-dependent first-order Markov chain on the set of locations. In his sense, the mobility profile $\left\langle P_{u}, L_{u}\right\rangle$ for a given high-risk user $u$ (or $\left\langle P_{a}, L_{a}\right\rangle$ for a fake user) is a transition probability matrix of the Markov chain that characterizes the user's visiting probability distribution over his locations. Note that all users except for high-risk users, i.e., trusted users and fake users, are regarded as fake users at first. Then we distinguish trusted users and fake users with the help of the mobility similarity defined based upon our proposed mobility models.

1) Mobility Model of High-Risk Users: Intuitively, we should model the mobility of high-risk users in the perspective of the attacker, in order to accurately grasp the relationship between locations of high-risk users and fake users. Since the attacker only has prior knowledge of the previous CRs and can infer the maximum movement boundaries (MMBs) ${ }^{2}$ of high-risk users, we propose the following CR-based mobility model for high-risk users.

Denote $L_{u}$ locations of a high-risk user $u$, and $T_{u}$ the time when $u$ issues LBS queries. The possibility that the location of $u$ is $l_{u, i}\left(i \in(1,2, \ldots)\right.$ at time $t_{i}$ is denoted by $P_{l_{u, i}, t_{i}}$. The possibility that $u$ locates at $l_{u, i}$ at time $t_{i}$ is $P_{l_{u, i-1}, t_{i-1}}^{l_{u, i}, t_{i}}$, given the location $l_{u, i-1}$ at time $t_{i-1}$. Then we can get

$$
\begin{align*}
P_{l_{u, i}, t_{i}} & =P\left\{L_{u}=l_{u, i}, T_{u}=t_{i}\right\}  \tag{1}\\
P_{l_{u, i-1,1}, t_{i-1}}^{l_{i}} & =P\left\{L_{u}=l_{u, i}, T_{u}=t_{i} / L_{u}=l_{u, i-1}, T_{u}=t_{i-1}\right\} . \tag{2}
\end{align*}
$$

Similarly, given $L_{u}=l_{u, i}$ at time $t_{i}$, the possibility that the location $L_{u}=l_{u, i-1}$ at time $t_{i-1}$ is

$$
\begin{equation*}
P_{l_{u, i}, t_{i}}^{l_{u, i-1}, t_{i-1}}=\frac{P\left\{L_{u}=l_{u, i}, T_{u}=t_{i} ; L_{u}=l_{u, i-1}, T_{u}=t_{i-1}\right\}}{P_{l_{u, i}, t_{i}}} . \tag{3}
\end{equation*}
$$

Next, we focus on computing the transition probability $P_{l_{u, i-1}, t_{i-1}}^{l_{u, i}, t_{i}}, P_{l_{u, i}, t_{i}}^{l_{u, i-1}, t_{i-1}}$, and $P_{l_{u, i}, t_{i}}$. We first present the following results.

Lemma 1: Suppose the last location is $l_{u, i-1}$ at time $t_{i-1}$, the possibility that the current location is $l_{u, i}$ at time $t_{i}$ is

[^2]$\left(1 / / S_{\mathrm{MMB}_{i-1, i}}\right)$, where $S_{\mathrm{MMB}_{i-1, i}}$ is the area of the MMB $\mathrm{MMB}_{i-1, i}$. Conversely, given current location, the possibility that the last location is $l_{u, i-1}$ at time $t_{i-1}$ is given by $\left(1 / S_{R_{u, t_{i-1}}}\right)$, where $S_{R_{u, t_{i-1}}}$ is the area of the CR $R_{u, t_{i-1}}$ at time $t_{i-1}$.

Proof: When the high-risk user $u$ issues LBS query at time $t_{i}, u$ must be in the $\mathrm{MMB} \mathrm{MMB}_{i-1, i}$, as shown in Fig. 4(a). That is to say, $u$ locates at any point in $\mathrm{MMB}_{i-1, i}$ with the equal probability in the view of attackers. Thus,

$$
\begin{equation*}
P_{l_{u, i-1}, t_{i-1}}^{l_{u, i}, t_{i}}=\frac{1}{S_{\mathrm{MB}_{i-1, i}}} \tag{4}
\end{equation*}
$$

Given the location of $u$ at time $t_{i}, u$ must locate in the maximum arrival boundary $(\mathrm{MAB})^{3} \mathrm{MAB}_{i-1, i}$ at time $t_{i-1}$, as shown in Fig. 4(b). Furthermore, $u$ must locate in the CR $R_{u, t_{i-1}}$ at time $t_{i-1}$, since attackers have a knowledge of the CR $R_{u, t_{i-1}}$ at time $t_{i-1}$. So,

$$
\begin{equation*}
P_{l_{u, i}, t_{i}}^{l_{u, i-1}, t_{i-1}}=\frac{1}{S_{R_{u, t_{i-1}}}} \tag{5}
\end{equation*}
$$

To sum up, Lemma 1 holds.
According to Lemma 1, we get the following results.
Theorem 1: The possibility that the high-risk user locates at $l_{u, i}$ at time $t_{i}$ is given by $\left(S_{R_{u, t_{1}}} / S_{\mathrm{MMB}_{1,2}}\right) \cdots$ $\left(S_{R_{u, t_{i-1}}} / S_{\mathrm{MMB}_{i-1, i}}\right)\left(1 / S_{R_{u, t_{1}}}\right)$.

Proof: Combining with (2) and (3), we can get

$$
\begin{equation*}
P_{l_{u, i-1}, t_{i-1}}^{l_{u, i}, t_{i}} P_{l_{u, i-1}, t_{i-1}}=P_{l_{u, i}, t_{i}}^{l_{u, i-1}, t_{i-1}} P_{l_{u, i}, t_{i}} . \tag{6}
\end{equation*}
$$

Combining Lemma 1 and (6), we get

$$
\begin{equation*}
\frac{1}{S_{\mathrm{MMB}_{i-1, i}}} P_{l_{u, i-1}, t_{i-1}}=\frac{1}{S_{R_{u, t_{i-1}}}} P_{l_{u, i}, t_{i}} \tag{7}
\end{equation*}
$$

Then we can deduce

$$
\left\{\begin{array}{c}
\frac{1}{S_{\mathrm{MMB}_{1,2}}} P_{l_{u, 1}, t_{1}}=  \tag{8}\\
\frac{1}{S_{R_{u, t_{1}}}} P_{l_{u, 2}, t_{2}} \\
\frac{1}{\mathrm{MMB}_{2,3}} P_{l_{u, 2}, t_{2}}= \\
\frac{1}{S_{R_{u, t_{2}}}} P_{l_{u, 3,}, t_{3}} \\
\vdots \\
\frac{1}{S_{\mathrm{MMB}_{i-1, i}}} P_{l_{u, i-1}, t_{i-1}}= \\
\frac{1}{S_{R_{u, t_{i-1}}}} P_{l_{u, i}, t_{i}} .
\end{array}\right.
$$

Therefore, the possibility that $u$ locates at $l_{u, i}$ at time $t_{i}$ is

$$
\begin{equation*}
P_{l_{u, i}, t_{i}}=\frac{S_{R_{u, t_{1}}}}{S_{\mathrm{MMB}_{1,2}}} \frac{S_{R_{u, t_{2}}}}{S_{\mathrm{MMB}_{2,3}}} \cdots \frac{S_{R_{u, t_{i-1}}}}{S_{\mathrm{MMB}_{i-1, i}}} P_{l_{u, 1}, t_{1}} \tag{9}
\end{equation*}
$$

Since the CR $R_{u, t_{1}}$ is known to attackers, the possibility $P_{l_{u, 1}, t_{1}}$ that $L_{u}=l_{u, 1}$ when $u$ issues LBS query at first time $t_{1}$ is $P_{l_{u, 1}, t_{1}}=\frac{1}{S_{R_{u, t_{1}}}}$. Therefore, we get

$$
\begin{equation*}
P_{l_{u, i}, t_{i}}=\frac{S_{R_{u, t_{1}}}}{S_{\mathrm{MMB}_{1,2}}} \frac{S_{R_{u, t_{2}}}}{S_{\mathrm{MMB}_{2,3}}} \cdots \frac{S_{R_{u, t_{i-1}}}}{S_{\mathrm{MMB}_{i-1, i}}} \frac{1}{S_{R_{u, t_{1}}}} \tag{10}
\end{equation*}
$$

In summary, Theorem 1 holds.
It can be observed from (10) that a larger $i$ results in less possibility that $u$ locates at $l_{u, i}$ at time $t_{i}$, since $S_{R_{u, t_{i-1}}}$ is obviously less than $S_{\mathrm{MMB}_{i-1, i}}$. This is in accordance with the fact that the attacker is not aware of the exact location of $u$ whenever $u$ issues LBS query, as he only has the knowledge of previous CRs of $u$.
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Fig. 4. Illustration of computing the transition possibility for high-risk users. (a) The probability that $u$ locates in $\mathrm{MMB}_{i-1, i}$, given the CR at $t_{i-1}$. (b) The probability that $u$ locates in $\mathrm{MAB}_{i-1, i}$, given the CR at $t_{i}$. (c) Legend.
2) Mobility Model of Attacker-Generated Fake Locations: Despite the way of manipulating the fake locations that the attacker follows, the trajectories of fake users consist of some plausible trajectory fragments that deliberately imitate a user's mobility pattern (e.g., meeting the constraints of physical factors and exhibiting consistent life style), and some obviously fake trajectory fragments. Fortunately, it has been proved in the existing work [14], [24], [30] that the fake trajectory fragments are vulnerable to the location inference attacks that can easily filter out fake trajectories. In addition, as for the plausible trajectories, to breach the location privacy of high-risk users, the fake locations in plausible trajectories should be cloaked in the same CR with the locations of high-risk users. As a result, previous CRs of high-risk users have influence on the plausible trajectories of fake users. In summary, we only need to model the plausible trajectories, considering the previous CRs of high-risk users and physical factors, which is introduced in detail as follows.

Denote $P_{l_{a j,}, t_{i}}$ the possibility that $L_{a}=l_{a, j}(j \in(1,2, \ldots))$ at time $t_{i}$. The possibility that $L_{a}=l_{a, j}$ at time $t_{i}$ is $P_{l_{a, j-1}, l_{u, i-1}, t_{i-1}}^{l_{a, j}, t_{i}}$, given $L_{a}=l_{a, j-1}$ and $L_{u}=l_{u, i-1}$ at time $t_{i-1}$. Then we can get

$$
\begin{align*}
& P_{l_{a, j}, t_{i}}=P\left\{L_{a}=l_{a, j}, T_{a}=t_{i}\right\}  \tag{11}\\
& P_{l_{a, j-1}, l_{u, i-1}, t_{i-1}}^{l_{a, j}}==P\left\{L_{a}=l_{a, j}, T_{a}=t_{i} / L_{a}=l_{a, j-1}, T_{a}=t_{i-1} /\right. \\
&\left.L_{u}=l_{u, i-1}, T_{u}=t_{i-1}\right\} . \tag{12}
\end{align*}
$$

Thereafter, we concentrate on computing the transition probability $P_{l_{a, j-1}, l_{u, i-1}, t_{i-1}}^{l_{a, j}, t_{i}}$.

Lemma 2: The attacker can launch LIA to a high-risk user, iff he is in the overlapped region of his $\mathrm{MMB}^{4}$ and the MMB of the high-risk user.

Proof: On one hand, the attacker must be in his MMB to satisfy the maximum moving speed constraint. On the other hand, the attacker must be in the MMB of the high-risk user so that he can be cloaked with the high-risk user. In summary, Lemma 2 holds.
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Fig. 5. Illustration of computing the transition possibility for attackers. (a) The effect of both $\mathrm{MMB}_{i-1, i}$ and $\mathrm{MMB}_{a, j-1, j}$ on the mobility of attackers. (b) The geometrically formalization of the effect of $\mathrm{MMB}_{i-1, i}$ and $\mathrm{MMB}_{a, j-1, j}$.

Theorem 2: The possibility for an attacker to launch LIA is shown in (13) at the bottom of this page, where $\gamma_{1}=$ $r_{u, t_{i-1}}^{2}-r_{a, t_{i-1}}^{2}, \gamma_{2}=\left|l_{a, j-1} o_{u, t_{i-1}}\right|^{2}, o_{u, t_{i-1}}$ is the center of $u$, CR $R_{u, t_{i-1}}$ at time $t_{i-1},|$.$| represents the Euclidean distance of$ two points, and $r_{u, t_{i-1}}$ and $r_{a, t_{i-1}}$ are the radius of $\mathrm{MMB}_{i-1, i}$ and $\mathrm{MMB}_{a, j-1, j}$, respectively.

Proof: According to Lemma 2, to conduct LIA, the fake location should locates in the overlapped region of $\mathrm{MMB}_{a, j-1, j}$ and $\mathrm{MMB}_{i-1, i}$, namely the blurred region, as shown in Fig. 5(a). Thus,

$$
\begin{equation*}
P_{l_{a, j-1}, l_{u, i-1}, t_{i-1}}^{l_{a, j}, t_{i}}=\frac{1}{S_{\mathrm{MMB}_{j-1, j, i-1, i}}} \tag{14}
\end{equation*}
$$

where $S_{\mathrm{MMB}_{j-1, j, i-1, i}}$ is the area of the blurred region.
According to Fig. 5(b), the area of sector $f b \mathrm{fo}_{u, t_{i-1}}$ and triangle $\triangle o_{u, t_{i-1}} f_{c}$ is

$$
\begin{align*}
S_{f b c o_{u, t_{i-1}}} & =2 \arccos \frac{\gamma_{1}+\gamma_{2}}{r_{u, t_{i-1}}} r_{u, t_{i-1}}  \tag{15}\\
S_{o_{u, t_{i-1}} f c} & =\frac{\gamma_{1}+\gamma_{2}}{2 \sqrt{\gamma_{2}}} \sqrt{r_{u, t_{i-1}}^{2}-\frac{\left(\gamma_{1}+\gamma_{2}\right)^{2}}{4 \gamma_{2}}} . \tag{16}
\end{align*}
$$

Similarity, the area of sector $f d c l_{a, i-1}$ and triangle $\Delta f c l_{a, i-1}$ is

$$
\begin{align*}
S_{f d c l_{a, i-1}} & =2 \arccos \frac{\gamma_{2}-\gamma_{1}}{r_{u, t_{i-1}}} r_{a, t_{i-1}}  \tag{17}\\
S_{f c l_{a, i-1}} & =\frac{\gamma_{2}-\gamma_{1}}{2 \sqrt{\gamma_{2}}} \sqrt{r_{a, t_{i-1}}^{2}-\frac{\left(\gamma_{2}-\gamma_{1}\right)^{2}}{4 \gamma_{2}}} . \tag{18}
\end{align*}
$$

So we can get the area of the shaded region

$$
\begin{equation*}
S_{\mathrm{MMB}_{j-1, j, i-1, i}}=S_{f b c o_{u, t_{i-1}}}-S_{o_{u, t_{i-1}} f c}+S_{f d c l_{a, i-1}}-S_{f c l_{a, i-1}} \tag{19}
\end{equation*}
$$

To sum up, Theorem 2 holds.
Based upon Theorems 1 and 2, different spatiotemporal behaviors of high-risk users and attackers (i.e., the possibility of visiting a specific location deduced from Theorems 1 and 2, respectively) can be identified when LIA are launched. Accordingly, we can take advantage of such spatiotemporal

$$
\begin{equation*}
P_{l_{a, j-1}, l_{u, i-1}, t_{i-1}}^{l_{a, j} t_{i}}=\frac{1}{2 \arccos \frac{\gamma_{1}+\gamma_{2}}{r_{u, t_{i-1}}} r_{u, t_{i-1}}-\frac{\gamma_{1}+\gamma_{2}}{2 \sqrt{\gamma_{2}}} \sqrt{r_{u, t_{i-1}}^{2}-\frac{\left(\gamma_{1}+\gamma_{2}\right)^{2}}{4 \gamma_{2}}}+2 \arccos \frac{\gamma_{2}-\gamma_{1}}{r_{u, t_{i-1}}} r_{a, t_{i-1}}-\frac{\gamma_{2}-\gamma_{1}}{2 \sqrt{\gamma_{2}}} \sqrt{r_{a, t_{i-1}}^{2}-\frac{\left(\gamma_{2}-\gamma_{1}\right)^{2}}{4 \gamma_{2}}}} \tag{13}
\end{equation*}
$$

behaviors to model different characteristics of real locations and fake locations, as will be discussed below.

## B. Mobility Similarity Metric

In this part, to distinguish real locations and fake locations, we define the mobility similarity metric between locations of high-risk users and locations of other users.

At first, we normalize the possibilities $P_{l_{u, i-1}, t_{i-1}}^{l_{u, i}, t_{i}}$ and $P_{l_{a, j-1}, l_{u, i-1}, t_{i-1}}^{l_{a, j}, t_{i}}$, and denote the normalized possibilities as $q_{u, i}$ and $q_{a, j}$, i.e.,

$$
\begin{align*}
q_{u, i} & =\frac{P_{l_{u, i-1}, t_{i-1}}^{l_{u, i}, t_{i}}}{\sum_{x=1}^{m} P_{l_{u, x-1}, t_{x-1}}^{l_{u, x}, t_{x}}}  \tag{20}\\
q_{a, j} & =\frac{P_{l_{a, j-1}, l_{u, j}, t_{j}}^{l_{a, j}, t_{j+1}}}{\sum_{x=1}^{n} P_{l_{a, x-1}, l_{u, j}, t_{x}}^{l_{a, x}, t_{x+1}}} \tag{21}
\end{align*}
$$

Then let the probability distributions of $W_{u}$ and $W_{a}$, two discrete random variables, be $q_{u}, q_{a}$, and $P\left\{W_{u}=l_{u, i}, T_{a}=\right.$ $\left.t_{i}\right\}=q_{u, i}, P\left\{W_{a}=l_{a, j}, T_{a}=t_{i}\right\}=q_{a, j},(i \in(1,2, \ldots), j \in$ $(1,2, \ldots))$, respectively.

Then we define the mobility similarity as follows.
Definition 1: The mobility similarity between a high-risk user $u$ and a specific user $u_{i^{\prime}}$

$$
\begin{align*}
\operatorname{sim}_{\left(u, u_{i^{\prime}}\right)}= & 1-\frac{1}{g} \sum_{i=1}^{\eta} \min _{F_{i j}}\left\{\sum_{i=1}^{\eta} \sum_{j=1}^{\eta-1} F_{i j} \mid l_{u, i} l_{u_{i^{\prime}}, j}\right\} \\
& \times \frac{P_{l_{u, i-1}, t_{i-1}}}{\sum_{x=1}^{\eta} P_{l_{u, x-1}, t_{x-1}}} \tag{22}
\end{align*}
$$

where $F_{i j}$ is the joint distribution function of $\left(W_{u}, W_{u_{i^{\prime}}}\right)$, which meets $\sum_{i=1}^{\eta} F_{i j}=q_{u_{i^{\prime}}, j}, \sum_{j=1}^{\eta-1} F_{i j}=q_{u, i}, \sum_{i=1}^{\eta} \sum_{j=1}^{\eta-1} F_{i j}=1$, and $g=\max _{z}\left\{\min _{F_{i j}}\left\{\sum_{i=1}^{z} \sum_{j=1}^{z-1} F_{i j}\left|l_{u, i} l_{u_{i^{\prime}}, j}\right|\right\}\right\} \quad(z \in(1,2, \ldots))$. The threshold of mobility similarity is specified by the highrisk user $u$, denoted as $\operatorname{sim}_{o(u)}=\xi_{u}$.

We emphasize that, except for the probability distributions, we also include the Euclidean distance $\left|l_{u, i} l_{u_{i^{\prime}}, j}\right|$ in mobility similarity, as the probability distributions only indicate the similarity in possibilities of visiting locations at different time, while the Euclidean distance $\left|l_{u, i} l_{u_{i^{\prime}}, j}\right|$ does reveal attackers' motivation that they try to enable the fake locations cloaked with high-risk users. Intuitively, a user always locating in the MMBs of a high-risk user with little probabilities is quite likely to be an attacker.

## C. Generating the CR

Before digging into generating CRs for users, we first give the definitions as follows.

Definition 2: For any user $u_{i}$, we define his credibility $\mathrm{Cre}_{u_{i}}$ as follows:

$$
\mathrm{Cre}_{u_{i}}= \begin{cases}0, & \text { if } v>v_{\max } \\ \mathrm{Cre}_{0}, & \text { if } v \leq v_{\max } \text { and } \operatorname{num}_{q_{i}}=1 \\ \mathrm{Cre}_{u_{i}}-\varepsilon, & \text { if } v \leq v_{\max }, 1<\operatorname{num}_{q_{i}} \\ \mathrm{Cre}_{u_{i}}+\varepsilon, & \text { and } \operatorname{sim}_{o(u)}<\operatorname{sim}_{\left(u, u_{i}\right)} \\ & \text { if } v \leq v_{\max }, 1<\operatorname{num}_{q_{i}} \\ 1, & \text { ind } u_{i} \text { is a high-risk user }\end{cases}
$$

```
Algorithm 1 Generating the CR
Input A new query \(q\) from \(u\), queries from users \(u_{1}, u_{2}, \ldots, u_{l_{2}}\)
    waiting to be cloaked.
Output CR
    : Cre \(_{u_{i}} \leftarrow\) Definition. 2, count \(=0, i=0, \max (k)=k\),
    \(\max \left(A_{\text {min }}\right)=A_{\text {min }, u}\), a set \(\Omega=\{u\}\).
    if \(u\) is a high-risk user then
        if count \(\leq \max (k)\) then
            if num \(_{q_{i}}>1,0 \neq\) Cre \(_{u_{i}} \approx \operatorname{Cre}_{u}\) then computing
    \(\operatorname{sim}_{u, u_{i}}\)
    : if \(\operatorname{sim}_{\left(u, u_{i}\right)}<\operatorname{sim}_{o(u)}\) then count++, \(\max (k)=\)
    \(\max \left(\max (k), k_{i}\right), \max \left(A_{\min }\right)=\max \left(\max \left(A_{\min }\right), A_{\min , u_{i}}\right), \Omega\)
    \(\leftarrow\left\{u_{i}\right\}\).
                else
                    if \(\mathrm{Cre}_{u_{i}}>0\) then \(\mathrm{Cre}_{u_{i}}=\mathrm{Cre}_{u_{i}}-\varepsilon\)
            i++
    else
        if count \(<\max (k)\) then
            if Cre \(_{u_{i}} \approx C r e_{u}\) then count++, i++, \(\max (k)=\)
    \(\max \left(\max (k), k_{i}\right), \max \left(A_{\min }\right)=\max \left(\max \left(A_{\min }\right), A_{u_{i}}\right), \Omega \leftarrow\)
    \(\left\{u_{i}\right\}\).
    \(\mathrm{CR}=\) the minimum circle \(c\) that contains the locations of users
    in \(\Omega\)
    if \(s \leq \max \left(A_{\text {min }}\right)\) then enlarge CR until \(\max \left(A_{\text {min }}\right) \leq s\)
    return CR
```

where $\operatorname{num}_{q_{i}}\left(1 \leq \operatorname{num}_{q_{i}}\right)$ is the number of $u_{i}$ 's LBS queries, $v$ is the moving speed of $u_{i}, \varepsilon$ and $\mathrm{Cre}_{0}$ are a system parameter, and $u$ is a high-risk user.
Definition 3: For any users $u_{i}$ and $u_{j}$, when credibility $\mathrm{Cre}_{u_{i}}$ and $\operatorname{Cre}_{u_{j}}$ meet: $\left|\operatorname{Cre}_{u_{i}}-\operatorname{Cre}_{u_{j}}\right| \leq \min \left\{\xi_{u_{i}}, \xi_{u_{j}}\right\}, \operatorname{Cre}_{u_{i}} \neq 0$, and $\mathrm{Cre}_{u_{j}} \neq 0, u_{i}$ and $u_{j}$ have the approximation credibility, denoted by $\mathrm{Cre}_{u_{i}} \approx \mathrm{Cre}_{u_{j}} . \tau$ is a system parameter.

Based upon the definitions of credibility and approximation credibility, we propose the following credibility-based $k$-cloaking algorithm.

Upon receiving the LBS query of the high-risk user $u$, we first filter out the obviously fake trajectories around $u$ incorporating the location inference attack [31], and these users filtered out are treated as fake users and scored credibility 0. Then we pick out the users [denoted by $u_{1}, u_{2}, \ldots, u_{l}(l>k)$ ] form the remaining users that meet the constraints: for $\forall u_{i}$ $(i \in(1, \ldots, l)), \mathrm{Cre}_{u_{i}} \approx \mathrm{Cre}_{u}$. Thereafter, we model the mobility for the high-risk user $u$ and $u_{1}, u_{2}, \ldots, u_{l}$, and compute the mobility similarity between $u$ and $u_{1}, u_{2}, \ldots, u_{l}$. Denote these users by $u_{1}, u_{2}, \ldots, u_{l^{\prime}}$ who meet $\forall u_{i}\left(i \in\left(1, \ldots, l^{\prime}\right)\right)$, $\operatorname{sim}_{u, u_{i}} \leq \operatorname{sim}_{o(u)}$. Lastly, when $\max \left\{k, k_{1}, k_{2}, \ldots, k_{l^{\prime}}\right\} \leq l^{\prime}+1$, we generate the CR for $u$ and these users. Note that if more than two high-risk users are cloaked in one CR (e.g., $u$ and $u^{\prime}$ ), any a user $u_{i}$ in ( $u_{1}, u_{2}, \ldots, u_{l^{\prime}}$ ) should also meet $\operatorname{sim}_{u^{\prime}, u_{i}} \leq \min \left\{\operatorname{sim}_{o\left(u^{\prime}\right)}\right\}$.
It is important to note that the fake users that each of them issues one LBS request are assigned low credibility $\mathrm{Cre}_{0}$, and thus these fake users are not cloaked with the high-risk user $u$.

The solution above focuses on selecting more credible users to be cloaked with the high-risk users to protect high-risk users' location privacy. As regard to the location privacy of other trusted users that are not cloaked with high-risk users, we
propose to cloak users owning the approximation credibility in the same CR.

In summary, Algorithm 1 shows the pseudocode of the credibility-based $k$-cloaking algorithm above.

## D. Discussion

ILLIA can protect the location privacy against LIA, and guarantee the QoS in terms of the computation cost.

Theorem 3: ILLIA can protect users' location privacy against LIA, regardless of the way of manipulating fake locations that the attacker follows.

Proof: Regardless of the way of manipulating fake locations, the obviously fake trajectories are susceptible to location inference attacks, and thus are first filtered out via incorporating the state-of-the art location inference attack [31]. In addition, the plausible trajectories that deliberately imitate a user's mobility pattern are distinguished based on the credibility that deduced from the mobility similarity. In summary, ILLIA can identify fake users without requiring in advance knowledge of how fake locations are manipulated.

Theorem 4: The computation cost in ILLIA is at most $O(N)$, where $N$ is the total number of users.

Proof: The first step is to model users' mobility. It incurs $O(N(u))$ computation cost to model the mobility of high-risk users, where $N(u)$ is the number of high-risk users. Then we model the mobility of other users, which incurs $O(N(a)+N(t))$ computation cost $(N(a)$ and $N(t)$ are the number of fake users and trusted users).

The second step is to compute the mobility similarity to search for qualified users that can be cloaked with high-risk users. Thus the time complexity is $O\left(\sum_{i=1}^{N(u)} k_{i}\right)$.

The last step is to generate CR for users, which is shown in Algorithm 1. The most expensive operation is to search the qualified users for high-risk users (lines 2-7) and other trusted users (lines 8-10), which take $O\left(\sum_{i=1}^{N(u)} k_{i}\right)$ and $O\left(\sum_{i=1}^{N(a)+N(t)} k_{i}\right)$ computation cost at most, respectively.

In summary, the time complexity is $O(N)$ at most, since $N(u)<N, N(a)<N$, and $N(t)<N$.

Overall, Theorem 4 holds.

## IV. Performance Evaluation

## A. Evaluation Dataset

We employ the location-based social network dataset, locGowalla [32] to validate ILLIA. loc-Gowalla collects 6.4 million check-ins (i.e., locations) from Feb. 2009 to Oct. 2010, consisting of 196591 nodes (i.e., users) and 950327 edges (i.e., friendships).

The statistics of high-risk users, trusted users, and fake users are shown in Table I. First, we randomly select $n_{i}$ users as the high-risk users, and the remaining users are regarded as the trusted users. Denote $m_{i, t}$ the number of friendship between high-risk users and trusted users. Then $n_{a}$ locations are randomly chosen as $n_{a}$ fake users' initial locations. Thereafter, during each updating of fake users' locations, we randomly select $n_{a}$ locations as the current locations of fake users. Denote $l_{i}$ and $l_{a}$ the number of high-risk users' locations and

TABLE I
Mobility Similarity in Various Data

| $n_{i}$ | $l_{i}$ | $m_{i, t}$ | $n_{a}$ | $l_{a}$ | $\operatorname{sim}_{(u, a)}$ | $\operatorname{sim}_{(u, t)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 65530 | 2577156 | 95885 | 131061 | 3865734 | 0.103 | 0.015 |

fake locations. Each fake user can randomly attack a high-risk user whenever updating his locations.

Other default settings are as follows: $k$ is set randomly in the range of $[2,12], A_{\min }$ is set $[0.005,0.01]$ percent of the space, $\varepsilon=0.05, \mathrm{Cre}_{0}=0.1$, and $\xi$ is set 0.05 .

## B. Evaluation Metrics

To demonstrate the effectiveness and efficiency of ILLIA, we compare ILLIA with OPT and EPK. OPT cloaks users without considering LIA, while EPK straightforwardly enlarges privacy parameter $k$ to $2 k$. In addition, we focus on four metrics for performance evaluation: 1) the average attack success rate $\delta_{a} ; 2$ ) the average cloaking success rate $\delta_{c} ; 3$ ) the average processing time $\omega$; and 4) the cumulative distribution function (CDF) of CRs. $\delta_{a}$ and $\delta_{c}$ are defined as follows.

Definition 4: A high-risk user or trusted user $u$ suffers from the successful LIA when $N-N(a)<k_{u}$, where $N$ is the total number of users in the CR of $u$, and $N(a)$ is the number of fake locations in the CR.

Definition 5: Assume $N_{1}(u)$ high-risk users and $N_{2}(u)$ trusted users are cloaked, and $n_{1}(u)$ high-risk users and $n_{2}(u)$ trusted users suffer from successful LIA, then the attack success rate is $\delta_{a}=\left(n_{1}(u)+n_{2}(u)\right) /\left(N_{1}(u)+N_{2}(u)\right)$.

Definition 6: Assume $N_{1}(u)$ high-risk users, $N_{2}(u)$ trusted users and $N_{3}(a)$ attackers are cloaked, and the total number of users is $N$, then the cloaking success rate is $\delta_{c}=\left(N_{1}(u)+\right.$ $\left.N_{2}(u)+N_{3}(a)\right) / N$.

## C. Mobility Similarity Analysis

Before digging into the performance of ILLIA, we focus on characterizing the mobility similarity in default settings, which is shown in Table I. The mobility of high-risk users and trusted users are not strongly similar to each other, with the mobility similarity $\operatorname{sim}_{(u, t)}$ less than 0.009 . In contrast, high-risk users and attackers share a more similar mobility $\operatorname{sim}_{(u, a)}$.

## D. Performance Varies With $k$ and $n_{a}$

In this part, we investigate the impact of privacy parameter $k$ and the number of attackers $n_{a}$. We vary each user's $k$ from 2 to 12 . We set the number of attackers $n_{a}=131061$ ( the number of fake locations $l_{a}=3865734$ ) and $n_{a}=98295$ ( $l_{a}=2577$ 156), respectively.

1) $\delta_{a}$ Varies With $k$ and $n_{a}$ : Fig. 6(a) shows that average attack success rate $\delta_{a}$ varies with $k$ and $n_{a}$. It can be observed that ILLIA yields lower $\delta_{a}$ than the other two schemes, and the superiority of ILLIA is even more prominent as $k$ and $n_{a}$ increase. Specifically, $\delta_{a}$ in ILLIA is 2.83 times lower than that in OPT and 1.04 times lower than that in EPK at most. The


Fig. 6. $\quad \delta_{a}, \omega$, and $\delta_{c}$ vary with $k$ and $n_{a} ; \sigma_{1}=98295$ and $\sigma_{2}=131061$ are the numbers of attackers (i.e., $n_{a}$ ). (a) $\delta_{a}$ varies with $k$ and $n_{a}$. (b) $\omega$ varies with $k$ and $n_{a}$. (c) $\delta_{c}$ varies with $k$ and $n_{a}$.


Fig. 7. (a) CDF varies with $n_{a} ; 2$ and 12 in the legend are the values of $k ; \sigma_{1}=98295, \sigma_{2}=131061$. (b) CDF varies with $k$. (c) CDF varies with $\xi$. (a) CDF varies with $n_{a}$. (b) CDF varies with $k$. (c) CDF varies with $\xi$.


Fig. 8. $\delta_{a}, \omega$, and $\delta_{c}$ vary with $\xi$.
better performance of ILLIA benefits from the mobility similarity between locations of attackers and high-risk users and the credibility-based $k$-cloaking algorithm. In contrast, OPT does not consider LIA, and EPK does not concern the credibility of users' locations. Additionally, it can be seen that $\delta_{a}$ in these algorithms increases when increasing $k$ and $n_{a}$. This is not much surprising as a larger $k$ or $n_{a}$ means a higher possibility to cloak a fake location with locations of trusted users or high-risk users, thus incurring much higher $\delta_{a}$.
2) $\omega$ Varies With $k$ and $n_{a}$ : The processing time $\omega$ is shown in Fig. 6(b). $\omega$ in ILLIA is less than that in EPK, and more than that in OPT. One reason is that EPK enlarges $k$ and has to cloaks more locations, and OPT does not consider LIA. Also as expected, the overall trends in all cloaking algorithms are similar: $\omega$ increases with the increase of $k$ and $n_{a}$. That is because increasing $k$ means a more constrained privacy requirement, and a larger $n_{a}$ means all cloaking algorithms have to cloak more locations of users.
3) $\delta_{c}$ Varies With $k$ and $n_{a}$ : In Fig. 6(c), it can be observed that $\delta_{c}$ in these algorithms decreases with $k$ and $n_{a}$. This is not much surprising as increasing both the privacy level $k$ and the number of fake locations will result in longer $\omega$, and therefore lead to more LBS queries expired and not successfully cloked. Besides, compared with OPT, only a success rate of $10.13 \%$ at most in ILLIA is sacrificed for protecting against LIA, while $53.8 \%$ success rate in EPK is sacrificed. This is mainly because $\omega$ in EPK is much longer than that in OPT and ILLIA, incurring more LBS queries expired.
4) CDF Varies With $k$ and $n_{a}$ : In Fig. 7(a) and (b), we can see that CRs' area in ILLIA is smaller than that in EPK, but larger than that in OPT. In addition, CRs' area is positively correlated with $k$ [see Fig. 7(b)], as larger $k$ means algorithms have to cloak further users to complete location $k$-anonymity, and thus results in larger CRs. Moreover, the size of CRs decreases with $n_{a}$ [see Fig. 7(a)], because more users around
a specific user and algorithms can generate a smaller CR so that it contains no less than $(k-1)$ other users.

## E. Performance Varies With $\xi$

In this section, we study the impact of the threshold of mobility similarity $\xi$, and set $\xi 0.05,0.06$, and 0.07 , respectively. Other parameters are as the default settings.

1) $\delta_{a}$ Varies With $\xi$ : We can see $\delta_{a}$ in ILLIA increases when increasing $\xi$, while $\delta_{a}$ in OPT and EPK nearly keeps steady, which is shown in Fig. 8(a). The reason is that more fake locations can be cloaked with locations of high-risk users and trusted users when we enlarge $\xi$ in ILLIA. In contrast, both OPT and EPK do not consider the credibility of locations, and thereby $\delta_{a}$ in the two algorithms is not affected by $\xi$. Additionally, ILLIA outperforms EPK, resulting in a $25 \%-35 \%$ improvement. The reasons are as explained in Fig. 6(a).
2) $\omega$ Varies With $\xi: \omega$ in ILLIA decreases when increasing $\xi$, as shown in Fig. 8(b). In contrast, $\omega$ in OPT and EPK are not affected. In addition, we can clearly see that $\omega$ in ILLIA is much lower than that in EPK, but a bit higher than that in OPT, since OPT does not consider LIA, and EPK enlarges $k$.
3) $\delta_{c}$ Varies With $\xi$ : As we expected, $\delta_{c}$ in OPT and EPK is not affected by $\operatorname{sim}_{o(u, a)}$, because they do not consider the credibility of users' locations, which is shown in Fig. 8(c). While $\delta_{c}$ in ILLIA increases when increasing $\xi$, it is because a larger $\xi$ results in a less processing time, and thus a higher cloaking success rate.
4) CDF Varies With $\xi$ : As shown in Fig. 7(c), CR's area in ILLIA decreases when increasing $\xi$, but it is not affected in OPT and EPK. Besides, CR's area in ILLIA is obviously less than that in EPK.

## V. Conclusion

In this paper, we have presented ILLIA, the first work that can preserve location privacy against LIA in continuous LBS queries. ILLIA is appealing as it is a scalable and general solution with location privacy-guaranteed and QoSguaranteed simultaneously, requiring no in advance knowledge of the way of manipulating fake locations used by attackers. Extensive simulations on loc-Gowalla dataset demonstrate the effectiveness and efficiency of ILLIA.
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[^1]:    ${ }^{1}$ Hereafter, fake users refer to both the users generated by the attacker and the untrusted users.

[^2]:    ${ }^{2} \mathrm{MMB}$ is a circle that extends the CR by a radius of $v_{\max } \Delta t$, where $v_{\max }$ is the maximum moving speed. $\mathrm{MMB} \mathrm{MMB}_{i-1, i}$ is a circle that extends the CR at time $t_{i-1}$ by a radius of $v_{\max }\left(t_{i}-t_{i-1}\right)$.

[^3]:    ${ }^{3} \mathrm{MAB}$ is a circle that extends the CR by a radius of $v_{\max } \Delta t$. MAB $\mathrm{MAB}_{i-1, i}$ is a circle that extends the CR at $t_{i}$ by a radius of $\left(t_{i}-t_{i-1}\right)$.

[^4]:    ${ }^{4}$ The attacker's MMB $\mathrm{MMB}_{a, j-1, j}$ is a $v_{\max }\left(t_{i}-t_{i-1}\right)$-radius circle that centers at his fake location $l_{a, j-1}$.

