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Abstract Multimedia digital libraries are gaining an increasing relevance, and are growing
in both number and size. Moreover, advancements in acquisition and authoring
technologies have also caused new media types to be added to these libraries. For instance,
animations and 3D models have recently come alongside more traditional media such as
text, images, audio and video. In particular, even if 3D objects were initially included in
multimedia digital libraries in the form of images (i.e., views of the objects), they are now
also available in the form of 3D models. These allow to overcome the inherent limitations
of an image-based representation of a three-dimensional reality. In this paper we present a
novel method for description and retrieval of 3D models that relies on curvature maps: after
an initial pre-processing of the model, differential properties of points on the surface of the
3D object are evaluated; the model surface is then deformed into an ellipsoid, and is
mapped onto a 2D image retaining curvature information of the original model. Through
this media conversion from 3D model to image map, we enable application of analysis,
description, and matching techniques which have been originally conceived for the image
medium. In particular, the two approaches described in this paper rely on histograms for a
coarse but efficient description of tiles of the curvature map, and on weighted walkthroughs
for a more precise description of homogeneous regions of the map, taking into account their
spatial arrangement and areas. Experimental results reveal that both techniques can be
successfully applied to curvature maps. The two approaches have been compared against
other solutions presented in literature, and have shown a good retrieval performance
(particularly in the case of region-based description).
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1 Introduction

Digital multimedia information is nowadays spreading through all sectors of society. Larger
and larger collections of multimedia documents are being created at an increasing pace,
enabling the exchange of information over computer networks and, consequently, the use of
this information by a wide range of users. However, in order to exploit the valuable assets
contained in these ever growing collections, users need to find information that matches
their expectations—a notoriously hard problem, due to the inherent difficulties of managing
multimedia documents. In fact, storage, indexing and retrieval by content of information
from such collections represent issues that researchers have now been facing for some time.
In recent years, as a result of the efforts spent in the attempt of finding solutions to these
problems, many systems have been developed that enable effective retrieval from digital
libraries, covering text, audio, images, and videos. For images, solutions have been
proposed to support retrieval based on colour, texture, shape, and spatial relationships [12,
33]. In this field, researchers have long investigated content descriptors best suited to
capture the properties of images so as to embody users’ perception in the retrieval process.
Also, in order to meet the users’ expectations in terms of matching, different metrics have
been experimented to evaluate similarity measures between descriptors of two different
images [32]. For videos, additional clues, related to motion and video editing effects, have
been exploited [10–12, 30, 44]. Along with the low-level cues, research in the area of
videos has specifically addressed the problem of automatic semantic annotation, since
querying by high-level concepts is a pervasive task in video retrieval [2].

Along with images and videos, 3D models have recently gained increasing attention for
a number of reasons: advancements in 3D hardware and software technologies—in
particular for acquisition, authoring and display [3, 9, 43]—their ever decreasing prices and
increasing availability, and the establishment of open standards for 3D data interchange (e.
g., VRML, X3D). Acquisition of a 3D model, in terms of geometry and visual appearance,
can be achieved through many different techniques, ranging from CAD to 3D laser scanners
and computer vision. Selection of a specific technique typically depends on application
specific quality requirements. CAD yields noiseless models, but requires manual authoring,
which implies a tradeoff between accuracy and cost. Three-dimensional scanners and
computer vision allow for the automation of at least part of the acquisition process, but are
affected by sensor noise. Also, acquisition through scanners initially produces a huge
amount of data, which poses severe system requirements. Computer vision, instead, often
requires a time consuming calibration in order to attain accurate results. Application of
these techniques results in a large variety of models, differing in terms of their
representation (e.g., point clouds, simplicial complexes, voxels, analytical functions), of
their resolution (e.g., number of points/polygons) and size, of the presence, nature, and
amount of noise and artifacts (e.g., sensor noise, occlusions).

As a consequence of the larger availability of enabling technologies, 3D models are
being employed in a wider and wider range of application domains, including medicine,
computer aided design and engineering, and cultural heritage. In medicine, 3D models are
used to analyze the structure of molecules for preparing drugs, to catalogue bones and
teeth, and to simulate surgical operations in virtual reality applications. CAD has long
profited from 3D modelling, and is now extending its range of applications, from
mechanical to civil engineering, through architecture and interior design. In these fields,
3D models are used to represent complex structures, often in terms of a composition of
elementary modules. Reuse of existing models is here a current practice. Finally, cultural
heritage is a field which is profitably exploiting 3D models both to preserve the artifacts
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mankind has produced over time and to allow for their unlimited availability to scholars
and art enthusiasts [8, 25].

In this framework content-based retrieval assumes an ever increasing relevance, as it can
support efficient and effective retrieval of target 3D models. For instance, this is particularly
the case in the fields of cultural heritage and historical relics, where there is an increasing
demand for solutions enabling preservation of relevant artworks (e.g., vases, sculptures, and
handicrafts) as well as cataloguing and retrieval by content. In these fields, retrieval by
content can be employed to detect commonalities between 3D objects (e.g., the “signature”
of the artist) or to monitor the temporal evolution of a defect (e.g., the amount of bending
for wooden tables). Tools supporting retrieval of 3D models are also expected to play a key
role in educational programs, either traditional or computer-based.

Solutions proposed so far to support retrieval of images and videos cannot always be
adapted to 3D models, as they do not account for the peculiar nature of 3D data. In fact,
while images and videos are mostly views (static and dynamic, respectively) of real world
objects and scenes, 3D models embody the essence of such objects, which is independent of
the viewpoint. In other words, while a generic view can be constructed from a given 3D
object, the opposite does not always hold. Moreover, the inherent differences between 3D
models on the one side and images and videos on the other affect different aspects in their
processing and management chain, including acquisition, archival, description, querying,
and matching.

In this paper we address the problems of description and matching of 3D objects. The
basic idea underlying our approach is that the shape of a 3D object can be described
through a curvature map of its surface. After an initial pre-processing of the model,
differential properties of points on the surface of the 3D object are evaluated; the model
surface is then deformed into an ellipsoid, and is mapped onto a 2D image retaining
curvature information of the original model. Matching is performed by comparing the 2D
map of the query against the 2D maps of the database models. In the first approach we
propose, the curvature map is subdivided into a grid of rectangular tiles; these tiles are
described through histograms. In the second approach, the map is segmented into regions of
homogenous curvature, and regions are described with weighted walkthroughs. The
proposed approaches have been implemented in a prototype system supporting retrieval by
content of 3D objects.

The paper is organised as follows: Section 2 surveys related work in the field of retrieval
by content of 3D objects; Section 3 provides insight into preliminary steps of our method,
describing the techniques used to evaluate the curvature map of a 3D model; Section 4
expounds on description and matching of curvature maps, based on both histograms of tiles
and weighted walkthroughs of homogeneous curvature regions; then, Section 5 presents
experimental results and a comparative assessment; finally, Section 6 comprises a final
discussion and conclusions.

2 Related work

While some 3D data archives already exist,1 they are expected to grow further in both size
and number. Methods supporting retrieval of 3D models can be classified according to: the
type of representation used for 3D model geometry, (i.e., volume or boundary
representations—the former describing the whole volume of an object, and the latter only

1 e.g., The Macromolecular Structure Database, http://research.bmn.com/msd and http://msd.ebi.ac.uk
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its surface), the models’ 2D visual appearance (i.e., its colour, projected shape, and texture),
associated metadata and high-level concepts (either manually or automatically annotated).

Retrieval of 3D VRML object models based on textual metadata was early proposed in
[15]. In some cases, image-based representations of 3D models have been exploited (e.g.,
multiple views or range images). In [5] retrieval of CAD object models is supported by
describing the objects through a 2D representation of their contours, taken from different
viewpoints.

Retrieval of 3D volumetric data based on shape similarity has been addressed in [37] and
[1]. In [37] the shape of 3D objects is represented through algebraic moment invariants.
Differently, in [1] 3D shape histograms are exploited to support retrieval of 3D protein
structures. Both approaches provide a global description of objects’ geometries.

Some authors have investigated analytical representations of 3D models: in [22] retrieval
of 3D objects based on similarity of surface segments is addressed. Surface segments model
potential docking sites of molecular structures. The approach develops on the approxima-
tion error of the surface described by z ¼ f ðx; yÞ. Points on the surface are first grouped into
segments, and then two features are computed for each segment: the parameter set that
yields the minimum approximation error (given a set of approximating functions), and the
3D extension vectors (computed from the principal moments of inertia). Similarity between
a query surface and a database surface is computed with a quadratic distance measure,
which depends on the query surface. However, assumptions on the form of the function to
be approximated limit the application of the approach to special contexts. In particular,
since the model cannot be extended to represent the entire molecular surface, retrieval based
on global similarity is not supported.

Retrieval of free-form meshes has been presented in [14, 15, 23, 26, 28]. In fact, an ever
growing amount of 3D models is available in VRML format, as this fosters a common
representation, independent of the acquisition or modelling techniques used to create the
model.

The system developed within the Nefertiti project supports content-based retrieval of 3D
models based on both geometry and visual appearance (i.e., colour and texture) [28]. For
the purpose of describing geometry, the system relies on aspect ratio, on a wavelet
decomposition of a voxel-based representation of the volume enclosed by the mesh, and on
the distribution of cords_ angles and lengths. Cords are vectors from the center of mass to
the center of the polygons comprising the surface. Using cords rather than surface normals
makes the system less sensitive to local variations of their orientations.

Also Kolonias et al. have used dimensions of the bounding box (i.e., its aspect ratios)
and a binary voxel-based representation of geometry derived from the polygonal mesh [23].
They further relied on a third feature, namely a set of paths outlining the shape (model
routes). Model routes are computed according to a set of heuristics, and combine a number
of edges forming a more or less straight polyline. To perform retrieval, a distance is
computed between the reference and database models; this is a weighted combination of
distances between corresponding features. A recent study on the usage of shape
distributions has been reported in [29] (cords fall into this category). Different shape
functions (mapping geometric properties to a scalar value) have been assessed. Shape func-
tions are typically computed on couples or triples of random points on the surface. The
distribution (i.e., histogram) of such values is then evaluated, and used as a signature for the
corresponding model.

In [26] a method is proposed to select feature points which relies on the evaluation of
Gaussian and median curvature maxima, as well as of torsion maxima on the surface. To
reduce sensitivity to noise, a preliminary iterative smoothing is carried out on the models.

32 Multimed Tools Appl (2006) 31: 29–50



The first step in matching develops on a geometric hashing of the aforementioned feature
points; in a second step, preliminary results are refined through global verification.
Geometric hashing techniques for model-based recognition of 3D objects have been
previously used in [24]. Different orientations of the surface of the object are stored in a
hash table mapping triplets of surface points into their orientations.

In [14], Elad et al. rely on moments (up to the 4th–7th order) of surface points as basic
features to support retrieval of 3D models. Differently from the case of 2D images,
evaluation moments is not affected by (self-)occlusions. The retrieval engine exploits a
Support Vector Machine to implement a relevance feedback mechanism. This usually
allows queries to converge within 1–4 iterations.

3 From 3D models to curvature maps

Description of the geometric structure of a 3D object is accomplished through the following
steps: pre-processing, curvature estimation, deformation, curvature mapping. In the first
step, the 3D object model—that is represented as a 3D mesh—is subject to polygonal
reduction and smoothing. Then, during the second step, curvature of the 3D surface is
estimated for each vertex of the mesh. Information about curvature is used to annotate each
vertex. In the third step, the 3D object mesh is subject to a deformation process. By acting
on the ðx; y; zÞ position of each mesh vertex, this process aims at collapsing the 3D object
mesh onto a 3D sphere. At the end of the deformation process, the 3D object mesh roughly
resembles a sphere and each vertex of the mesh keeps track of its curvature on the original
3D object. Once deformation is complete, the annotated spherical mesh is projected onto an
image that encodes position and curvature of points on the original object surface. This
image is used as a descriptor of the geometric structure of the original 3D object.

These four steps are described in detail in the following subsections.

3.1 Smoothing and polygon simplification

High resolution 3D models obtained through scanning of real world objects are often
affected by high frequency noise, due to either the scanning device or the subsequent
registration process. Hence, smoothing is mostly required when dealing with such models.
Further, smoothing is also required when objects (and, therefore, the corresponding models)
display textured surfaces, but the focus of attention is on their global shape, and not on their
local surface properties. Selection of a smoothing filter is a critical step, as application of
some filters entails changes in the shape of the models. For instance, mean or Laplacian
smoothing cause shrinking of the model (a known problem, which has been pointed out—
for example—in [26, 40]. In Laplacian smoothing, every vertex x is moved from its original
location by an offset ΔðxÞ; the offset is determined as a function of the neighboring vertices
of x, and a parameter λ controls the strength of the filter. To avoid shrinking, we adopted
the filter first proposed by Taubin [38]. This filter, also known as λjμ filter, operates
iteratively, and interleaves a Laplacian smoothing weighed by λ with a second smoothing
weighed with a negative factor μ (λ > 0, μ < �λ < 0). This second step is introduced to
preserve the model’s original shape. The quality of the Taubin filter, compared with the
median and Laplacian, is shown in figure 1.

In many cases, some additional pre-processing is required to reduce the complexity of
the model. To this end, an algorithm performing an iterative contraction of vertex pairs (i.e.,
edges) is used: first, all edges are ranked according to a cost metric; then, the minimum cost
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vertex pair is contracted; finally, the costs are updated [19] (see figure 2). The algorithm is
iterated until a predefined stop criterion is met (e.g., desired number of polygons for the
simplified model). This approach displays some advantages over others: it is simpler than
vertex removal; it is well defined on any simplicial complex; as a by-product, it induces a
hierarchy. In our experiments, we carried out supervised polygon reduction, where the stop
criterion was set in terms of the number of polygons of the final model. Once the algorithm
had been applied to the models in the database, the resulting models were inspected to
assess their quality. If some model was over-simplified, the simplification process was
carried out again, on the original model, by setting a higher number of polygons as the goal
of the simplification.

Smoothing is typically applied prior to polygon reduction. However, since this latter
process may produce some noise, an additional smoothing iteration can be also applied
afterwards.

3.2 Curvature estimation

An approach to evaluation of curvature of polygonal meshes is described by Taubin, which
uses a Laurent series approximation to estimate the tensor of curvature [39]. A somewhat
different approach is proposed in [27], where the estimation is not limited to adjacent
triangles, but rather extends to a geodesic neighborhood. While this latter approach reduces
sensitivity to noise, it requires an algorithm for evaluation of the neighborhood. In the
proposed approach, estimation of surface curvature at a generic vertex vi of the mesh is
accomplished by considering variations of surface normal over the platelet V vi of vertex vi.
This guarantees less sensitivity to noise and acquisition errors.

In particular, surface curvature in correspondence with the ith vertex vi of the mesh M is
estimated by considering versor v?i , that is, the normal to M at point vi. Then, the
platelet V vi of vertex vi is considered. This is defined as the set of all mesh vertices around

Fig. 2 Polygonal simplification
is obtained through edge con-
traction: iteratively, the edge dis-
playing the lowest cost is
contracted into a single vertex,
until a given stop criterion is met

Fig. 1 Different smoothing filters behave differently on a 3D model: (a) the original (noisy) 3D model, (b) the
model obtained by applying a mean smoothing filter, and (c) the model obtained through Taubin filtering. The
Taubin filter prevents shrinkage of (parts of) the model, which, instead, occurs with the mean smoothing
filter (see, for instance, the legs of the cow)
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vi. Given a generic vertex of the platelet vj 2 Vvi let v?j be the normal to M at point vj.
Mesh curvature +vi at vertex vi is estimated as:

+vi ¼
1

2

P
vj2Vvi jv?i � v?j j

jVvi j ð1Þ

It can be shown that with this definition, the value of +vi is always in ½0; 1�.

3.3 Deformation

The aim of the mesh deformation process is to transform the original mesh into a sphere or,
more precisely, into a new mesh that can be described as a function on a sphere. Mesh
deformation is obtained by iteratively applying a smoothing operator to the mesh. In
general, application of a smoothing operator is accomplished by updating the position of
each vertex of the mesh according to the following formula:

MðviÞ � ω ¼ μP
vj2Vvi wj

X
vj2Vvi

wj � vi � vi ð2Þ

being weights ω ¼ fwjg characteristic of each operator and μ a parameter used to control
the amount of motion of each vertex and to guarantee stability and continuity of the
smoothing process.

Under the assumption of low μ values, the iterative application of the smoothing
operator to every vertex of the mesh is equivalent to an elastic deformation process. During
the deformation process each vertex of the mesh should be moved in order to satisfy two
sometimes opposite requirements: mesh regularization and curvature minimization. The
former requirement implies transformation of the mesh into a uniform mesh—i.e., a mesh
for which the distance between a generic vertex and its first order neighbors is almost
constant. Ideally, vertices of the mesh could be moved so as to minimize the variance of
mesh edges. Whereas, to meet the latter requirement, the position of a generic vertex should
be updated so as to decrease the absolute value of the local curvature.

As demonstrated in previous work [4], application of Laplacian Smoothing, Taubin
Smoothing, or Bilaplacian Flow operators increases mesh regularization but may result in
unnatural deformations of the original mesh. Differently, application of Mean Curvature
Flow operator doesn’t guarantee mesh regularization.

To achieve both regularization and smoothing of the original mesh, the proposed
solution develops on the application of two distinct operators at each step of the iterative
deformation process. In particular, Laplacian and Gaussian smoothing operators are used in
combination to achieve both mesh smoothing and regularization. Application of the two
operators is iterated until the average value of vertex motion falls below a predefined
threshold τ .

As an example, in figure 3 results of three deformation processes are shown,
representing deformations of a bunny model. The first and second deformation processes
(figures 3b–c) result from the application of one operator only (Laplacian and Gaussian,
respectively). The third process, instead, results from the application, at each iteration step,
of both Laplacian and Gaussian operators (figure 3d). It can be noticed that application of
the sole Laplacian operator results in unnatural deformations. Differently, application of the
sole Gaussian curvature operator results in a non-uniform mesh: especially of regions
corresponding to the tips of the ears.
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3.4 Mapping

Projection of a curved surface is a well known problem in cartography [35]. There are many
different projections used to map (a part of) the globe onto a plane, but their description is
far beyond the scope of this paper.2 Each one has its peculiar advantages and disadvantages.
For instance, the gnomonic projection transforms geodesics (i.e., curves of shortest length
connecting two points) into straight line segments; this is of paramount utility when
searching for the shortest route on the globe. Instead, the Mercator projection transforms
rhumb lines (i.e., curves on the globe that are traced when keeping a constant direction) into
straight lines, easing the navigation task in that these lines can be followed by keeping the
same direction. However, a distortion is inevitably associated with the projection process,
whatever the projection is. Hence, it is never a matter of “if ” but always a matter of “how
much” and of “what kind”. In fact, it is not possible to map even a portion of a spherical
surface onto a plane without introducing some distortion.

In our approach, we have selected the Archimedes’ projection (also known as the
Lambert equal-area projection). Similarly to the Mercator projection, the Archimedes
projection is a cylindrical projection (see figure 4). In particular, it is the projection along a
line perpendicular to the axis connecting the poles and parallel to the equatorial plane.
Thus, a point on the sphere with latitude D and longitude 6, is mapped into the point on the
cylinder with the same longitudinal angle D and height sinð6Þ above (or below) the equa-
torial plane. In other words, this map is created by wrapping a cylinder around the equator
and then projecting along lines of constant latitude. When the cylinder is unrolled, a flat

2 For a detailed analysis the interested reader can also refer to
http://thierry.hatt.gps.free.fr/projections/projections-cartes.htm
http://math.rice.edu/~polking/cartography/cart.pdf
http://www.mentorsoftwareinc.com/cc/gistips/TIPSarch.HTM

Fig. 3 Three deformation processes: a Laplacian operator only, b Gaussian operator only, and c Mesh
deformation using both Laplacian and Gaussian curvature operators
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coordinate system is produced. A cylinder can be unrolled without creating distortion in the
east–west directions, the distortion being limited to north/south only. Areas close to the
equator exhibit little distortion either way.

A major advantage of the Archimedes’ projection is that it is an area preserving
projection: all regions on the surface of the sphere are mapped into regions on the map
having the same area. This guarantees that, regardless of the position on the sphere, the
relevance of any region is the same both on the sphere and on the map.

In general, projecting a spherical surface onto a 2D map entails one degree of freedom
that limits map invariance to certain geometrical transforms (rotation and translation). For
instance, the actual mapping that is obtained through the Archimedes’ projection depends
on the position of the poles. In order to cope with this problem, two alternative strategies
can be adopted. One possible solution is used before the generation of the map and is based
on the definition of a criterion that reduces the degree of freedom by defining a suitable
constraint. Alternatively, invariance can be achieved later on, in the matching phase, by
adopting a similarity measure that is not sensitive to the aforementioned transforms.

In our case, we decided to adopt the first strategy. In particular, the first two inertia axes
are used to determine position of poles on the sphere and identification of the cutting plane,
used to unroll the sphere.

4 From curvature maps to model descriptors

Ideally, once a 3D model is represented through a 2D curvature map, any approach
supporting image retrieval by visual similarity could be used to evaluate the similarity
between two 3D models. In fact, this can be achieved by computing the similarity of the
corresponding maps.

In practice, some care must be put in the choice of the combination of map projection
and image description techniques. For instance, the Archimedes projection preserves
regions’ areas but it implies a severe distortion of regions’ shapes (the closer a region to one
of the poles the more its shape on the map appears distorted). Hence, to take full advantage
of properties of the Archimedes projection, the similarity between two image maps should

Fig. 4 Mapping a sphere onto a plane: (a) Mercator, and (b) Archimedes projections. The Mercator projection
is a conformal projection, and rhumb lines (i.e., paths with a constant compass direction) are mapped into
straight lines. The Archimedes projection is a non conformal projection preserving the area of any set
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be computed based on region area and their spatial arrangement. Whereas, techniques that
evaluate image similarity based on shape features may prove inadequate for this projection
technique. Similar considerations apply to techniques relying on texture features, especially
if these are based on some geometric primitive.

In the proposed approach, information about curvature maps is captured at two distinct
levels: tiles obtained by a uniform tessellation of the map, and homogeneous regions
obtained by segmenting the map. In the former case, we use histograms to capture global
properties of map tiles, whereas in the latter case we rely on weighted walkthroughs to
describe spatial arrangement and local properties of regions on the map. Details on the two
techniques are provided hereafter.

4.1 Histogram-based description of map tiles

Several techniques have been proposed so far to represent information about the frequency
distribution of features within an image [17, 20, 31, 34, 36]. Among these, histograms are
probably the most commonly employed, both for their simplicity of use and for some
convenient properties (colour histograms have been included in the basic features covered
by the MPEG-7 standard). These include low storage requirements, invariance to image
scaling and rotation, as well as ease of combination with metric indexing structures.
Histograms provide a synthetic representation for content, and have been used for different
features, such as colour and shape [17, 21]. The above properties make histograms very
appealing for the problem at hand.

Histograms notation and properties A generic histogram H with n bins is an element of the
histogram space Hn � Rn. Given an image and a quantization of a feature space, histogram
bins count the number of occurrences of points of that quantized feature value in the image.

Histograms also support a multi-resolution description of image features. Given a
partitioning of an image into n fine-grained tiles, histograms provide a representation for the
content of each of these tiles. The representation of a wider tile, at a less fine-grained level,
can be computed by merging the histograms of every tile Ri

k at level i that contribute to the
tile Riþ1 at level iþ 1 (Riþ1 ¼ [m

k¼1Ri
k). In this case, each j-th bin hiþ1

j at level iþ 1 is
computed as follows:

hiþ1
j ¼

Xm
k¼1

hij;k 8j ¼ 1; . . . ; n ð3Þ

In order to compute the similarity between two histograms, a norm must be defined in
the histogram space. Several distance measures have been proposed to evaluate the
similarity between two histograms (for a detailed review refer to [7, 31]). In our
experiments the Kolmogorov-Smirnov distance was adopted. Thus, the distance between
two histograms H and H 0 is computed as follows:

DKSðH ;H 0Þ ¼ max
i
ðȟi; ȟ

0
iÞ ð4Þ

being ȟi and ȟ
0
ii-th element of the cumulated histogram of H and H 0, respectively (i.e.,

ȟi ¼
Pi

k¼1 hk).
To support description of models at different resolutions, we have chosen to work with

three levels of detail: at the highest level of detail the map is partitioned according to a
regular grid comprising 32 tiles, at the intermediate level the grid comprises 8 tiles, and at
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the lowest level a single tile covers the whole image. Following the above discussion,
histograms at the lower levels can be computed from histograms at the highest level.

For the implementation of the system presented in this paper, 100 reference curvature
values were selected to quantize the curvature space, and histograms with 100 bins are used
to encode curvature information for each of the tiles images are partitioned into. Histograms
are normalized with respect to the image size so as to provide scale invariance of the
representation.

Similarity computation Since the content of a map is represented at several resolution
levels, the computation of the similarity between two maps relies on matching descriptors at
equal resolution levels. At a generic resolution level, each map is partitioned into n tiles and
each tile is represented through a 100-bins curvature histogram.

Computing the distance between two maps requires to find the best tiles correspondence
function. This is defined as the permutation p : f1; . . . ; ng ! f1; . . . ; ng that minimizes the
sum of distances between corresponding tiles, that is:

D j
maps M ; M̂

� �
¼ min

p

Xn
i¼1

DK SðHj
i; Ĥ

j
pðiÞÞ

( )
ð5Þ

being Hj
i the histogram of the i-th tile in the first map and Ĥ j

pðiÞ the histogram of the pðiÞ-th
tile in the second map.

The solution p to Eq. 5 is approximated through a heuristic search approach that
requires to scan all tiles in the first map in a predefined order and associate to each tile the
most similar tile not yet associated in the second map. This pairwise NN association yields
a suboptimal solution.

As an example, in figure 5 the simplified models of two curvature maps are reported.
Each map is partitioned into eight rectangular tiles. Each tile is associated with a histogram
that, for the sake of simplicity, is assumed to be a 1-dimensional vector: a scalar number.
The value of the histogram is reported inside each tile. Furthermore, within each map, tiles
are ordered clockwise starting for the upper-left one. Solution of Eq. 5 requires the
identification of the best permutation function p : f1; . . . ; 8g ! f1; . . . ; 8g that minimizes
the sum of distances between tiles’ histograms.

Obviously, the best permutation function for this case is given by poptðiÞ ¼ i,
8i 2 f1; . . . ; 8g. In fact, with this permutation function the distance between histograms
of corresponding tiles is always null apart from the association of the tile 2 in the first map
with tile 2 in the second one. In this case, the distance is j21� 23j ¼ 2.

It should be noticed that the use of a greedy search approach yields a suboptimal
solution in this case. In fact, by adopting this approach, tiles in the first map are associated
(clockwise, starting from the upper-left one) to the most similar tile in the second map. This

Fig. 5 Comparison of two sample maps. Each map tile is represented through a 1-dimensional histogram
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yields the selection of the permutation function shown in Table 1. In this case, the distance
between the two maps amounts to j23� 24j þ j24� 26j þ j26� 28j þ j28� 21j ¼ 12.

4.2 Weighted walkthroughs of map regions

The use of curvature histograms for global description of map content has several
advantages, including invariance to image scaling and rotation, as well as ease of
combination with metric indexing structures. However, description of map content through
histograms is not able to capture neither the spatial arrangement nor the local properties of
individual regions of the map. In some cases this can be a limitation, since information about
individual regions and their spatial arrangement in the map is strictly related to information
about shape and structure of the original 3D mesh. To overcome these limitations, the coarse
description of map content is complemented with a local approach capturing local properties
of individual regions in the map as well as their spatial arrangement.

Local description of map content is based on weighted walkthroughs technique [13]. In
particular, description of map content is accomplished by segmenting the map into regions
characterized by uniform curvature values. For each region, information about region area
and average curvature is retained. Furthermore, for each pair of regions, their relative
position is captured through a 3� 3 array corresponding to the weighted walkthroughs for
the two regions, as explained in the following.

Weighted Walkthrough Definition and Notation Given two regions in the plane, there is an
infinite set of paths leading from a generic point a 2 A to a point b 2 B. This infinite set of
paths can be reduced to a finite set of 9 equivalence classes. Equivalence classes abstract
from the specific trajectory of the path connecting a and b and only encode the mutual
displacement of a and b.

Each of these classes, called walkthrough, can be encoded by a pair of indices hi; ji,
taking values in f�1; 0; 1g. Index i (j) is equal to �1, 0 or 1 depending on whether the step
along the horizontal (vertical) axis, has a negative, null or positive orientation, respectively
(see figure 6).

In order to represent the relative position of two regions A and B each walkthrough hi; ji
is associated with a weight wi;jðA;BÞ measuring the number of pairs of points of A and B
that are connected through a Cartesian path equivalent to the walkthrough hi; ji. This weight
is evaluated as:

wi;jðA;BÞ ¼ Ki;jðA;BÞ
Z
A

Z
B
Ciðxb � xaÞCjðyb � yaÞdxadxbdyadyb ð6Þ

i 1 2 3 4 5 6 7 8

p(i) 1 3 4 8 5 6 7 2

Table 1 Solution to Eq. 5 for maps
shown in figure 5, using a greedy
search approach
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being:

– C�1ð�Þ and C1ð�Þ the characteristic function of negative and positive real numbers;
– C0ð�Þ the Dirac function;
– Ki; jðA;BÞ a positive normalization factor used to guarantee that wi;j 2 ½0; 1� 8i; j.

The use of weighted walkthroughs enables description of map content in the form of an
attributed relational graph. Graph vertices correspond to regions of the map and are labelled
with the region’s area and average curvature. Graph edges retain information about the
relative position of regions they link and are labelled with the corresponding 3� 3
weighted walkthroughs. It can be noticed that, due to the definition of weighted
walkthrough, wi; jðA;BÞ ¼ w�i;�jðB;AÞ. This permits to label the edge between vertices A
and B only with wi; jðA;BÞ, yet being able to derive from these values the values of
wi; jðB;AÞ.

The descriptor of content of a generic map can be represented as hR; f ;wi, being R the
set of regions in the map, f the set of visual features capturing the appearance of each
region (in our case region area and average curvature), and w the set of weighted
walkthroughs capturing the relative position of each region pair.

Similarity computation Computation of the similarity between two descriptors of map local
content is equivalent to an error correcting subgraph isomorphism problem [16], which is
an NP-complete problem with exponential time solution algorithms [18].

In general, computation of the similarity between two graphs hR; f ;wi and hR0; f 0;w0i
requires the association of the entities in the first graph with a subset of the entities in the
second graph (without loss of generality it can be assumed that the number of entities on the
first graph is less than or equal to the number of entities of the second graph). This
association is equivalent to an injective function * such that

* : R 7!R0

r1; r2 2 R and r1 6¼ r2 ) *ðr1Þ 6¼ *ðr2Þ

The similarity between two graphs under the association * is computed by combining
vertex and edge distances. For this purpose, it is assumed that two metric functions Df and

Fig. 6 Equivalence classes.
Paths ð1Þ and ð10Þ—connecting
points a and b of regions A and B,
respectively—belong to the same
equivalence class (i.e., walk-
through) which encodes the mu-
tual displacement between the
two points; similarly, paths ð2Þ
and ð20Þ belong to a second
walkthrough, encoding the dis-
placement between a and b0
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Dw are provided to compute the distance between two region descriptors (graph vertices)
and two weighted walkthroughs sets (graph edges), respectively.

In the proposed approach, identification of the optimal association *opt is accomplished
through the technique presented in [6]. This is based on a look-ahead strategy that extends
classical state-space search approaches. These latter derive the optimal solution by
searching in a state-space including all possible assignments of the entities (vertices and
edges) of the two graphs to be compared [42]. In order to avoid an exhaustive inspection of
the space of solutions, search is done incrementally, by repeatedly incrementing the number
of assigned entities in the two graphs.

Fig. 7 The web interface of the 3D content-based retrieval system. The snapshot shows a query carried out
on the histogram-based representation of tiles of the curvature map. In the upper left corner the query is
shown. Retrieved models are displayed below it
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5 Experimental results and competitive assessment

Approximately 250 models were collected to build the test database. These comprise three
classes of models: taken from the web, manually authored (with a 3D CAD software), and
variations of the previous two classes (obtained through deformation or application of
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Fig. 8 Distance (with respect to the query) of items retrieved in figure 7

Fig. 9 The figure shows the best three correspondences of regions of the curvature maps of two bunny
models, backprojected onto the original models. The correspondences were found following the heuristic
search outlined in Section 4.1
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noise, which caused surface points to be moved from their original locations). Feature
descriptors were then evaluated and added to the index.

Figure 7 shows the web interface of the prototype system displaying a retrieval example
for the histogram-based description of map tiles, where the model of a bunny was selected
as a query template (upper left). Retrieved models are shown below. The database contains

Fig. 10 Curvature maps of the two models of figure 9. The three best-matching tiles were highlighted on
both maps

Fig. 11 Retrieval of 3D models by global similarity. In the upper left corner the query is shown. Retrieved
models are sorted in decreasing order of similarity from left to right and from top to bottom
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five bunny models, and all of them were retrieved. Figure 8 shows more information about
this retrieval example. In particular, the distance value between the query and each retrieved
item is plotted. Representation of distance values evidences that the first three retrieved
items are remarkably more similar to the query than the other retrieved items. Actually, the
fourth and sixth ranked models, still representing a bunny, are so much deformed that their
curvature map is not much dissimilar to the map of a dinosaur model (fifth, seventh and
eighth ranked models). Figure 9 provides additional insights into the matching process,
showing the three best matches between regions of two different models (the two maps are
reported in figure 10 for the sake of completeness).
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Fig. 13 Comparison of precision/recall figures for the three methods: curvature histograms, moments, and
weighted walkthroughs of curvature maps. The graph shows the retrieval performance of curvature
histograms, moments, and of the histogram-based description of curvature maps

Fig. 12 Curvature maps of the first two models of figure 11
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Fig. 14 Retrieval by similarity of parts. (a) The body and tail of the dinosaur are used as query. (b)–(g)
retrieved models
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Figure 11 shows a second retrieval example. In this case, the weighted walkthrough-
based description of map regions was used. The model of a cow was selected as a query
template (upper left). Retrieved models are shown next. The database contains five cow
models, and all of them were retrieved.

Figure 12 provides insight into the matching process, showing the maps of the query
model and the best matched retrieved model.

Comparative assessment Among the different techniques reviewed in Section 2, we
selected the curvature histograms [41] and moments of surface points [14] for a
comparative assessment, as enough implementation details were provided. Curvature
histograms are constructed by evaluating the curvature of points of the mesh. This can be
regarded as a special case of our approach: they can actually be evaluated by summing up
the corresponding bins for all tiles of the curvature map. Differently, to evaluate the
moments of a 3D object defined by a polygonal mesh, a limited set of points fPi ¼
ðxi; yi; ziÞgNi¼1 is considered:

mpqr ¼ 1

N

XN
i¼1

wix
p
i y

q
i z

r
i

where wi is a weight, which is usually proportional to the area of the portion of surface
associated to the point Pi. To make the representation independent of the actual position of
the model, the first order moments m100, m010 and m001 are first evaluated, and higher order
moments are then evaluated with respect to the first order moments. In our experiments,
moments were computed for each model, up to the sixth order. This choice is motivated by
the aim of attaining sufficient discriminatory power among different models.

Feature descriptors were extracted, to support all of the methods. Then, four sample
queries were submitted to each of the three retrieval engines. Average precision vs. recall
curves are shown in figure 13.

The comparative evaluation shows that our method performs well with both description
techniques. This may be accounted to the fact that they allow for a local description of the
models, while the other two methods only provide a global description. In fact, a global
description is often inadequate also for 2D images, and 3D provides even more degrees of
freedom, so that a global description may fail to discriminate among the different models.
This hypothesis can be confirmed by the fact that the weighted walkthrough-based
description of regions performs better that the histogram-based description of tiles, given
that the former yields a better characterization of the maps in terms of their local properties.

In figure 14a–g an example of retrieval by part similarity is shown. In figure 14a two
parts of the model of a dinosaur have been selected to be used as a query. The two parts
(highlighted with red and green colours) roughly correspond to the body and the tail of the
dinosaur. Retrieval results are shown in figure 14b–g. On each retrieved model, best
matched regions are highlighted with red and green colours, so as to evidence their
correspondence with the two query regions. On all retrieved models but one, best matched
parts are also perceptually similar to the query parts. Only the fifth retrieved model,
representing the model of a bean, is not perceptually similar to the query. Detailed
inspection of the image map associated with the bean model shows that the reason why this
model is retrieved is due to the close similarity of the dinosaur and bean models after the
elastic deformation process. Due to this similarity, some regions on the curvature maps of
the dinosaur and bean models are similar as well.
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6 Conclusions and future work

In this paper, a model for representation and retrieval of 3D objects is presented. The model
develops on the combined use of object deformation and planar projection to represent
differential properties of the object surface through a 2D curvature map encoding the
structure of the original object. Curvature map content is captured through histograms of
tiles and weighted walkthroughs of regions.

Experimental results are presented to demonstrate the effectiveness of the proposed
solution both for retrieval by global 3D model similarity and for retrieval by similarity of
parts.

A comparative analysis is reported to demonstrate the potential and effectiveness of the
proposed approach with respect to alternative solutions presented in the literature.

Future work will address investigation of the effects on retrieval effectiveness of using
other features, in addition to area and curvature, to represent the structure of surface regions
on the original 3D model.

Acknowledgment The authors thank Dr. Gianni Antini for his valuable contribution to part of this work.
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