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ABSTRACT
We present a human-centered designed social drone aiming
to be used in a human crowd environment. Based on design
studies and focus groups, we created a prototype of a social
drone with a social shape, face and voice for human interaction.
We used the prototype for a proxemic study, comparing the
required distance from the drone humans could comfortably
accept compared with what they would require for a nonsocial
drone. The social shaped design with greeting voice added
decreased the acceptable distance markedly, as did present or
previous pet ownership, and maleness. We also explored the
proximity sphere around humans with a social shaped drone
based on a validation study with variation of lateral distance
and heights. Both lateral distance and the higher height of
1.8 m compared to the lower height of 1.2 m decreased the
required comfortable distance as it approached.

ACM Classification Keywords
H.5.2. User Interfaces: User-centered design.

Author Keywords
Human-Drone Interaction; Social Drone; Proxemics.

INTRODUCTION
In the near future, robots of different types are expected to
populate urban environments with the purpose of supporting
human activity. While there is ongoing research addressing so-
cial ground robots [10, 12, 23, 25], such robots are still limited
when it comes to perceiving, understanding, and interacting
in a crowded environment [23], [27] (pages 335-356). Today
drones are widely used for aerial video recording, first-person
view racing, or military surveillance, but are not yet consid-
ered as something humans would socially interact with, but
rather control. In order for drones to approach humans, the
latter’s acceptance of the former needs to be better understood.
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Figure 1. Humans and a social drone.

As shown in Fig. 1, we assume three advantages drones could
have over social ground robots:

• A drone can maneuver unobtrusively above the ground to-
wards a target user without disturbing human movement in
busy and densely crowded areas.

• From a drone’s-eye view, it has a better capacity to recog-
nize humans who need help. The drone’s perception also
benefits crowd tracking and robot path planning. Social
ground robots suffer from occlusion.

• Humans can easily recognize a drone and interact with it
from a far distance.

Based on these assumptions, we introduce a concept of social
drone which we propose as a suitable solution to the question
of what type of robot is best fit for a crowded human environ-
ment. We explore the possibility of using a drone as an agent
in human crowd environments by pioneering fundamental
components such as social drone design, human acceptability
and proximity between drones and humans. Our intention is
to decrease the acceptable distance between a social drone and
humans by conducting proxemic studies. This paper offers
a design study section, followed by a focus group section, a
prototyping section, and a two-part proxemic study section
(Fig. 2).

RELATED WORKS
Human-Drone Interaction (HDI) is an emerging research area
within the robotics community. For example, Obaid et al. [20]
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Figure 2. Human-centred design process.

proposed a drone agent to help humans keep the environment
clean, by persuading a user to pick up trash, leading him/her
to the nearest trash bin and then communicating with him/her
when the job is done. Cauchard et al. [4] proposed an elicita-
tion study on how to naturally interact with drones. Similarly,
Obaid et al. [19] investigated user-defined gestural interac-
tions to control a drone. Emotional states to drones have also
been studied. Cauchard et al. [5] report that several of their
participants compared the drone to a pet, which entitles it to
anthropomorphic status in that situation.

Most off-the-shelf drones do not promote close interaction
due to fast rotating propellers being an immediate danger to
humans. Some researchers have addressed the safety aspects
of interacting with a drone, such as the picocopter [24] and
the collisions-resilient flying robot [2], where light drones
with cages are made safe to coexist with humans. A small
quadcopter [17] to be used in a ball to manipulate speed and
behavior for new sports interaction has also been proposed as a
safe way for humans to interact with it. Bitdrone [7] is a drone
that allows for many types of physical interaction between the
user and the drone.

The features of the drone make them a suitable subject to in-
vestigate as a social entity, although there is very little research
on identifying the social properties of a social drone. However,
the Human-Robot Interaction (HRI) field has explored social
robots to a large extent in the past decade; one of the main
topics being the impact of social proxemics (inter-personal
distances) between robots and humans. Takayama et al. [26]
conducted research on a robot approaching humans, and hu-
mans approaching the robot. Kamide et al. [9] presented not
only proxemic research in the HRI field but also comparing
proxemic results using virtual reality (VR) of a robot. Obaid et
al. [21] looked at the influence of posture on the human-robot
proximity, while Mutlu et al. [16] investigated the influence
of eye-gaze and likeability aspects on human-robot proximity.

Moreover, other researchers have taken a user-centered ap-
proach to identify robotic features or attributes such as the
work presented by Lee et al. [11], who compared cultural
differences in designs of future domestic robots created by
participants from Korea and United States. Woods [28] ex-
amined children’s perspectives, feelings and attitudes towards
robots concluding with a discussion about design implications
for robots, and their use in the educational context. Obaid et
al. [18] presented a summary of robotic attributes extracted
from a study where interaction designers, children with robotic
knowledge, and children without robotic knowledge drew pic-
tures of robots.

In this paper, we follow the trend from previous HRI research
to investigate the impact a social drone would have on human-
drone proxemics. We first explored the social drone attribute,
then conducted two human-drone user-studies.

DESIGN STUDY
In order to achieve a socially acceptable drone, we needed
to identify the social requirements from its users. Thus, we
conducted a survey to gather information from participants
on what a social and friendly drone would look like. This
was then presented in a survey of different key attributes in a
graph.

Requirement Analysis
With a human-centered design [6] approach in mind, we
wanted to understand what kind of shape and design of a
social drone would make humans more comfortable with in-
teracting with a drone. We discovered early that a drone itself
was hard to approach due to the danger of the propellers and
the loud noise. Woods [28] presented several categories and
attributes such as body shape, looks and likes, and facial fea-
tures. Obaid et al. [18] added more attributes (interaction,
size and characteristics). However, both of these works con-
cerned ground robots not drones. In order to design our study
and identify specific attributes for a social drone, we used the
methods from Obaid et. al and Woods to conduct our own
design study.

Drawing Session
To gain an understanding of how users envision a social drone,
and to allow them to elaborate on their preferred features, we
conducted drawing sessions. The session started by handing
out an A4 sheet of paper that had a silhouette illustration of
the DJI Phantom 3 Drone [13]. In addition, we showed on the
original drone where they could interact with it and gave some
basic instructions on how it operates. This was followed with a
brief explanation of the context of the task and the participants
were asked to their vision of a social drone hovering in a
human crowded environment. At the end, the participants
were asked the drone size they preferred from smaller, original
size, or bigger than the original.

In total, we had 20 participants (13 Female, 7 Male), where
the majority (14) were Japanese, with age range between
18 to 31 years (M = 22.2, SD = 4.05). Most were students
of Osaka University, and most were not working within the
technological field (19 non-technical, 1 technical). Only one
participant had any prior experience with drones.



To categorize the outcome of the drawing session, we used
some of Woods’ categories such as body shape and facial
features [28]. Obaid et al. proposed some further categories
and sub-categories such as interaction, size, and characteristics
[18]. Following the design study, safety and extensions were
added (Fig. 3). For each attribute and sub-attribute, a counter
was incremented when it was observed in a drawing.
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Figure 3. Drone attributes were categorized into appearance, interac-
tion, and safety. Appearance has five sub-attributes.

Appearance
We identified that most of our participants (45%) suggested
some sort of a shape around the drone. They favored a cir-
cular/oval drone over a rectangular/square drone, which is
similar to ohkura et al. [22] whose study showed that rounded
objects and blue color rated highly for cuteness. In terms of
facial feature, a number of participants (25%) drew pictures of
the drone with a face, and in some cases in combination with a
screen. An unexpected observation was that a few participants
(20%) wanted some sort of extension of the drone, like an arm,
in order for it to help them with various tasks. Many of the par-
ticipants mentioned that they would have wanted the drone to
carry their bag. “I would like it to carry my bag” and “It would
be nice if it could carry my shopping bag” representative of
the comments.

The characteristics of the drone are closely related to many of
the other attributes listed in the graph. However, we defined
them differently as a more “look and feel” of the overall drone.
For instance, colorful (45%) and cute were often mentioned in
the survey. Some participants reported that they thought the
drone should have some anthropomorphic attributes. Many
of these fell into the category of friendliness (30%) or cute
(25%), some were drawn and some were mentioned in the
survey.

The survey results show that the original size (60%) of the
drone selection was preferred over the smaller size (30%) and
the bigger size (10%). Some participants mentioned that it
might be dangerous if the drone did not make any sound or
was undetectable at a first glance as it might startle people.

Interaction
A number of screens (35%) were drawn for navigation and
in combination of using it as a face, but one of the more
important aspects of interaction was to be able to speak to it
or get information via audio. Some participants either drew
maps inside the screen or explained that they would like to
have a map as well for the social drone to guide them around
in the vicinity.

Safety
One of the concerns was related to safety issues when using
drones. In this work, we identified mentions and drawings on
noise and unexpected movement of drones as an attribute of
environmental safety (40%). Direct observation as propellers
could be dangerous or cause accidents were categorized in
physical safety (75%). Safety issues mentioned were the noise
of the drone or the way it looked, and how dangerous the
propellers appeared to be. However, most participants did not
mention the propellers or the noise it would generate at all,
which could perhaps be attributed to most of our participants
having little experience with drones and not knowing how it
would sound during flight. Some participants also raised their
concerns in the survey about cameras and surveillance, as they
did not want to be monitored.

(a) (b)

Figure 4. Drawings from design study where participants were not given
attributes (a). Drawings from focus group where participants were given
attributes and sub-attributes (b).

FOCUS GROUP
Using the results from the drawing session, we held a small
focus group in two different occasions to find out what some
of the most popular attributes would benefit a social drone
design. Our participants were given approximately 20 minutes



with some of the attributes to design a social drone. The two
focus groups had 5 participants in total (non-technical); all
students at Osaka University (3 Male; 2 Female), all Japanese,
and aged between 21 to 32 years (M = 23.6 SD = 4.78). On
a scale from 1 to 5 in drone experience only one participants
answered 3; the rest of them had no drone experience.

The results from this phase were mainly used as an inspira-
tional phase where we tried our best to design a social drone.
From Fig. 4 we can see that the focus group’s drawings were
much more anthropomorphic than those from the first study.
Safety was also taken into consideration as most of the draw-
ings had something to either cover the propellers or make them
non visible.

PROTOTYPING
Combining both the attributes chart from the survey and the
results from the focus group, we tried to develop a design that
would be social and accepted by humans.

Social Shape
From the results presented in the previous sections we tried
to design a shape around our drone that would give it a more
social and friendly feeling. Following our results presented in
Fig. 3, inspiration from focus groups Fig. 4 and Ohkura et al.
[22] study, we designed a blue oval-shaped drone as shown in
Fig. 5(b). The social shape was to function as a safety guard
as well.

Face
Following Mori’s [15] hypothesis, the uncanny valley, and the
previous studies, we wanted to develop the face so that the
social drone would have an anthropomorphic character of a
cartoon. Using an android tablet we could display a friendly
face with similar color to the social shape. The blue color of
the face was also chosen as the social shape to keep the color
consistent throughout the study, which also corresponds to the
Ohkura et al. [22] study.

Voice
As several participants mentioned audio or voice as an im-
portant interaction channel to feel the presence of the drone,
we added a greeting voice by using a text to speech applica-
tion. Breazeal [1] proposed several synthesized speeches for
an anthropomorphic robot, where a relatively fast, high mean
pitch and wide pitch range was analyzed and categorized as a
"happy" voice.

Nonsocial Shape
We also tried to design a drone that would be safe for the future
participants to not get hurt on. This was made to be just an
rectangle box, see Fig. 5(c).

PROXEMICS STUDY
Apart from appearance design, the range of interaction be-
tween the social drone and human have to be considered for
smooth social interaction. Hall [8] proposed a model that
states that the public space between two human beings starts
at 7.6 meters; within 3.6 meters is the social space; within 1.2
meters is the personal space; and the intimate space is at 0.45
meters.

(a) (b)

(c) (d)

Figure 5. Prototyping departed from an off-the-shelf drone (a) combined
with the outcome of the design study and focus group (b). A nonsocial
safety guard (c) and a social safety guard (d) were prototyped for the
off-the-shelf drone.

To our knowledge, there have not been any proxemics-based
studies on drones. Proxemic studies in the HRI field have
previously been conducted with ground based robots [9, 26].
Compared to other proximity based papers in HRI, which uses
unmanned ground vehicles [9], distance between humans and
robots can vary depending on the robot’s purpose and what
kind of interaction is required. In this section we will describe
our proxemic studies, setup, participants, and the results.
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Figure 6. Setup of proxemic study, part A, where participants stood
4.00 m away from the drone that approached slowly at the height of
2.10 m (a). In part b, participants stood 4.00 m away from the drone
that approached slowly at the height of 1.20 m or 1.80 m with different
lateral distance of 0.3 m or 0.6 m (b).
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Figure 7. (a) An average distance where the participants wanted the drone to stop. SV: Social shaped drone approaching with greeting voice; SN:
Social shaped drone approaching with no voice; NV: Nonsocial drone approaching with greeting voice; NN: Nonsocial drone approaching with no voice;
(b) Average personal space with pet ownership. (c) Average personal space depending on gender.

Setup
As presented in Fig. 6(a) and Fig. 6(b), we setup a face to face
confrontation between participant and robot along a single
dimension. The drone used did not have Vision Positioning
System (VPS), and therefore would slightly drift off and in
some occasions move unpredictably. By adding zip-lines to
the drone, we could have it fully controllable and greatly
minimize the risk of collision with either its environment or
the participant. Kamide et al.’s [9] extensive proxemic study
was used as an inspiration while designing our own. Previous
study has shown that people felt uncomfortable with a speed
of 1 m/s [3], but instead were comfortable with all kind of
speeds that was slower than a normal paced human walking.
Mean velocity was 0.30 m/s.

For the social drone to approach and interact with humans,
we decided to place the drone at the height of 2.1 m for the
first experiment. In the second experiment we set two heights;
1.8 m and 1.2 m respectively. We were interested to find the
difference between the different heights with a drone at almost
same eye-height level with the participant.

(a) (b)

Figure 8. (a) The participant is approached by a drone with nonsocial
safety guard. (b) The participant is approached by a drone with a social
safety guard.

Part A: Social Shape and Greeting Voice
Our aim was to find out if our social drone could decrease
the distance from humans, compared to a nonsocial drone. In
our first experiment we had a total of 16 participants. There
were 14 with technical and 2 with non-technical background.

Participants’ mean height was 1.69 m (SD = 9.72). On a scale
1 to 5 the participants stated their drone experience on an
average of 1.625 (SD = 0.885). Ten of the participants were
or had been pet-owners, while the other six had never had a
pet. This part examined four alternative drone states (Table
1). The setup is presented in Fig. 6(a) where participants stood
at 4.00 meters away from the drone. The drone approached
them at a low velocity. We asked the participant to raise their
hand and say stop when they no longer felt comfortable with
the drone coming closer. The Balanced Latin Square method
[14] (pages 177-180) was used, as some participants might get
used to the drone by the end of the experiment.

Table 1. Drone states.
state shape audio

SV social drone greeting voice
SN social drone no voice
NV nonsocial drone greeting voice
NN nonsocial drone no voice

Part B: Height and Lateral Distance
The aim of this part of the experiment was to explore the
proxemic sphere around a human when a drone passes by. The
drone had 6 initial positions and only the social shaped drone
was used without a greeting voice. The setup is presented in
Fig. 6(b) and Table 2 respectively. This part comprised six
participants; all of them students with a technical background.
Participant mean height was 1.70 m (SD = 5.27). On a scale
1 to 5 the participants stated their drone experience on an
average of 1.833 (SD = 1.169). Two participants had current
or past experience with pet ownership.

Results
Results from the proxemics studies part A and B will be pre-
sented in this section. Note that M represents mean and SD
represents standard deviation.

Part A: Social Shape and Greeting Voice
As presented in Fig. 7(a), with the social shape, we found a
difference between the mean values of personal space between



Table 2. Drone positions.

pos lateral distance height

A 0.0 m 1.8 m
B 0.3 m 1.8 m
C 0.6 m 1.8 m
D 0.0 m 1.2 m
E 0.3 m 1.2 m
F 0.6 m 1.2 m

human and social drone. The average distance with social
shape is found to be MSV = 1.06 m; SDSV = 0.61; and MSN =
1.14 m; SDSN = 0.57; while nonsocial shape is found be MNV
= 1.33 m; SDNV = 0.55; MNN = 1.38 m; SDNN = 0.61;. On
average, the personal space of social drone with greeting voice
is reduced by 30% when compared to nonsocial drone without
greeting voice.

We also analyzed data by comparing the results between pet
owners and non-pet owners. The average distance with all
drone states of personal space of pet owners is M = 1.13 m
while the personal space is M = 1.39 m for non-pet owners;
see Fig. 7(b). Although the number of participants without
having or have owned a pet is not significant, the numbers
do indicate that having a pet allows a drone to come closer
to the user. Finally, the average distance with all drone states
of personal space for females (M= 1.50 m) is greater than the
average distance with all states of personal space for males;
which is M = 1.10 m; see Fig. 7(c).

Part B: Height and Lateral Distance
As a comparison between 2 height levels (1.20 m and 1.8 m)
in Fig. 9(a) and Fig. 9(b), social drones that fly at the height
of 1.20 m have an average distance (MD = 1.14 m; SDD =
0.46; ME = 1.02 m; SDE = 0.61; MF = 0.95 m; SDF = 0.51)
lower than at the height of 180 cm (MA = 1.35 m; SDA =
0.43; MB = 1.38 m; SDB = 0.48; MC = 1.27 m; SDC = 0.56).In
terms of change in lateral distance at the height of 1.20 m,
we can clearly see that increased lateral distance gradually
decreased the distance between the social drone and human
(MD > ME > MF ).

DISCUSSION
From our surveys, we found that safety regarding drones is a
major concern for participants. However, they still prefer a
medium size of social drone due to visibility. We discovered
that the noise of the drone added to the mental stress of any
human in the vicinity of the drone. To our knowledge, silent
drone technology has yet to emerge. We decided not to make it
our challenge to try to decrease the noise of the drone. Several
hypotheses were assumed about how noise cancellation could
perhaps improve the social drone’s penetration of a human’s
personal space.

Based on current technology, flying a drone indoors is still
highly unstable when weight is added on; even if the drone
has a small additional weight (e.g. styrofoam cup), it would
still behave somewhat unpredictably. Due to that we would
not be able to have a consistent experiment or study operating
a drone in an indoor environment, we decided to connect zip
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Figure 9. Part B: Height and lateral distance with the height set at 1.20
m (a) or at 1.80 m (b).

lines to be able to reproduce our experiment and studies. There
were also concerns that the nonsocial drone would affect the
drone from its current state, as it would look safer than a drone
without a styrofoam cup. One of the participants said that
“having the drone inside a protective cage feels safer than the
drone flying without”. Another participant mentioned after the
proximity study “I concentrated more on the face of the drone
and therefore did not think so much about the propellers”.
Nevertheless, the social drone performed significantly better
in closing the distance than what the nonsocial drone could
do.

Finally, in comparison with human personal space (within 1.2
m) proposed by Hall [8], an average personal space of the
social drone and human was closer when compared with the
personal space between human and human. This result shows
positive signs of having social drones in human environments.

CONCLUSION AND FUTURE WORK
We have presented a social drone design and proxemic study
aiming to be used in human crowd environments. Our ex-
periment was preliminary in nature where the factors were
evaluated together. Future work will include more extensive
experiments on each factor to emphasize how strong each
component help reduce personal space. A study concerning



how color feature could affect proximity between human and
social drone or ground robot, will also be conducted. The
authors hope that this paper will contribute design and proxim-
ity insights to several different continuous studies and further
development in various social agents interacting with humans.
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