Geometric Modeling of 3D-Face Features and Its Applications
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Abstract—This paper proposes a method of geometric modeling of features extracted from 3D face and presents some of its applications. It describes a new automatic pose and expression invariant feature extraction algorithms to extract features (control points) from eyebrows, nose and lips of 3D facial data. The proposed algorithms are tested on BU-3DFE (Binghamton University 3D Facial Expression) Database where each subject has at least six expressions. Three dimensional curves are fitted on these extracted features. Through Chi-Square test it reveals that the curve fitted against each extracted feature is found to be good with 98.5% confidence level. In this paper, the proposed geometric model has been used in 3D face recognition and in regeneration of all features. It has been found that the model helps to reduce the storage space considerably and can be used as a soft biometric tool to classify the biometric images in the database so that search space in the database for identification can be reduced substantially.

Index Terms—3D Face Recognition, Geometric Modeling, Feature Extraction, Regeneration, Pose and Expression Invariant

I. INTRODUCTION

Feature extraction from the 3D face is one of the primary tasks in a face recognition system. Generally any feature of a given 3D face consists of huge volume of data points. As a result, it becomes difficult to store all features in the large database. Further, a face recognition system recognizes a person by matching facial feature characteristics (vectors) possessed by that person. A naïve identification system compares the given feature vectors in the database. For a large database containing 3D facial feature vectors, it may require a long response time for identification which may not be desirable. A feature based classification technique can be used to reduce the search space in the database. This paper proposes an efficient method to model these 3D features geometrically so that it not only addresses the above said issues but also can be used to regenerate the 3D face from the derived geometric models.
algorithm that uses both local and global geometric surface information has been proposed. But point sets or profiles used in these algorithms are found to be difficult to define.

The statistical methods and most of the surfaced based methods for face recognition do not deal with effect of facial expressions. Even though effect of expressions is handled in [4] but only two such variations are considered. There are number of model-based approaches for face recognition which are fairly insensitive to viewpoint [13]. One of these approaches is based on 3D deformable modeling [15] which can simultaneously handle both pose and expression variations. However, these approaches are computationally expensive and sensitive to initialization.

This paper proposes new algorithms for feature extraction from a 3D face. These algorithms are invariant to pose and illumination and can be used for automatic extraction of facial feature regions like eyebrows, nose and lips from a 3D face. Control points (termed as features) are determined from these feature regions. Further, these control points are modeled geometrically so that the features can be represented with minimum space. A 3D polynomial of degree 3 has been fitted to define a feature from a 3D face and therefore, each feature can be defined by a constant number of coefficients. Instead of storing huge volume of data to define a feature, it is sufficient to store only these coefficients. Finally, these coefficients can be used to identify a 3D face. In case of biometric identification, often there is a need to search a large database for matching which may require substantial amount of response time and hence it is desirable to design some efficient method to reduce the search space. Soft biometric can be used to reduce the search space in the biometric database. For example, the proposed geometric model of each feature from 3D face can be used to classify the database into various classes and this may reduce the search space substantially.

The paper is organized as follows. Next section deals with the overall methodology used for normalization and extracting regions of interest automatically. Section III proposes a method to extract control points or features from each region of interest. Section IV makes use of these control points for 3D face recognition. Experimental results are also analyzed in this section. The next section presents a method of geometric modeling of the extracted features while regeneration method has been discussed in Section VI. Various applications of the proposed model have been presented in the next section and the conclusions are discussed in the last section.

II. REGION OF INTEREST EXTRACTION METHODOLOGY

This section proposes new methods to extract regions of interest from the point cloud data of 3D face. Initially the 3D face is normalized to bring it to a standard form. Normalization is done with respect to the entire coordinate axis X, Y and Z; therefore, large pose variations (left tilt/ right tilt and front bent/ backwards bent) can also be handled efficiently. However, it assumes that the face has been scanned from the frontal view and in the scanned face the eyes are in upper half portion of the image. The proposed method makes use of neither intensity information nor texture in order to extract features and therefore, the algorithm is invariant to illumination. It has been tested on BU-3DFE (Binghamton University 3D Facial Expression) Database [16], each having at least 6 expressions. The sample images from the database with different expressions (sad, angry, laughing, neutral, surprised and disgust) are given in Fig.1.

![Sample Images in Database with Different Expressions](image)

**Figure 1. Sample Images in Database with Different Expressions**

A. Normalization

A 3D geometric transformation technique has been used to normalize a 3D facial image. It consists of three major steps and they are translation, rotation and scaling. The process of normalization can be initiated by drawing a line joining the points of $Z_{max}$ and $Y_{max}$ which is called **Face Equator line or FE line**. This line can be defined mathematically as follows. For a 3D facial image with n points, let us define a 6-tuple $R = [R_x, R_y, R_z, R_{ox}, R_{oy}, R_{oz}]$ containing information such as X, Y and Z coordinates of a point $P_i$ with their corresponding normals $X_{Ni}, Y_{Ni}, Z_{Ni}$. Let $P_i = (X_i, Y_i, Z_i)$ be a point whose Z-coordinate is maximum while $P_i = (X_i, Y_i, Z_i)$ be a point with minimum Y-coordinate. On YZ-plane, the FE line is obtained by drawing line between $(Y_i, Z_i)$ and $(Y_i, Z_i)$ as shown in Fig. 2.

![Face Equator Line](image)

**Figure 2. Face Equator Line**

There is a possibility that the resultant image may be tilted with respect to X, Y and Z axes as shown in Fig. 3. To get the frontal face of the image, depending on the tilts in the input image, necessary rotation operation can be performed.

![Tilted Face](image)

**Figure 3. Tilted Face**

(a) Along X-axis  (b) Along Z-axis  (c) Along Y-axis
To eliminate the tilt along X-axis, the angle \( \alpha \) of FE line with Y-axis by which the image has to be rotated can be obtained by

\[
\alpha = \tan^{-1}\left[ \frac{|Y - Y_1|/|Z - Z_2|} \right]
\]

If \( S_i, S_n, M_x, S'_i \) and \( S'_n \) are location vector, normal vector of original point cloud, 3D rotation matrix with respect to X-axis, location vector and normal vector of new point cloud respectively, then the image can be rotated with respect to its positive X-axis by an angle \( \alpha \) as:

\[
S' = M_x \ast S_i \quad \text{and} \quad S'' = M_x \ast S_n
\]

where

\[
S = \begin{pmatrix} X \\ Y \\ Z \\ 1 \end{pmatrix} \quad \text{and} \quad S' = \begin{pmatrix} X' \\ Y' \\ Z' \\ 1 \end{pmatrix}
\]

In the resultant rotated image, the point having the maximum Z-coordinate is the nose tip of a human face and is termed as Lunar Point. Let the coordinate of the nose tip, \( n_t \), be \((X_{nt}, Y_{nt}, Z_{nt})\). The rotated image along X-axis of Fig.3 (a) is shown in Fig 4(a).

Given the new point cloud vectors as above, the tilt of the image along \(-Z\)-axis by which the image has to be rotated can be obtained by

\[
S' = M_z \ast S_i \quad \text{and} \quad S'' = M_z \ast S_n
\]

where

\[
M_z = \begin{pmatrix}
\cos(-\gamma) & 0 & -\sin(-\gamma) & 0 \\
0 & 1 & 0 & 0 \\
\sin(-\gamma) & 0 & \cos(-\gamma) & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

and \( S'_i \) and \( S'_n \) are the location vector and normal vector of new point cloud respectively. The rotated image along Z-axis of Fig. 3(b) is shown in Fig 4(b).

Consider the case shown in Fig. 3(c) where the face is tilted along Y-axis. To eliminate the respective tilt with respect to Y-axis, the angle \( \beta \) needs to be computed. This is done first by computing the horizontal curve along the nose tip. Consider the set of points \( P_b = \{X_b, Y_b, Z_b\} \) where \( Y_b \)-coordinate lies between \( Y_{nt} - T_b \) and \( Y_{nt} + T_b \) for a threshold \( T_b \). This threshold is chosen in such a way that one gets the entire span of nose area and determines the horizontal curve. End points of the horizontal curve are determined by selecting two minimum values among the set of points \( P_b \) along XZ-plane with respect to X having sufficient distance between these two minimum points. These two points are nothing but side end points of nose viewing in direction of positive Y-axis. Let coordinates of these two points \( N_i \) and \( N_i \) be \((X, Y_i, Z_i)\) and \((X, Y_i, Z_i)\) respectively. Now, the angle \( \beta \) between X-axis and line joining the points \( N_i \) and \( N_i \) can be obtained by

\[
\beta = \tan^{-1}\left[ \frac{(Z_i - Z_i)/(X_i - X_i)} \right]
\]

and the image can be rotated with respect to positive Y-axis by angle \( \beta \) to get

\[
S' = M_y \ast S'_i \quad \text{and} \quad S'' = M_y \ast S''_n
\]

where

\[
M_y = \begin{pmatrix}
\cos(-\beta) & 0 & \sin(-\beta) & 0 \\
0 & 1 & 0 & 0 \\
-sin(-\beta) & 0 & \cos(-\beta) & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

The rotated image along Y-axis of Fig.3(c) is shown in Fig 4(c).

In order to make the standard alignment for feature extraction, the origin is translated to the nose tip having the coordinates \((X_{nt}, Y_{nt}, Z_{nt})\). Accordingly, coordinates of each point \((X, Y, Z)\) are shifted by \(X' = X-X_{nt}, Y' = Y-Y_{nt}, \) and \(Z' = Z - Z_{nt}\) respectively.

Once the nose tip is identified as origin of the image, one can search in the Y-direction to determine the depth of a given nose, i.e. nose dip. It can be noted that both nose tip and nose dip lie on the same line. If the Y-coordinate of the nose dip is taken as a fixed value, the scaling of faces can be done by taking distance between the nose tip and nose dip along Y-axis of the coordinate system. For the 3D face image shown in Fig. 5(a), the corresponding normalized image with nose tip as origin is given in Fig. 5(b).

**B. Regions of Interest Extraction Algorithm**

The normalized face image has been used to extract the regions of interest such as eyebrows, nose and lips of 3D facial data. It determines the geometry and the shape of the extracted features. The algorithm consists of the following major steps.

**Step 1:** (a) Divide the normalized face into uniform rectangular grids; (b) Calculate surface normal to each grid; (c) Determine the regions of interest by computing angle between normal of adjacent horizontal and vertical planes;

**Step 2:** Segment the Regions of Interest

**Step 3:** Extract regions like Eyebrow, Nose and Lips...
B.1 Computation of Surface Normals

The feature extraction algorithm mainly computes surface normals. The entire normalized face is divided into 80X72 uniform sizes of rectangular grids as shown in Fig. 6. For each grid, a plane is fitted by the following method. Suppose, \( X_0 \) is a point in the given grid which is normal to the unit vector, \( n \), in 3- dimensional space. Then for the grid having \( m \) points \( X_i \), \( i = 1, 2, ..., m \), a plane can be described in the following form

\[
(X-X_0)^Tn = 0 \text{ with } ||n||=1
\]

By the method of Orthogonal Distance fitting plane as given in [1], one can define the plane equation of the form \( aX + bY + cZ + d = 0 \) for each grid.

![Figure 6. Rectangular Grids in Face](image)

The unit surface normal \( n \) for the given plane \( aX + bY + cZ + d = 0 \) is given by \((ai + bj + ck) / \sqrt{(a^2 + b^2 + c^2)}\). Cosine of angle between the two unit surface normals \( A_i \) + \( B_j \) + \( C_jk \) and \( A_i \) \( \alpha_i \) + \( B_j \) \( \alpha_j \) + \( C_jk \) of the two adjacent (vertical and horizontal) grids can be obtained by their dot product

\[
\cos \theta = a_i*a_j + b_i*b_j + c_i*c_j
\]

Only those adjacent grids whose angles as defined in Eq. 1 are selected to determine the regions of interest. In our experiment, all the adjacent horizontal grids with \( \theta \leq 8.89^\circ \) and all adjacent vertical grids having \( \theta \leq 18.19^\circ \) are considered.

B.2 Region Segmentations

This subsection presents a method to segment regions having the desired features from 3D face. The resultant regions constitute the regions of interest which are used later to extract features like left eyebrow, right eyebrow, nose and lips. From the experiments it has been found that

1. In the eyebrow region, \( Y \)-coordinate lies between 7.50 and 9.85 while \( X \)-coordinate is less than 0 for left eyebrow and is greater than 0 for right eyebrow.
2. In the nose region, \( X \)-coordinate lies between -7.0 and 7.0 while \( Y \)-coordinate lies between -3.0 and 7.5.
3. In the lips region, \( X \)-coordinate lies between -7.0 and 7.0 while \( Y \)-coordinate lies between -10.0 and -4.0.

Fig. 7 shows the segmented regions of a 3D face.

B.3 Region Extraction

Initially, the face is divided into rectangular grids and a plane is fitted on each grid as described in Section B.1. It can be noted that points in an eyebrow can be found out by considering the maximum \( Z \) value along each vertical column of the grids. Let \( j \) be the column in the grid. Then the eyebrow region can be defined by the block \( B(i,j) \) containing maximum \( Z \) value for the given column \( j \). Fig. 8 shows the extracted eyebrow regions.

![Figure 8. (a) Extracted Left Eyebrow Region (b) Extracted Right Eyebrow Region](image)

For extraction of nose region, horizontal, vertical and angle filtering techniques proposed in [6] can be used. In case of horizontal and vertical filtering, angles between the normals of every pair of adjacent horizontal and vertical planes respectively are found and based on some threshold value, say \( \alpha \), planes are chosen as nose region. This extracted region contains some unwanted portions including cheek region and upper lip region. Angle filtering technique [6] is used to remove these unwanted portions from the extracted region. It can be noted that the normal to the cheek region and the upper lip region may make a very small angle or is almost parallel to \( YZ \)-plane. Considering this, angle filtering finds an angle, \( \alpha_{angle} \), to eliminate these unwanted portions. Mathematically, horizontal, vertical and angle filtering can be described below.

Let \( N(i,j) \) be the normal to the plane at the \( f \)th column of the \( i \)th row. Let \( \alpha_1 \) and \( \alpha_2 \) be angles between adjacent horizontal planes and between adjacent vertical planes respectively. Angles \( \alpha_1 \) and \( \alpha_2 \) can be found by

\[
\alpha_1 = \cos^{-1}(N(i,j)*N(i,j+1)) \quad (2)
\]

\[
\alpha_2 = \cos^{-1}(N(i,j)*N(i+1,j)) \quad (3)
\]

It has been observed that \( \alpha_1 \) lies between 14.07º and 66.42º for adjacent horizontal planes and \( \alpha_2 \) lies between 21.57º and 64.53º for adjacent vertical planes.

For angle filtering, we need to compute the angle made between the normal to a plane with \( YZ \)-plane, \( \alpha_{angle} \), which can be obtained by

\[
\alpha_{angle} = \cos^{-1}(\sqrt{x^2 + y^2}) = \sin^{-1}(x) \quad (4)
\]

where \( x \), \( y \) and \( z \) are the unit vectors in \( X \), \( Y \), \( Z \) directions respectively. Experimentally it has been found that \( \alpha_{angle} \) is always more than or equal to 46º. Fig. 9
shows the extracted nose region after applying horizontal, vertical and angle filtering to the nose region.

Figure 9. Extracted Nose Region

For the extraction of lips region, a plane is fitted in the lip region using moment method of orthogonal least square plane fitting [1]. The best fitted plane obtained by this method crosses the lip region in such a way that the maximum lip portion, upper lip and lower lip comes above the plane and rest is below the plane. Thus, the points above the plane are chosen for lip extraction. A plane $F(X, Y, Z)$ can be defined by

$$F(X, Y, Z) = aX + bY + cZ + d \quad (5)$$

All the points that satisfy the following condition are selected as points belonging to lips region $F(X, Y, Z) * d > 0$

This indicates that all these points are above the plane $F(X, Y, Z)$. Fig. 10 shows the extracted lips using the above described method.

Figure 10. Extracted Lips Region

III. CONTROL POINTS (FEATURES) EXTRACTION

The extracted regions are used to obtain the control points on face. These points represent the minimum set of feature points required to define uniquely a 3D face. The proposed algorithm extracts 12 control points automatically from eyebrows, nose and lip regions. These points are found to be distinct for different faces. The control points are four end points of eyebrows ($P_1, P_2, P_3, P_4$), two end points of nose ($P_5, P_6$), nose tip ($P_7$), nose saddle point ($P_8$), nose dip ($P_9$), and end points of lips($P_{10}, P_{11}$) and centre point of lip line($P_{12}$). All these control points are shown in Fig. 11. Given the extracted regions of study, we need to obtain these control points. The process of finding these control points is discussed below.

A. End Points of Left Eyebrow, Right Eyebrow and Nose

Let $PC$ be the set of points on left eyebrow and $p, q$ be the points that belong to this set and acronyms the first time they $X$-coordinate of points $p$ and $q$ are represented by $p.X$ and $q.X$ respectively for the left eyebrow, the control points $P_1$ and $P_2$ can be calculated as follows:

$$P_1 = \{p \mid p \in PC, p.X \geq q.X, \forall q\} \quad (6)$$

$$P_2 = \{p \mid p \in PC, p.X \leq q.X, \forall q\} \quad (7)$$

Similarly end points $P_3$ and $P_4$ of right eyebrow can be computed where in this case, $PC$ is a set of points on the right eyebrow. Further, end points $P_5$ and $P_6$ of nose can be extracted taking $PC$ to be the set of points on nose and similarly end points on lips, $P_{10}$ and $P_{11}$, can be found by taking $PC$ to be the set of points on lips.

B. Nose Tip

This point, $P_7$, corresponds to the point with maximum $Z$-coordinate value on the face and can be computed as follows:

$$P_7 = \{p \mid p \in PC, p.X \in PC, p.Z \geq q.Z, \forall q\} \quad (8)$$

where, $PC$ is a set of points on face and $p, q$ are points in set $PC$ and the $Z$-coordinate of points $p$ and $q$ are represented by $p.Z$ and $q.Z$ respectively.

C. Nose Saddle Point

Upper most point, $P_8$, on the nose is termed as the saddle point. It may be noted here that the saddle point has maximum $Z$ value between eye pits as we move horizontally and minimum $Z$ value as we move down from forehead towards the nose tip. Let $B(i, j)$ represent a grid on $i^{th}$ row and $j^{th}$ column. Now, the problem is to find $j_o$ for each $i$, such that $B(i, j_o)$ contains maximum $Z$ value for row $i$. For this $j_o$, $B(i, j_o)$ must contain minimum $Z$ value in column $j$. Thus, $B(i, j)$ contains saddle point.

D. Nose Dip

This point, $P_9$, is the minimum $Y$-coordinate just below nose tip in the nose region. Let $NR$ be the set of points on nose and $p, q$ be the points that belong to this set. The $Y$-coordinate of points $p$ and $q$ are represented by $p.y$ and $q.y$ respectively; then $P_9$ is given by the following equation.

$$P_9 = \{p \mid p \in NR, q \in NR, -1 \leq p.X \leq 1, p.Y \leq q.Y, \forall q\} \quad (9)$$

E. Lips Mid Point

It is the mid point of lip line. Lip line is the line that divides upper lip and lower lip. Points on this line have minimum $Z$ value for each column of grids present in the lip region. Then the lips mid point $P_{12}$ is given by the following equation.

$$P_{12} = \{p \mid p \in LR, q \in LR, -2 \leq p.X \leq 2, p.Z \leq q.Z, \forall q\} \quad (10)$$
where, $LR$ is a set of points on face and $p, q$ are points in set $LR$ and the $Z$-coordinate of points $p$ and $q$ are represented by $p.Z$ and $q.Z$ respectively.

IV. FACE RECOGNITION

An automatic face recognition attempts to match control points on a given 3D face with the previously stored control points of subjects in a database. All these control points cannot be same for two different faces. Therefore, this technique of matching using control points can give good accuracy. Database is prepared by first calculating the twelve control points for various expressions of a subject as $(P_1, P_2, P_3, P_4, P_5, P_6, P_7, P_8, P_9, P_{10}, P_{11}, P_{12})$ and then storing the average of each control point obtained from various expressions as well as its standard deviation. Thus, one gets twelve control points for each expression of a subject. If the subject has provided images of $m$ expressions, then one can determine easily the variations in each control point under each expression. This can be done by taking average and standard deviation of each control point. Let $P_{ij}(k)$ be the $j^{th}$ control point for the $i^{th}$ subject under expression $k$, where, $k = 1$ to 6, $j = 1$ to 12. The average ($\mu_{ij}$) and standard deviation ($\sigma_{ij}$) of the $j^{th}$ control point for the subject $i$ can be given by

$$\mu_{ij} = \frac{\sum_{k=1}^{m} P_{ij}(k)}{m}$$

$$\sigma_{ij} = \sqrt{\frac{1}{m-1} \sum_{k=1}^{m} (\mu_{ij} - P_{ij}(k))^2}$$

where $P_{ij}(k)$ is the value of $j^{th}$ control point under $k^{th}$ expression for the subject $i$.

In order to make a decision whether a query subject $Q$ matches with the subject $i$ in the database, twelve control points $P_{ij}, j = 1, 2, \ldots, 12$ of the subject $i$ are determined using the method discussed in the previous section. Each control point $Q_j$ is compared with $P_{ij}$ of subject $i$. If $Q_j$ is lying between $\mu_{ij} + k^6 \sigma_{ij}$ for some constant $k$, it is assumed to be matched. Number of such matches is used to take the decision of matching or not matching. Experimentally, $k$ is set to the equal error rate (EER) of the test match. The dataset consists of diverse expressions, due to which the standard deviation becomes high and matching results are not very efficient. In laughing expressions, the lower portion around lips may have control points at different positions for the same subject. On calculating the average and standard deviation for all expressions of a subject, it is found that the contribution due to the laughing expression dominates other expressions and reduces the accuracy. If the laughing expression is put into a new bin and the remaining expressions are kept in other bin, then matching based on binning improves the result substantially. Therefore, three bins are formed as (i) one with all expressions (ii) one without laughing (iii) one only with laughing. The query face is sent to appropriate bin for matching based on whether the subject has laughing expression or not.

A. Experimental Results

The proposed algorithm has been tested on BU-3DFE (Binghamton University 3D Facial Expression) database [16] where each subject contains at least six different expressions such as sad, angry, laughing, neutral, surprised, disgust and fear. The correctness of feature extraction is very important to ensure its accuracy. In order to get unique relationship between automatically extracted features and features from original face, a curve is fitted between the end points of respective features and then values on the curve are compared with the original feature values using Chi-Square statistic.

Feature extraction algorithms are found to be accurate with confidence level more than 98.5% for right eyebrow and 99% for other features. The extracted features of the 3D image are shown in Section III. It has been found that these features are well extracted. Table I shows the Chi-Square test results and these results reveals their corresponding confidence levels.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>CHI-SQUARE RESULTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Cases</td>
<td>Confidence Value</td>
</tr>
<tr>
<td>Left Eyebrow</td>
<td>228</td>
</tr>
<tr>
<td>Right Eyebrow</td>
<td>228</td>
</tr>
<tr>
<td>Left Nose</td>
<td>228</td>
</tr>
<tr>
<td>Right Nose</td>
<td>228</td>
</tr>
</tbody>
</table>

The matching algorithm has also used the same BU-3DFE (Binghamton University 3D Facial Expression) database. The results of matching without and with binning are given in Table II and Table III respectively.

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>MATCHING RESULTS WITHOUT BINNING</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjects</td>
<td>Test Images</td>
</tr>
<tr>
<td>With Laughing</td>
<td>100</td>
</tr>
<tr>
<td>Without Laughing</td>
<td>100</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>MATCHING RESULTS WITH BINNING</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjects</td>
<td>Test Images</td>
</tr>
<tr>
<td>With Laughing</td>
<td>100</td>
</tr>
<tr>
<td>Without Laughing</td>
<td>100</td>
</tr>
<tr>
<td>Only Laughing</td>
<td>100</td>
</tr>
</tbody>
</table>

In Fig. 12, both FAR and FRR are plotted against various threshold values lying between 1.0 and 3.0. It is found that equal error rate (EER) is 1.08% at the
threshold value of 2.05. In Fig. 13, FRR is plotted against FAR while the graph of GAR against FAR where GAR (Genuine Accept Rate) is calculated as $1 - FRR$, is shown in Fig. 14.

A. Geometric Modeling of Eyebrows

The extracted points are used to fit a 3D curve in the left and the right eyebrows separately. 2D curve models $Y$ in terms of $X$ for each eyebrow to get coefficients of the model.

B. Geometric Modeling of Nose

Nose is a region of high curvature; two separate curves are used to define regions on nose. The nose is divided into left and right parts about the axis $X = 0$. The two 3D curves are then fitted on the two parts to get coefficients in order to define the nose. The border of nose is defined using 2D curve as left and right curves; $X$ is modeled in terms of $Y$ using the following equation

$$X = g(Y) = A_0 + A_1Y + A_2Y^2 + A_3Y^3 \quad (15)$$

C. Geometric Modeling of Lips

3D curves are fitted on the upper and lower parts to determine their coefficients. A 2D ellipse is fitted on the lips by taking the major axis in $X$-direction, minor axis in $Y$-direction and center of the lip line as the center of an ellipse.

D. Geometric Modeling of Face

The face boundary is extracted by finding the maximum and minimum $X$ coefficients on face for $Y$ values in the valid $Y$ range on face. Two separate 3D curves as shown in Eq. 14 are fitted in the left and right boundary of the face. The polynomial coefficients are determined and for each curve along with the range of $Y$ on face, 2D curve models $X$ in terms of $Y$ as given in Eq. 15.

VI. REGENERATION OF FEATURES

This section deals with the problem of regeneration of the face image from the 3D geometric model obtained from the extracted features. Since features are geometrically modeled, in order to regenerate the face, we need to get some control points and the coefficients of the 3D polynomials of degree 3 for various features such as eyebrows, nose and lips. It can be noted that this geometric model of each feature is very useful because it is invariant to scale.

A. Regeneration of Eyebrows

For the regeneration of eyebrows, the coefficients of the polynomials obtained as in Eq. 13 and Eq. 14 and the region belonging to left and right eyebrows are known. Also, there are $X_I$ and $X_2$ values corresponding to the minimum and the maximum values of $X$-coordinate respectively, in the particular region. For different values of $X$ lying between $X_I$ and $X_2$, corresponding $Y$ values are estimated using the coefficients obtained in Eq. 13 on the polynomial of degree 3. In the next step, these $X$ and $Y$ values along with the given ten coefficients obtained through Eq. 14 are used to determine the 3D polynomial for the particular feature.

B. Regeneration of Nose

The left part and the right part of the nose are regenerated separately. For each part, points in the nose region such as maximum of $Y$ (Nose Dip), maximum of $X$...
(for the right part of nose) or minimum of $X$ (for the left part of nose) and minimum of $Y$ of the region are given. These points are used to fit three lines to form a triangle. Consider $m$ points $(X_i, Y_i, Z_i)$ lying in the triangle along Z-axis. These $X$ and $Y$ values along with the given ten coefficients obtained through Eq. 14 are used to determine the 3D polynomial for the nose part.

C. Regeneration of Lips

It requires determining the ellipse equation for the boundary of lips. The maximum and minimum $X$ values and the 3D polynomial of degree 3 for upper and lower lip parts are known. For each $X$ value between the maximum and minimum $X$ on lips, two corresponding $Y$ values are obtained from the ellipse equation and this describes the boundary of the lips. $Y$ values between the obtained maximum and minimum $Y$ along with the corresponding $X$ are put in Eq. 14 for different curves of upper and lower lips separately to obtain the $Z$-coordinate and regenerate the lip region. The $Y$ values to be put in upper lip and lower lip curves are discretely divided about the middle of lip.

D. Regeneration of Face boundary

The face boundary can be regenerated following the similar procedure described above. The 2D curve obtained in Eq. 15 gives $X$ value of each $Y$ in the complete range of $Y$ on face and $Z$ value for each $(X, Y)$ is obtained from Eq. 14 for left and right side of face respectively.

E. Experimental Results

The proposed algorithm has been tested on BU-3DFE (Binghamton University 3D Facial Expression) database where each subject has various expressions such as sad, angry, laughing, neutral, surprised and disgust. Feature extraction algorithms presented in Section III are found to be accurate with confidence level more than 98% for left eyebrow and 99% for other features. The extracted features of the 3D image given in Fig.5(b) are shown in Fig.15. All these extracted features are combined together to generate the image as shown in Fig. 15(e). It can be seen that these features are well extracted.

<table>
<thead>
<tr>
<th>Table IV</th>
<th>COEFFICIENTS ON XY-PLANE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature (on XY-plane)</td>
<td>Left Eyebrow</td>
</tr>
<tr>
<td>$A_0$</td>
<td>47.18900</td>
</tr>
<tr>
<td>$A_1$</td>
<td>-0.52070</td>
</tr>
<tr>
<td>$A_2$</td>
<td>-0.01540</td>
</tr>
<tr>
<td>$A_3$</td>
<td>-0.00007</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table V</th>
<th>COEFFICIENTS ON XYZ-PLANE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature (on XY-plane)</td>
<td>Left Nose</td>
</tr>
<tr>
<td>$A_0$</td>
<td>-4.05175</td>
</tr>
<tr>
<td>$A_1$</td>
<td>-0.83723</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.05315</td>
</tr>
<tr>
<td>$A_3$</td>
<td>-0.11766</td>
</tr>
<tr>
<td>$A_4$</td>
<td>-0.03996</td>
</tr>
<tr>
<td>$A_5$</td>
<td>0.08581</td>
</tr>
<tr>
<td>$A_6$</td>
<td>-0.00178</td>
</tr>
<tr>
<td>$A_7$</td>
<td>0.00068</td>
</tr>
<tr>
<td>$A_8$</td>
<td>0.00165</td>
</tr>
<tr>
<td>$A_9$</td>
<td>-0.00124</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table VI</th>
<th>COEFFICIENTS ON XZ-PLANE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature (on XY-plane)</td>
<td>Upper Lips</td>
</tr>
<tr>
<td>$A_0$</td>
<td>-270.14800</td>
</tr>
<tr>
<td>$A_1$</td>
<td>-0.43738</td>
</tr>
<tr>
<td>$A_2$</td>
<td>-28.48715</td>
</tr>
<tr>
<td>$A_3$</td>
<td>-0.03933</td>
</tr>
<tr>
<td>$A_4$</td>
<td>-1.04713</td>
</tr>
<tr>
<td>$A_5$</td>
<td>-0.03922</td>
</tr>
<tr>
<td>$A_6$</td>
<td>0.00012</td>
</tr>
<tr>
<td>$A_7$</td>
<td>-0.01241</td>
</tr>
<tr>
<td>$A_8$</td>
<td>-0.00038</td>
</tr>
<tr>
<td>$A_9$</td>
<td>-0.00067</td>
</tr>
</tbody>
</table>

Figure 15. Extracted Features (a) Left Eyebrow, (b) Right Eyebrow (c) Nose (d) Lips and (e) All Combined Features

To the extracted features of the image given in Fig. 15(e), 2D and 3D polynomials of degree 3 using Eq. 13 and Eq. 14 have been fitted and their corresponding coefficients are given in Table IV, Table V and Table VI respectively. Coefficients of ellipse are given in Table VII. Even though the coefficients of degree 3 are very small, its overall effect to the curve is found to be significant. These coefficients obtained in above tables are used to regenerate the various features of the image given in Fig. 15 (e) and these regenerated features are shown in Fig. 16.
VII. SOME MORE APPLICATIONS

This section discusses some of the applications where these geometric models of the face features can be used. Among the various applications, its use as a soft biometric tool, storage space reduction in the database are worth to mention.

A. Extracted Geometric Model as a Soft Biometric Tool

Biometric traits provide various characteristics based on the behavioral and/or physiological information about the individual, but lack of the uniqueness and permanence may not be able to differentiate sufficiently between any two individuals. If the general information like gender, age, ethnicity, skin colour, ear shape, geometric features of the face etc. are collected during enrollment, these information can be used as ancillary data to enhance the performance of the system. Jain et al. [10] have proposed a system where the soft biometric information can be used complementarily with the primary identity information supplied by the traditional biometric identifiers like fingerprint, face etc. Such auxiliary information can also be used for filtering, by reducing the search zone for a large database, thereby improving the speed and search efficiency of the biometric system. For example, if the shape of the ear is round, the search can be restricted only to the subjects with this profile enrolled in the database.

The proposed geometric models for five features, viz. left eyebrow, right eyebrow, nose, upper lip and lower lip, obtained from 3D face image can be used to classify the large database into some classes. It can be noted that the geometric model of each feature has been represented by 10 coefficients. Let the class of a 3D face $F$ be denoted by a 5-tuple element $C = [c_1, c_2, c_3, c_4, c_5]$ where $c_1, c_2, c_3, c_4$ and $c_5$ are the classes of the left eyebrow, of the right eyebrow, of the nose, of the upper lip and of the lower lip respectively for the given face $F$. In order to determine the class of a given face for a feature $i$, one can follow the following procedure.

Let there be $n$ faces belonging to the class $c_i$ with respect to feature $i$. Let us assume that $b_{i1}, b_{i2}, ..., b_{in}$ are the coefficients attached to the class $c_i$ where $b_{ij}$ is the average of the $j^{th}$ coefficient of $n$ faces belonging to the class $c_i$. Let $w_j$ be the weight assigned to the coefficient $b_{ij}$. Let $a_1, a_2, ..., a_{10}$ be the coefficients of feature $i$ for a given face, then it looks for a class $c_i$ such that $\sum_{j=1}^{10} w_j (a_{ij} - b_{ij})^2 \leq \epsilon$ where $\epsilon$ is the predefined threshold for the class $c_i$. If $m_i$ is the number of classes of feature $i$, then the total number of classes is $M = \Pi_{i=5}^{m_i}$. Since classes are equally likely, the expected number of faces in each class is $N/M$ where $N$ is the total number of faces in the database. Let there be $P$ faces belonging to the class $C = [c_1, c_2, c_3, c_4, c_5]$. In order to make the search efficiently, these faces are to be indexed in such a way that the number of searches is minimum. There exist several well known multi-dimensional indexing techniques, such as Range tree, kd-tree, R*-tree, etc. [17] which can be used to index these $P$ faces.

B. Storage Space Reduction

Various features are defined by the 3D polynomial of degree 3 i.e. by some constant number of coefficients. So, instead of storing complete vector for each feature which may contain a large volume of data, the corresponding feature can be represented by storing these coefficients. Through experiment it has been seen that the reduction is more than 90%. Since a 3D face recognition system handles large amount of data, and a large database, so the proposed geometric model for each feature determined from 3D face can be considered to incorporate in the recognition system.

VIII. CONCLUSION

This paper has proposed a method to model various features of 3D faces geometrically. Features which are extracted from the regions of interest like eyebrows, nose and lips are called control points. These control points are further used for 3D face recognition. The method has been tested on BU-3DFE (Binghamton University 3D Facial Expression) Database [16] and its accuracy is 98.92%. From the geometrically defined model an attempt has been made to regenerate all the features such as eyebrows, nose and lips and finally to obtain the whole face. The regenerated method is having accuracy of more than 98% and these faces are found to be invariant to scale, rotation, pose and illumination. Further, this paper has also discussed some other applications of the proposed system.
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