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Abstract—Scalability has been studied in several areas of Computer Science and scalability testing and evaluation of contemporary software systems is an active topic. However, most of the times, these activities are still performed in a predominantly ad hoc fashion. There are a few tools to automate this process, but they present several restrictions about what systems can be tested and how to evaluate scalability. In this paper, we introduce a flexible and extensible framework for automated scalability testing of software offered as a service and propose to evaluate the scalability using hypothesis tests. Additionally, we argue that, instead of stating if a system is scalable or not, we should find out how it could scale better.

I. INTRODUCTION

Scalability and performance testing and evaluation have been an active research topic [1] Even though we can find some practitioners yet manually testing and evaluating the scalability of systems [2], [3] or using tools or scripts in part of the process [4], [5], [6], there are efforts in automating scalability tests [7], [8], [9], [10], [11]. These tools, generally, can be used to define scalability tests, perform them, and collect metrics. Some include support for analysis by plotting graphs or calculating scalability ratio metrics.

Although scalability has been studied in parallel computing, distributed computing, databases, and service-oriented architecture (SOA) [12], still today there are many researchers using vague definitions that simply state scalability concerns with the relation between system load and performance [12], [13], [11], [14], [6]. Also, these definitions usually limit scalability to a linear relation between those characteristics. Duboc et al. [15] states that limiting scalability to performance and linear relations are misconceptions and states that “scalability is the ability of a system to satisfy quality goals to levels that are acceptable to its stakeholders when characteristics of its application domain and design vary over operational ranges”. It is also important to note that when considering the scalability of computer systems, not only the software must be taken under consideration, but also the infrastructure where it runs on [16], [17].

However, these definitions do not precisely quantify scalability; a better way to understand how to assess the scalability of a system could be considering scalability metrics. A set of them is listed by Zheng Li et al. [18]. From those metrics, we highlight the aggregate performance comparison, speedup, and degradation. The first consists of comparing the aggregated performance of the system when receiving different workloads, usually while resources are also scaled; the second is about the relative performance gain when more infrastructural resources are added to the system, comparing to a fixed workload; and the third concerns the performance loss for a given system configuration, when the workload increases. Additionally, other metrics have been proposed to compare the scalability of two different configurations of a system [8], [7].

In this work, we introduce the Scalability Explorer, which consists of a framework for automated scalability testing. Although it is flexible and extensible, currently our focus is on scalability tests of software as a service, more specifically, software implemented as web service compositions, as part of the CHOREOS project.

In the remainder of this paper, we discuss other frameworks for automatic testing of distributed systems in Section II; introduce our framework in Section III and explain the facilities it provides for scalability analysis in Section IV; then we show a proof of concept where this framework was used to perform scalability tests in a distributed matrices multiplication system in Section V and discuss the results in Section VI; finally, Section VII brings the final remarks and discusses future work.

II. RELATED WORK

This session contains a description of other frameworks for automated scalability testing and summarize some of their main characteristics in Table I.

STAS (Scalability Testing and Analysis System) [7] is a system that provides scalability analysis of algorithms and systems. The first step, when using STAS, is to run a speed measurement module that collects computing power of the nodes. Then a pre-analysis component takes the system source code and performs a workload analysis, based on user hints. After, node sets are constructed based on node computing power, doubling the computing power of the set at each iteration. STAS can run the tests, collecting and storing the execution time. The workload size is obtained from the previous analysis. Finally, the isospeed-e scalability metric is calculated, to verify whether the system is scalable. This metric considers the computing power of the nodes and the execution time and compares two configurations, giving their
scalability ratio, where 1 means perfect scaling. This system can be used to analyze the scalability of MPI programs and is said to be easily configurable to support PVM or HPF. As can be seen, this framework has some limitations in how tests can be performed since it only allows the number of nodes to be scaled by a fixed ratio. Also there is only one possibility to analyze the measurement results, the isospeed-e metric, and, although this metric is a generalization of a previous metric to consider heterogeneous environments, it is still only suitable for homogeneous systems.

Jogalekar and Woodside [19], [8] presents a scalability framework that is based on a scaling strategy for scaling up or down a system, controlled by a scale factor that rules the value of a set of variables. They introduce a metric based on throughput, performance, and resource usage. As with the isospeed-e, this metric gives a scalability ratio relating two configurations. The main drawback of this kind of metric is that, in practice, it is very hard to achieve the value 1, which is considered a perfect scalability. So it is common to take on an arbitrary threshold to say if a system is scalable. Also, as they only work for a pair of configurations, for a set with more than two configurations, the metric can attest the system is scalable when comparing each neighboring configuration but gives a bad value when comparing further ones. It means that, for a system with linear degradation, the choice of the configurations used to evaluate its scalability influences the analysis.

ASTORIA [9] is a framework for automated performance and scalability testing for Rich Internet Applications. This framework scales load by using virtual machines that simulate user interaction with the system through a GUI-less browser and logs the response time of each performed action. Throughput is also calculated. It assumes the provisioning of the testing resources is handled automatically. The interpretation of the collected metrics is left outside the system.

Almeida et al. [10] presents a methodology and a framework for testing P2P applications combining functional and non-functional tests due to the volatility and scale variability of P2P. The tests are written in Java similarly to jUnit tests, using annotations and assertions. The framework applies scalability testing by changing the scales of the application and validating their functionalities. However, each execution scenario must be specified, which can make the test specification cumbersome.

Klems et al. introduced a framework specific to test distributed databases deployed on clouds [11]. It includes mechanisms for set up and decommission of cloud database service systems, to perform horizontal and vertical scaling, and some database specific resources, such as tuning configuration. It also allows deployment of distributed workload executors. This framework can plot graphs to support scalability analysis, but does not include any specific scalability metrics.

### III. Scalability Explorer

Our Scalability Explorer is a Java framework conceived to be flexible and contain common facilities and methods, so that one can write a scalability test with very little code specific to the interaction with a particular system. Its structure is shown in Figure 1. `Experiment` is a template for test implementation. It implements the `Scalable` interface and, thus, the `ScaleCaster` can repeatedly invoke it, varying the values of some of its parameters, as defined by a `ScalabilityFunction`.

The framework also includes other classes and interfaces with which the `Experiment` interacts. A `LoadGenerator` defines the frequency and distribution of the requests over time and interacts with an `Executor`, responsible for triggering the requests and collecting metrics. A `Deployer` can be used to set up the services that compose the evaluated system. We provide a `Deployer` implementation that is a client of
the Enactment Engine [20], which manages nodes in a cloud and deploys services on them. Also, an Analyzer can be provided to evaluate the experiment.

An experiment consists of a sequence of iterations in which a number of requests is sent to the system under test. The ScaleCaster increases the scaled parameters at each iteration and the requests are performed according to the LoadGenerator distribution. The Deployer is called at the beginning of the experiment to enact the system and before each iteration to scale the system. After the last iteration, the Analyzer receives the data collected during the experiment. This flow can be seen in Figure 2. The Experiment class provides methods invoked before and after (1) the whole experiment, (2) each iteration, and (3) each request, as well as the method that performs the request whose scalability will be evaluated. All these methods can be overridden by subclasses so that the framework is customized to specific experiments.

Three sample subclasses of Experiment are already provided. ArchitectureExperiment scales the parameter that is passed to Deploy.scale(), allowing to update the system architecture. It could be used for horizontal or vertical scalability, depending on the method implementation. Another extension, the WorkloadExperiment, scales the frequency of requests. Lastly, the ScalabilityExperiment scales both parameters.

Finally, to support the easy interaction with software systems provided as a service on the Web, our Scalability Explorer was built as part of the Rehearsal [21] testing framework, which provides facilities to simplify tests of web services. It includes a dynamic web service client, a proxy to intercept messages for evaluation and a web service mocking component. Nevertheless, since the interaction with the system under test is implemented programmatically in Java, the Scalability Explorer can be used with any system that can be invoked from a Java application.

IV. SCALABILITY ANALYSIS

As seen in the last section, this Scalability Explorer provides a hotspot to include a component to analyse the experiments. Further, some analyzers are included in the framework. We begin this section showing how some common techniques of scalability analysis are available in the framework. Then we present an implementation that performs a statistical analysis of the experiment data.

One common evaluation performed in scalability tests is the system speedup [22], [23]. It consists of the evaluation of the relative performance the system delivers while the number of nodes running the system grows. The degradation/slowdown [23], [24], [11], another common evaluation technique, is obtained by increasing the workload for a fixed system architecture. Speedup and Degradation analysis can be performed with the same analyzer: RelativePerformance. The difference is in how the experiment is performed. For instance, using this analyzer in a WorkloadExperiment would show a degradation chart, while using it in an ArchitectureExperiment would show speedup.

It is also common to evaluate scalability through the aggregate performance [2], [25], plotting a chart with the aggregated value of a performance metric. This kind of analysis can be made using a SimpleChart analyzer, which can be used with an aggregation function such as arithmetic mean or percentile.

Although useful, these techniques lack precision to state whether a system properly scaled. Thus, another analyzer is provided to address that through a statistical test. The procedure, known as Analysis of Variance or ANOVA, is one of the most widely used statistical techniques. In spite of its name, this technique is not concerned with analyzing variances, but rather with analyzing variation in means. ANOVA is used to test the hypotheses, when we have several populations, with no difference in the populations means. But, to assure the reliability of the test, it is required that the sample size be meaningful [26].

We provide two analyzers to properly address these tests. The SampleSizeEstimation can be used to calculate the appropriate sample size for an experiment, and the ANOVATest to perform the Analysis of Variance. Thus, the user can execute a pilot experiment to estimate the sample size before running the experiment with ANOVA analysis, assuring its reliability. The last experiment, then, will state that the system scaled if it had maintained equivalent performance in all the iterations.

V. EVALUATION

We illustrate the use of the Scalability Explorer with an experiment in which we evaluate a web-service-based distributed matrices multiplication system deployed on the Amazon EC2 cloud computing platform. The system consists of a coordinator and a set of multiplication services. The coordinator splits the matrices across the services, which, in their turn, return the multiplication of their parts to be reunited by the coordinator. The goal of this experiment is to identify the ratio between the matrices size and the number of multiplication services to keep the system performance constant. We executed tests consisting of a sequence of requests to multiply two square matrices and measured the response time in milliseconds. We scaled the workload (matrices size) and the architecture (number of multiplication services running on different cloud nodes). All the tests were executed in five iterations, with one request per second, in Amazon m1.small instances, which have 1.7GiB of memory and 1 EC2 Compute Unit power (equivalent CPU capacity of a 1.0-1.2 GHz 2007 Opteron or 2007 Xeon processor)².

The first step was to verify the degradation and speedup of the system. For degradation, we started with 200x200 matrices and increased the dimensions in 200 for each iteration. Figure 3 depicts the performance loss graph of the system as generated automatically by the framework. The speedup was

²http://aws.amazon.com/ec2/instance-types
measured with 1000x1000 matrices, beginning with one node and adding one more per iteration. Figure 4 shows the result. As can be seen, the system performance was more affected by the variation in workload than the variation in the number of nodes. These experiments performed 30 requests per iteration and also calculated the appropriate sample size for a 95% confidence level in ANOVA tests. As we obtained a maximum value of 27, we remained performing 30 requests per iteration for the rest of the experiments.

Those tests give an idea of how the system behaves with different workloads or architectures but, to have a better view of the relation between these dimensions, we conducted other tests varying both together. The speedup and degradation results suggest that the system would not scale properly with the chosen load and architectural facets varying in the same proportion, because the speedup rate was smaller than the degradation rate. As we are dealing with two dimensional matrices, a linear growth in their dimension results in a quadratic growth in the input size. Hence, we ran a test linearly scaling the matrices size (test1). For so, while the number of nodes was linearly increased from 1 to 5 (by 1 per iteration), the matrices dimensions was increased in a lower rate so that its square (the matrix size) was linearly increased. The aggregate performance of this test can be seen in Figure 5. With this chart we could consider that, although not constant, the variation in performance was acceptable, but we aim to avoid this kind of subjective analysis. Instead, we also submitted the measured performances to ANOVA analyzer, which considered the performances of each iteration not equivalent.

The issue is that even though the data size and computational power were growing in the same proportion, the computation complexity was not. A matrix multiplication is an operation of cubic complexity. On the other hand, the computation is split among a number of nodes. Considering this, another test (test2) was performed with the matrices dimension growing according to the function $\text{dimension} = \sqrt[3]{S \times n}$ where $S$ was fixed to 8,000,000, that is the number of operations executed.
TABLE II
MATRICES DIMENSIONS

<table>
<thead>
<tr>
<th>iteration</th>
<th>test1</th>
<th>test2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>2</td>
<td>283</td>
<td>252</td>
</tr>
<tr>
<td>3</td>
<td>346</td>
<td>288</td>
</tr>
<tr>
<td>4</td>
<td>400</td>
<td>317</td>
</tr>
<tr>
<td>5</td>
<td>447</td>
<td>341</td>
</tr>
</tbody>
</table>

Fig. 5. test1 - Aggregate performance

Fig. 6. test2 - Aggregate performance

in the multiplication of 200x200 matrices, and $n$ is the number of nodes. The aggregate performance of these scalability tests is shown in Figure 6 and the performances were considered equivalent by ANOVA.

Table II shows the matrices dimensions used in each iteration of test1 and test2.

Figure 7 shows sample code of a scalability test written for our framework: the speedup test performed during this evaluation. It extends ArchitectureExperiment to promote the nodes scaling. The method beforeExperiment is executed once when the test starts to create a web service client to interact with the system coordinator. Before each iteration, the framework invokes the deployer to perform the scaling. Just after each scaling, and before performing the requests, beforeIteration is executed and it registers the new services in the coordinator. The request method invokes a multiplication. In the main method, the test is configured and executed.

VI. DISCUSSION

Considering that the scalability is not necessarily linear, it might be important to identify at which rate a system scales to properly allocate resources as needed. In the previous section, we have shown one way it could be done, supported by the framework we are developing. In our example, we performed two scalability tests with linear architectural scaling: the first increased the matrices dimensions in a way that kept the data size growth linear and the second increased matrices size so that the computational load grew linearly. The obtained results have shown that the system performance was more susceptible to processing capacity. But it is important to note that the system is not limited to its software, but also includes the infrastructure where it runs on, and the analyses are restricted to the tested scenario.

Law [16] states that, as it is difficult to quantify all the facets that affect scalability, only a subset or single facet is considered for architecture and for the workload, and also that, in practice, there might be a limit in the architecture/workload ratio beyond which the system no longer scales. This limit could, though, be related to the evaluated facets and the system could still scale if another facet is scaled. As an example, one could find a scaling relation between workload and bandwidth.
that only works up to a limit. After that limit, the bottleneck might have changed to CPU or memory capacity.

For more accurate analysis, measuring resources usage, such as processor, memory, and network traffic is important to identify bottlenecks, especially in heterogeneous systems. We are currently working on this for a future version of our Scalability Explorer.

Notwithstanding, our goal in this work is to prevent subjectivity in scalability analysis, introducing the hypotheses tests. For a simple comparison, the isospeed-e [7] calculated for the second and fourth iteration, comparing with the first, gave ratios of 2.1 and 3.4 respectively. First, the values are too far from the desired because this metric assumes linear scalability. Second, these values are very different, highlighting that the metric is very sensitive to the scaling performed in the configuration.

At last, roughly, we can say that the matrices multiplication system achieved a linear scalability between the number of nodes and the system computational load. The issue is that it might be not always practical to find out or to consider a pair of workload and architecture facets that scale linearly.

VII. CONCLUSION

Although an active research topic, scalability tests are not yet well standardized, as well as scalability itself. A deeper investigation on quantification of scalability is required to allow such standardization. In this work, we considered a broader definition [15], which is appealing because it repeals the requirement that scalability must be linear, which is not leverageable for many systems due to their complexity. According to that, a scalability test should not be concerned with whether a system is scalable or not, but how it scales. Yet, this definition lacks a quantification.

Our next step in the evolution of this Scalability Explorer is to provide a better evaluation of the relation between workload and architecture. For that, we are going to automate the collection of resource usage from the nodes where the system runs and conduct statistical analysis over that data. Moreover, with the growing trend for Cloud Computing [27], we also intend to provide metrics related to economics [18], reliability, and availability.

This framework is available as open source software under the Mozilla Public License at http://github.com/choreos/choreos_v-v.
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