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Preface

This year marks the third edition of EuroSSC. It builds on the success of the past editions, held in Enschede, The Netherlands in 2006, and in Kendal, UK in 2007. On behalf of the Organizing Committee, we would like to welcome you to EuroSSC 2008, in Zurich, Switzerland. This volume contains the invited papers and technical peer-reviewed papers selected for presentation at the conference.

At EuroSSC we aim to explore technologies, algorithms, architectures, protocols, and user aspects underlying context-aware smart surroundings, cooperating intelligent objects, and their applications. Since its inception, EuroSSC has taken a complementary technology-driven and user-driven view to discuss these aspects. It is one of the particularities of EuroSSC, and the 2008 edition made no exception. In addition we emphasized aspects related to quality of context and context-aware feedback by actuator systems. This reflects the growing importance that context processing in uncertain environments and sensor and actuator networks take in ambient intelligence environments.

We received 70 paper submissions. They originate from 30 countries of Europe, the Middle East and Africa (66%), Asia (22%), North America (9%), and South America (3%). These numbers reflect the European origins of EuroSSC, but also show that EuroSSC is a recognized and attractive platform for participants from all regions of the world.

The review process was double-blind. This ensured that the papers were selected purely on their technical merits. Each paper received a minimum of two reviews, with most receiving three reviews and some four. On the basis of the peer reviews, the Program Co-chairs selected 17 papers for publication. The 25% acceptance rate indicates the high quality of the papers included in this proceedings volume. The papers were selected according to their technical merit to exemplarily discuss the key themes addressed by EuroSSC: sensors and signal acquisition; context inference; high-level context processing; and applications and scenarios.

We invited Alain Crevoisier, researcher at the University of Applied Sciences, Yverdon, Switzerland, to give an invited paper presentation. Sensing being the first requirement of context-aware systems, he discussed how daily life objects can be turned into tactile interfaces, on the basis of his activities in the development of new musical instruments, notably within the EU-funded research project ‘Tangible Acoustic Interfaces for Computer–Human Interaction’.

The third edition of a conference can arguably be considered a turning point. This year saw a 35% increase in paper submissions since the last edition. We are satisfied to have received contributions from both Americas, and a steady but very significant contribution from Asia. This marked increase in submissions and the increased diversity in the countries of origin (30 countries in 2008, 21 in 2007) shows that the conference has grown more attractive. We are confident
that 2008 will be a successful milestone that will lead to future editions equally (and more!) successful.

A peer-reviewed conference cannot exist without a community supporting it. As a conference is a place to share and discuss ideas, we would first like to thank all the 179 authors who took time to write and submit papers. We are extremely grateful to the Program Committee and the additional reviewers who dedicated a lot of their valuable time to read, comment, rate and suggest ways to improve those papers. The peer-reviewing process is time consuming, but it is essential to ensure high-quality publications, and to provide constructive feedback and advice for the papers that could not be accepted. We would like to thank the authors of accepted papers for revising their papers according to the reviewers’ comments. We hope the review process helped those authors whose paper could not be accepted. In order to provide an opportunity for these authors to present their work, we organized a poster paper session, with a delayed submission deadline, published in an adjunct proceedings with its own ISBN number.

We are thankful to the supporting organizations that helped us with EuroSSC: the Institut für Elektronik and ETH Zürich that supported this conference by providing the infrastructure, the Springer LNCS staff, the IEEE Communications Society for their technical co-sponsorship, and the EU project SENSEI and Sensinode Ltd. for their financial support. Our gratitude also extends to the numerous volunteers who helped us during the organization of this conference.
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Transforming Daily Life Objects into Tactile Interfaces

Alain Crevoisier and Cédric Bornand

University of Applied Sciences Western Switzerland (HES-SO),
School of Engineering and Business Management Vaud (HEIG-VD)
Rue Galilée 15, CH-1400 Yverdon-les-Bains
{alain.crevoisier,cedric.bornand}@heig-vd.ch

Abstract. This article describes a few techniques to transform daily life objects into tactile interfaces, and presents the implementation details for three objects chosen as example: a light globe, a tray and a table. Those techniques can be divided in two main categories, acoustic techniques and computer vision techniques. Acoustic techniques use the vibrations that are produced when touching an object and that are propagating through and on the surface of the object until reaching piezo sensors attached on the surface. The computer vision approach is an extension of the technique used for virtual keyboards, and is based on the detection of fingers intercepting a plane of infrared light projected above the surface by a pair of laser modules. It allows for multi-touch sensing on any flat surfaces.

Keywords: Tangible Acoustic Interfaces, Acoustic Sensors, Computer Vision, Signal Processing, Computer-Human Interfaces.

1 Introduction

In relation with the development of ambient intelligence and pervasive computing, there is a need to create intelligent objects, as well to interact with our surrounding environment in the most natural and intuitive manner. In this context, our interest focused since several years in finding ways to use existing objects as human-computer interfaces. Among the various information that can be retrieved from an object and used in interactive contexts, such as the position, orientation, size, etc, our attention concerned mainly the sense of touch. Our goal was that such objects could be transformed into tactile interfaces with a minimum of modification. This reduces dramatically the scope of suitable sensing methods. Indeed, most touch sensing methods require a sensitive layer to be applied on top of the surface one wants to make tactile (eg. touch screen or touch pad). Moreover such layers require the surface to be flat, while a large number of our surrounding objects are curved. This led us to consider primarily acoustic sensing technologies [6] and, more recently, computer vision technologies. Acoustic sensing has the advantage of integrating smoothly with an object and with a minimum of intervention (only a few sensors to glue on the surface), but is more subject to perturbation due to the manipulation of the object or due to ambient noise. Also, continuous tracking of touch (eg. dragging a finger) is particularly complex and still limited to thin and flat objects. On the other hand,
computer vision techniques allow for tracking easily continuous movements but make difficult to detect when touching or not an object. Chapter 2 and 3 will give an overview of the various acoustic and computer vision techniques we have been involved with, either as lead researchers or in collaboration with other research teams in the context of European or national projects. Chapter 4 will provide more details of the practical implementation for three object examples: a light globe, a plastic tray and a table.

2 Acoustic Techniques

Tactile interfaces based on acoustic detection techniques usually refer to the name of Tangible Acoustic Interfaces (TAIs). Tactile information is determined by the mean of the acoustic vibrations that are produced when touching or manipulating an object, either with the hand or with another object (e.g. a stick or a pen). By analyzing those vibrations, it is possible to determine where and how the object is touched, thus providing a complete description about the tangible interaction.

Many other touch technologies exist but their common disadvantage is either the presence of mechanical or electronic devices at the point(s) of interaction (switches, potentiometers, sensitive layers, force resistive sensors, etc), or the necessity to use a specific kind of material (acrylic pane or semitransparent film) in case of screen based touch interfaces [4], [5]. The major advantage of TAI’s is their ability to use any kind of material that can transmit acoustic vibrations, such as metal, wood, plastic and glass, and without the need of fitting the object with intrusive sensors or devices in the area of contact and interaction. This opens the door to transform daily life objects and surfaces into interactive interfaces.

First experiments about TAI’s took place at MIT in the 90’s [1]. Further researches have demonstrated potential applications for building large-scale interactive displays [2], [3], and for creating new musical interfaces [6], [7]. More recently, a European project of research (TAI-CHI project) has embraced the subject more widely, leading to new technology breakthrough, such as the continuous tracking of fingers touching a surface or the use of 3D objects [8].

There is no single TAI technology, but an ensemble of various techniques and approaches. In the following sections, we will concentrate on two techniques we have been directly involved with and used in two of the examples presented in chapter 4.

2.1 Time Reversal

Time reversal in acoustics is a very efficient solution to focus sound back to its source in a wide range of material including reverberating media [9]. It is based on the principle that the impulse response in a chaotic cavity is unique for a given source location. The method that is employed here is a particular case of the Time Reversal technique and consists in detecting the acoustic waves in solid objects generated by a simple human touch. The detection is a two steps process. The first one is the acquisition of the impulse response: a short pulse is emitted by tapping on the surface of the object, which propagates toward the solid cavity and reflects inside. The reflections are collected by a contact transducer working as a receiver (Figure 1 - Top). The duration of the response depends on the absorption of the material and on the energy radiation property of the cavity.
In the second step (Figure 1 - Bottom), the information related to the source location is extracted by performing a cross-correlation between the stored signals and the live input. The number of possible touch locations at the surface of an object is directly related to the mean wavelength of the detected acoustic wave [10].

2.2 Time Delay of Arrival (TDOA)

TDOA-based locators are all based on a two-step procedure applied on a set of spatially separated microphones. Time delay estimation of the source signals is first performed on pairs of distant sensors (Figure 2). This information is then used for constructing hyperbolic curves that describe for each couple of sensors (the foci of the hyperbola) the location of all points that correspond to the estimated delay. The
curves drawn for the different pairs of sensors are then intersected in order to identify the source location [11].

This constitutes the very simple abstract and geometrical approach to the problem. However, a number of physical phenomena have to be considered in order to make the method reliable. Obviously, the performance of TDOA-based solutions depends very critically on the accuracy and the robustness of the time delay estimation (TDE). One can identify three major problems for TDOA methods for the in-solid case: background noise, reflections (multiple sound propagation paths) and, especially, dispersion. The most crucial problem of in-solid localization is given by the phase velocity dispersion occurring with in-solid wave propagation [12]. The main effect of dispersion is that acoustic waves change their shape in the time domain while they propagate, and therefore the slope of the impulse corresponding to the tactile interaction is modified. The TDOA method is more advantageously used with flat surfaces. However, the same principle can also be applied to curved surfaces, with some additional effort for calculating the hyperbolic curves in the three dimensional space.

2.3 Modular Hardware Platform

In order to create embedded stand-alone applications, that is without using a PC, we are using a modular hardware platform named ‘Presto Kit’ that we are constantly expanding through the years and that serves as rapid prototyping kit for many of our projects. The modular architecture of the platform is basically composed of four different types of boards that can be combined together:

- I/O (eg. audio, video, sensors, LEDs, relays)
- Processing (fixed point, floating point DSP's)
- Communication (eg. Ethernet, FireWire, USB, Wireless, MIDI)
- Integrated (microcontroller + I/O + Com.)

Several options exist or are under development for each kind of boards, allowing users to choose the right combination for each application. Boards are stacked one above the other, thanks to a common bus for data transfer that is crossing them vertically (Figure 3).
In those examples with Tangible Acoustic Interfaces, the configuration is composed of a specifically designed preamp board for acoustic sensors (8 channels), a high sampling rate acquisition board (up to 384 KHz), a digital signal processing (DSP) board, and a MIDI board for connecting to a sound module (Percussion Tray), or a relay board for controlling the LED’s (Light Globe). During the development phase of algorithms, we were using a FireWire communication board in order to stream signals into Matlab application. Figure 4 shows the first three boards.

Depending on the need, the system can run with uClinux operating system, or with lighter ZottaOS.
3 Computer Vision Approach

Multi-touch screens and surfaces are becoming more and more popular. However, most of the available technologies and approaches only work in specific conditions and are not suitable for ordinary surfaces. For instance, some sensing systems are embedded into the surface [13], [18], [24], while others are specific to screens, either as an overlay above the screen (iPhone, iPod Touch), or as a vision system placed behind a rear projected diffusion screen [4], [5], [23], [28].

Solutions exist to track multiple fingers on a generic surface [14], [15], [22], but they are not suitable for detecting individual contact points, that is, if fingers are touching or not the surface. True detection of touch can be achieved roughly using stereoscopy [16], [21], or more precisely with four cameras placed in the corners of the interactive area [17], [27]. It can also be achieved with a single camera by analyzing the shadow of the fingers [20], or by watching fingers intercepting a plane of infrared light projected above the surface [19]. Virtual Keyboards currently on the market [25], [26] are based on this approach, which has the advantage of requiring less computational power than the other ones. However, those devices do not compute true coordinates of touch and their interactive area is limited to keyboard size. We have adapted this method to be compatible with larger surfaces, and combined it with acoustic onset detection in order to get precise timing information. In addition to fingers, our system can detect oblong objects striking the surface, like sticks and pencils, and it is also suitable to measures the intensity of taps or impacts, allowing to perform the interface both with percussive and touch gestures.

3.1 Multi-touch Detection

At first, a plane of infrared light is created about 1 cm above the surface by using two laser modules equipped with ‘line generator’ lenses. When fingers or other objects are intersecting the plane, the reflected light is detected by an infrared camera as brighter spots in the image (Figure 5).

![Fig. 5. Image seen by the camera. Visible light is filtered out using a 800nm pass filter.](image_url)
Simple blob tracking is performed digitally using high-pass filtering, in order to get the finger positions in the image space. Finally, the image positions are converted to the physical space using bi-linear interpolation techniques, after a calibration procedure using a grid of known points.

4 Implementation Examples

4.1 Light Globe

This demonstrator is based on the time reversal technique presented on Chapter 2.1, which relies on the recognition of acoustic signatures. The advantage of this principle is that objects of virtually any shape - flat, non-flat, or irregular - can be transformed into input interfaces with a finite number of interaction points. Usually, one sensor is sufficient, as long as it can be fixed away from a symmetry axis. In this case, any point on the object will have a unique acoustic signature recorded at the sensor level. However, with circular, cylindrical, and spherical objects, there is an infinity of symmetry axis, which means that wherever the sensor is fixed, there will always be two points with the same acoustic response. In order to avoid this, it is necessary to fix two sensors, taking care that both are not on the same symmetry axis. Therefore, in this example, two sensors were used, and placed inside the base of the light globe.

As explained in Chapter 2.1, the tactile detection based on Time Reversal is a two-steps procedure, with a training phase, and a running phase. During the training phase (or learning phase), users have to tap with their nail (or another hard object like a ball
pen) a few times in order for the system to record the specific acoustic signature. It is thus necessary to have some kind of visual feedback in order to recognize those points. In this demo, the visual feedback is given by a certain number of LED’s placed randomly behind the surface of the globe. During the training phase, all LED’s are activated. For the running phase, two interactive scenarios were implemented. In the first one, the different spots would act as simple switches. Tapping on a colored spot would simply switch off the corresponding LED. Once all LED’s are off, the cycle starts again. For the second scenario, a small game was implemented. LED’s are flashing one after the other randomly and users have to ‘catch’ them by tapping on the active spot before it is turned off again. When successful, the LED remains activated until all others are caught as well. Then a new cycle starts again but faster, that is with less time between two flashing LED’s.

4.2 Percussion Tray

The percussion tray demo is based on the TDOA method presented in Chapter 2.2. Four piezoelectric sensors are placed close to the corners of a plastic tray and connected to an electronic device (see section 4.4 for a more detailed description), for calculating the positions of fingers or sticks hitting the tray’s bottom (Figure 7).

![Image](image.jpg)

**Fig. 7.** The Percussion Tray with four acoustic sensors connected to the processing module

In this example, the interface is used as a drum pad. The electronic device is connected via MIDI (Musical Instrument Digital Interface) to an external drum module, where sampled sounds are triggered according to the hit location. For this purpose, a tracing paper with a printed grid of 16 pads is glued on the tray to have a visual reference. The tray is used up side down, and since it is slightly transparent, the tracing paper is visible from the opposite face.
An important feature for such musical application is that there is no noticeable delay in the sonic response when tapping on the tray. Also it is possible to retrigger sounds very quickly, like rolls, up to 20 times per second, with a precision of 1 cm. Previous experiences with tap positions calculated on a personal computer showed it was not possible to reach such performances because of the delay required for signal transmission.

4.3 Multi-touch Table

Figure 8 gives an overview of the setup. The system is comprised of an infrared camera placed above the upper edge of the surface, and two laser modules placed in the corners of the surface one wants to make touch sensitive. The laser modules also contain piezoelectric sensors for sensing the intensity and nature of impacts. They are connected to an electronic board for controlling the power of lasers and processing sensor information. The chosen camera is an OptiTrack Slim:V100 [29], which features embedded blob tracking at 100 fps, allowing for much faster performances and reduced CPU usage than using a normal camera. Also, this camera provides a sync link, which allows for synchronizing the lasers with the shutter of the camera, resulting in an increased signal to noise ratio. Figure 9 shows the system in use, with a simple wood board. The obtained precision is of about 3mm. An interesting possibility, for instance, is to create tool bars or control menus simply by drawing them on a piece of paper and tape them on the surface, like shown on Figure 9.

Fig. 8. Overview of the multi-touch setup, with laser modules, electronic board and IR camera
Fig. 9. Simple wood board transformed into multi-touch input interface. A menu with various functions is drawn on a piece of paper on the right side of the table, and used in conjunction with a simple drawing application.

4.4 Surface Editor

The Surface Editor is a graphical software tool that we developed in order to facilitate the creation of interactive scenarios and prototype applications. User interfaces are

Fig. 10. The Surface Editor with specific mapping components dedicated to create virtual musical controllers
created easily by placing mapping components on the editor’s screen, which represents the surface of the interface, and adjusting their parameters. Mapping components are defining the relationship between physical actions (input gestures) and programmed actions (output actions). Each mapping component is implemented in the form of a plug-in and can therefore be custom designed for each particular application. Typical mapping components include GUI elements such as knobs, faders, buttons, etc. The editor is also providing a visual feedback to users, which can optionally be projected on the interface. Figure 10 is showing an application example of the Surface Editor for creating reconfigurable musical controllers. Each component is configured for sending MIDI events to a synthesizer or sound module connected to the computer.

5 Conclusion

We presented several techniques and tools for transforming daily life objects into tactile interfaces. Each of the methods and approaches has their own advantages and disadvantages. Application developers have to chose which one is the best appropriate for a particular application, in particular in relation with the context of use. For instance, acoustic techniques have an advantage in term of integration for public installations, since all sensing part can be hidden behind the surface or inside the object. On the other hand, the computer vision technique presented here allows for more sophisticated interaction, with continuous sensing of multiple touch points, but can be perturbed by direct sun light. No one technique is better than another and that’s why we continue to develop both the acoustic and computer vision approaches, in order to face various applications contexts.

It must also be said that most techniques and prototypes presented here were initially developed with the intension to create new musical instruments. The fundamental statement was to be able to use vibrating elements as input interfaces. Therefore, it was necessary to find non-intrusive touch technologies that allow for using existing objects and structures without modifying them. By extension, this allowed for using daily life objects, opening the way for many other applications, like smarts objects and context-aware environments, and more generally for creating more natural and transparent user interfaces. Traditional sensing techniques have the disadvantage of requiring mechanical or electronic devices at the point of interaction with the interface (switches, potentiometers, sensitive layers, force resistive sensors, RFID, etc). This increases manufacturing costs and limits the interaction to predetermined points or surfaces fitted with the appropriate sensing technology. The methods presented here suppress the need for intrusive sensors or devices in the area of contact and interaction. Instead, the entire object becomes like a giant sensor, allowing for more extended interaction areas, and thus providing a possible path towards the creation of ‘smart surroundings’.

More information on the recent developments on www.future-instruments.net.
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Using a Movable RFID Antenna to Automatically Determine the Position and Orientation of Objects on a Tabletop
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Abstract. Augmented tabletop games support players by sensing the context of game figures (i.e., position and/or orientation) and then using this information to display additional game information, or to perform game related calculations. In our work we try to detect the position and orientation of game figures using small, unobtrusive passive RFID tags. In order to localize our multi-tagged objects, we use a small movable antenna mounted underneath the table to scan the game environment. While this approach is not capable of real-time positioning, it achieves a very high accuracy on the order of a few millimeters. This article describes our experimental setup, discusses the trade-off between speed and accuracy, and contrasts our approach with a multi-antenna setup.

Keywords: Radio-Frequency Identification (RFID), Object Detection, Miniature War Games, Localization.

1 Introduction

Using radio frequency identification (RFID) technology for detecting tagged objects on surfaces such as shelves or tables has been subject to some research in recent years. Scenarios such as smart shelves in retailing \cite{1,3,10} or tabletop gaming applications \cite{2,7} can greatly benefit from this unobtrusive localization and identification technique. For many applications, it suffices to know whether a given object is in read range of the antenna (i.e., whether the object is there), but some require further information such as where an object is exactly and maybe even how it is oriented.

Previous work on using RFID technology for determining the position of objects used multiple antennas organized in a specific way (e.g., a chessboard pattern) to collaboratively infer the exact position and orientation of multi-tagged objects \cite{4,5}. While the reported prototypes were able to achieve an accuracy of a few centimeters,
tabletop games typically require accuracy on the order of millimeters. In miniature war games, for example, two or more players engage in battle with each other, commanding an army of numerous game objects representing combat units. In such settings, measurements need to be as accurate and precise as possible in order to properly determine, for example, the visibility of enemies, or the range and effect of an attacker's weapon.

Usually, players of miniature war games use rulers and goniometers to measure the distances and angles between units and their orientation. Since these tasks can be laborious and time-consuming, our goal is to support the players by automatically capturing this information and providing it to them in an automated and unobtrusive fashion, allowing them focus on social interaction and on the game itself.

Throughout this paper, we will use the example of Warhammer 40k, a popular miniature war game that features numerous game units and landscape components scattered over a large table. Players stand around the table, positioning their units and measuring distances between these units, as shown in Fig. 1. As Warhammer 40k continuously requires precise information about the location and orientation of all game objects, it proves to be an excellent example application for a precise positioning system: in order to be of any value to the players, the system must be able to localize objects within a few millimeters.

**Fig. 1.** A typical Warhammer battlefield scene (from [5])
This paper reports on our investigation into the use of passive RFID technology to not only detect objects on a surface, but to also determine their exact position and orientation. This paper is structured as follows: first, we give a brief overview of localization techniques and elaborate on why RFID technology is beneficial for locating objects on a surface. Second, we describe our initial approach which utilizes an antenna grid to localize tagged objects. Based on these findings, we then propose a new infrastructure that uses only one movable antenna and significantly improves the localization accuracy. The paper is concluded with a short summary and discussion of the presented work.

2 The Benefits of Using RFID Technology

In [4,5] we previously discussed in detail the advantages and disadvantages of using RFID technology for determining the position and orientation of objects. We thus give only a brief summary here.

Compared to the technologies presented in Table 1, RFID technology has several advantages. When examining the working principle and features of (high frequency) RFID technology, it becomes apparent that [5]:

- the technology can be hidden and thus works unobtrusively (small tags),
- the objects are almost maintenance-free (except for exchanging damaged RFID tags),
- there is no need to calibrate the equipment,
- each object is uniquely and unambiguously identifiable,
- no line-of-sight is required, and
- costs are low by comparison.

In the context of a miniature war game, this particularly means that the objects can be moved freely on the surface, even if there are decorative elements. The technology is completely disguised (i.e., the RFID tags are invisibly embedded into the objects and the antenna grid is installed under a table), and can thus unobtrusively support the players' actions. Furthermore, the infrastructure is almost maintenance-free, as we do not need to calibrate the technology and the RFID tags do not need to be maintained or replaced. The calculation can be done by a computer with average computational power, which in turn means that the computer employed can be rather small and thus also be integrated in the environment. Additionally, we can scan many figures simultaneously and unambiguously identify them, which is not as easily possible with other localization techniques. Since the antennas induce a three-dimensional field, it is also possible to have game elements on the table that make the game map uneven or even represent “hovering” units (see Fig. 2 left) or taller buildings (e.g., hills, houses, etc.; see Fig. 2 center and right). Finally, RFID technology is comparably inexpensive compared to other technologies.
### Table 1. Overview of the disadvantages of localization techniques for objects on tabletops

<table>
<thead>
<tr>
<th>Technology / Approach</th>
<th>Disadvantages</th>
</tr>
</thead>
</table>
| **Ultra-wideband (UWB)** (e.g., [13]) | • Not precise enough (within tens of centimeters)  
• Fixed infrastructure$^1$  
• Rather big tags  
• Tags require batteries  
• Requires calibration  
• Expensive |
| **Ultrasound (infrastructure)** (e.g., [11]) | • Fixed infrastructure  
• Tags too big  
• Tags require batteries  
• Very expensive |
| **Ultrasound (no infrastructure)** (e.g., [6]) | • Tags too big  
• Tags require batteries |
| **Load sensing** (e.g., [9]) | • Cannot identify objects  
• Not sensitive enough for lightweight objects  
• Requires totally flat surface |
| **Infrared technology** (e.g., [8]) | • Requires line-of-sight (cf. Fig 2) |
| **Visual recognition** (e.g., [7]) | • Cannot identify similar or equally looking objects (cf. Fig. 2)  
• Requires calibration  
• Requires computing power |
| **Touch technology** (e.g., [12]) | • Requires calibration  
• Very expensive  
• Detection is based on capacitive coupling (through the human body) |

The main disadvantage of RFID technology, however, is that it was simply not meant to be used for localization, not to mention orientation measuring, but solely for identification. And even when used for localization, it is typically limited to offering binary information only: one can only tell whether a specific object is in read range, but not where exactly$^2$.

---

$^1$ Fixed infrastructure means here that the sensing devices are physically attached to the environment, for example, the walls or the ceiling (i.e., they cannot be (re-)moved easily). This does not hold true for our RFID infrastructure, which could be moved (as can, for example, a camera for visual recognition).

$^2$ There are readers that can either vary the power level or read the signal strength. The former approach is time-consuming while the latter is rather error-prone, due to possible distortion caused by reflections, multipath effects, etc. And, unfortunately, in both cases the readers are very expensive and thus unsuitable for most everyday applications.
Fig. 2. Objects that are not directly on the ground make it difficult for some position recognition techniques to work (left). Landscape elements (centre) do not work with sensing techniques that require a flat surface and/or line-of-sight. Video recognition does not work with many objects that look very similar, i.e., objects that do not have distinctive shapes (right).

3 Previous Work on Using RFID Technology for Localization

We previously reported on the development of an infrastructure that enabled the automatic and relatively precise tracking of the location and orientation of game objects on the playing field [4,5]. Our approach was to increase the number of antennas in order to exploit the information gained from the overlapping read ranges of the antennas. The general principle is shown in Fig. 3. The circles around the antennas symbolize their read range given a specific tag (the read range inter alia varies with the tag model). This modified version of the cell of origin approach allowed us to determine the position of a tag as follows: when an antenna reads a given tag, the grid increases an internal counter for each cell (the small white squares in Fig. 3) that is in range of this particular antenna. After completing the read cycles, the tag is most likely in (one of) the cells with the highest counters.

Fig. 3. Multi-antenna approach using multiple antennas organized in a grid (big squares with thick black lines) to determine the position of a tag (small black square) by measuring the overlapping areas of the read ranges (grey circles) (from [4]).
In Fig. 3, the dark area in the center marks the area where the tag, represented by the small black square, must be located. It is not possible to determine where exactly it is within this area. Therefore, the goal is to minimize this area of uncertainty. It is obvious that the size of the “uncertainty area” depends on the number and size of the read range circles (i.e., the antennas), and on the layout of the antenna grid. The smaller the read range circles, the more antennas there are and the denser the grid, the better.

To counter some technical deficiencies of the currently available equipment and the general problem of interference that RFID technology has to cope with (e.g., tags might not be read in a cycle, environmental interference such as metallic objects or even people, etc.), we experimented with several constellations of RFID tags and antennas and varied the following components:

- the layout of how the antennas are placed (design of the antenna grid),
- the RFID antenna model,
- the RFID tag, and
- the read range of the employed reader.

An automated test environment was used to investigate how the variation of these components influences the preciseness of the readings, using two antenna models (FEIG ID ISC.ANT 100/100 and FEIG ID ISC.ANT 40/30), and two different RFID tags. After measuring the range in which each tag could be read by the reader, eight antennas were arranged in a chessboard pattern (see Fig. 4) and a number of objects were tagged with several RFID tags and placed onto the field.

A single reader (FEIG ID ISC.MR 101-A) was connected to the antennas via a multiplexer (FEIG ISC.ANT.MUX 8), which sequentially energizes the individual antennas.

![Fig. 4. The two different antenna grid layouts used in [5]. The grid on the left consists of eight 10x10 centimetres antennas, while the one on the right uses eight additional antennas that are considerably smaller (3x4 centimetres) and placed on top of the bigger antennas (from [5]).]
antennas to return the read tags in range. After several read cycles (one read cycle took approximately 2-3 seconds) that helped to avoid erroneous read data, our system determined the highest probability for each scanned tag on the board. Based on this data and the known shape and size of each object, the estimated position and orientation of the game figures was then calculated and displayed.

The results as reported in [5] showed that the best estimates of the scanned tags were within a deviation of 3-4 centimeters, rendering this approach insufficient for game applications like miniature war games that require a resolution of less than one centimeter.

4 Improving Resolution Accuracy Using Moveable Antennas

While previous work showed that it is in principle possible to use off-the-shelf RFID technology for determining the position of objects, increasing the accuracy of a multi-antenna approach seems difficult: in order to improve localization results, the antennas would either need to be moved closer together, or smaller antennas would need to be used. Increasing antenna density quickly conflicts with the nature of RF fields: if the antennas are too close together, the field induced by one antenna will be inexorably extended by the coils in the adjacent antennas (i.e., an antenna might then discover a tag that is actually near the coil of another antenna). Using smaller antennas would not only require a lot more antennas (and thus also more readers and multiplexers to power them) to cover an area of the same size, but also limit overall detection rates due to the much smaller read ranges of each individual antenna.

To still benefit from the many advantages of RFID technology and yet compensate the insufficient accuracy, we thus propose a different approach: instead of using many antennas in a grid, we use only one antenna that will be moved across the area. This single antenna will continuously read what RFID tags are in range. This information, combined with the current location of the antenna, can then be used to localize the individual RFID tags. In contrast to a multi-antenna approach, this solution has the obvious drawback of requiring more time to cover the same area. However, since tabletop war games do not require real-time positioning3, a certain period of scanning time might be perfectly acceptable.

Using a LEGO MindStorms NXT robotic set4, we constructed a test environment in which a robot controls a slide carriage attached to two orthogonal track systems (see Fig. 5). The RFID antenna (FEIG ID ISC.ANT 40/30) on top of the carriage can then be moved across the surface with an accuracy of a few millimeters. The size of our test bed is ca. 40x50 centimeters (see Fig. 6). The FEIG ID ISC.MR101-A reader antenna can power the antenna every 250ms, which means four read cycles per second. The carriage moves in a zigzag fashion across the board, i.e., it moves along the x-axis to the end of the surface, advances on the y-axis for 1cm, moves back along the x-axis, and so forth.

---

3 Miniature war games, as most other tabletop games, are turn-based; in fact, one turn can easily take up several minutes.

4 http://mindstorms.lego.com/
Using a Movable RFID Antenna to Automatically Determine the Position

**Fig. 5.** The robot moves the carriage with the antenna (see white arrow) using two orthogonal track systems (left). The NXT control unit is connected to a computer (right).

**Fig. 6.** The test environment with the robot, the carriage, and the tracks as well as the cardboard surface with two test objects. The two objects have RFID transponders attached to each of their corners.

Since the carriage is moved by a cogwheel on a track with small cogs (see Fig. 5), it is not possible to indicate the speed in a distance-time relation (e.g., in cm/s) but only in degrees determined by the rotation of the motor. The motor could be controlled in ten steps (10% to 100% of the max. power output), resulting in different velocities of the carriage (see Fig. 7), which also influences the number of possible measurements, since we can energize the antenna at a rate of 4Hz (see Fig. 8).
We began our test series by placing two RFID transponders at designated X-Y locations on the test surface: they were positioned at 20cm/10cm and 30cm/30cm, respectively, with the lower left corner being the point of origin. Starting from the zero-point, the carriage would then run over the whole area with a velocity of ca. 4.4cm/s (this initial value was chosen to guarantee approximately one read cycle per cm). We ran the test series five times. Tables 2 and 3 summarize the results.

It is worth noticing that the deviation on the y-axis was constant in each case, but there is a simple explanation for this: while the antenna constantly moves along the x-axis (which elucidates the varying x-values), the y-axis remains fix und thus the deviation constant. In general, with average deviation being between 0.1 and 0.2 centimeters, the measurements were extremely accurate, exceeding our expectations by far: our system
Table 2. Results for the 20/10 coordinates. All values are in centimeter.

<table>
<thead>
<tr>
<th></th>
<th>Absolute value of measurement</th>
<th>Deviation (unsigned)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td>1</td>
<td>20.1</td>
<td>9.8</td>
</tr>
<tr>
<td>2</td>
<td>20.0</td>
<td>9.8</td>
</tr>
<tr>
<td>3</td>
<td>20.0</td>
<td>9.8</td>
</tr>
<tr>
<td>4</td>
<td>20.1</td>
<td>9.8</td>
</tr>
<tr>
<td>5</td>
<td>20.1</td>
<td>9.8</td>
</tr>
</tbody>
</table>

Table 3. Results for the 30/30. All values are in centimeters.

<table>
<thead>
<tr>
<th></th>
<th>Absolute value of measurement</th>
<th>Deviation (unsigned)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td>1</td>
<td>30.0</td>
<td>29.9</td>
</tr>
<tr>
<td>2</td>
<td>30.1</td>
<td>29.9</td>
</tr>
<tr>
<td>3</td>
<td>30.0</td>
<td>29.9</td>
</tr>
<tr>
<td>4</td>
<td>30.0</td>
<td>29.9</td>
</tr>
<tr>
<td>5</td>
<td>30.2</td>
<td>29.9</td>
</tr>
</tbody>
</table>

could in most cases determine where a transponder is located with a precision on the order of a few millimeters.

Unfortunately, regardless of this almost perfect accuracy, there was a severe downside: each test round took approx. 11 minutes (ca. 13 seconds for scanning the x-axis incl. adjustment time multiplied by 50 rows), which even without real-time requirements might render this approach infeasible for most practical applications. We therefore intended to considerably shorten the time it takes to scan the surface area, though we knew that increasing the speed of the carriage would lower accuracy due to fewer measurements (see Fig. 8). The aim was to determine the trade-off between the costs (i.e., the loss of accuracy) and the benefits (i.e., shorter read times). To this end, we repeated the previous test series with different velocities and calculated the mean deviation for each velocity. The results are summarized in Fig. 9.

In general, slower speeds show a lower average positioning error. The minor exceptions at velocities of 2.76cm/s and 4.43cm/s seem to result from natural oscillation of the motor when rotating with lower frequencies (the loss of accuracy is also only about 1 millimeter). However, the error increases with higher speeds and reaches some 5 millimeters at velocities of around 11cm/s. The boundary seems to lie at a velocity of 7.36cm/s, which corresponds to a power output of 50%. In this case, scanning an area the size of our test surface (40x50cm) took approximately 7.5min. Apparently, it is not possible to further reduce this time with our test setup.
5 Conclusions

In this paper we presented a novel approach to determine the position and orientation of objects using RFID technology. Based on the example of a miniature war game, we demonstrated the idea of using an antenna that is attached to a slide carriage which moves the antenna over (or rather under) a surface with tagged objects. Calculating the position of each single tag using the overlapping read ranges at each reading position of the antenna allows us to estimate where the object is approximately positioned, and thus, in the case of multi-tagging, how it is oriented. As far as we know, there is currently no other sensing infrastructure that is capable of such high accuracy (except for visual recognition, which fails at differentiating equally looking objects though). In principle, it is possible to cover even very large tables by simply sectioning it and applying one scanning set-up to each section.

The downside clearly is the time required for scanning an area. The main objective for future work would thus be to significantly diminish the scan time. Currently, we see two options to achieve this:

- First, we could use a slightly modified version that minimizes the idle read time in which the antenna does not read any transponders (i.e., the time between the reading of one tag and the next one). Consequently, we have to increase the velocity in between transponders, which can be done as follows: we move the carriage with full speed (ca. 11.5cm/s) along every fourth x-axis, omitting three rows, and, if we read at least one tag on the way, we move over the same section again at a slower velocity. Preliminary tests revealed that the time could be significantly reduced to approx. 4.5min while the average deviation was only slightly worse. This approach, however, very much depends on the scarcity and distribution of the objects on the surface: with a high
number and density of objects, this approach will presumably take longer than
with the "naive" version. More tests will need to be conducted to evaluate this
properly.

- Second, we could simply split the area into smaller sections and use one
  antenna for each section. If the sections are, for example, 20x20cm, the time
  required could be reduced to approx. one minute, which is undoubtedly fast
  enough for most turn-based games and many other applications (e.g., a smart
  shelf in a store). In addition to that, we would still need considerably less
  antennas compared to the antenna-grid approach.

Nonetheless, this proposed localization technique cannot be used for real-time ap-
lications, in contrast to other technologies (e.g., visual recognition or ultrasound).
Our approach is furthermore subject to criticism in three more points. First, the selec-
tion of the individual components (RFID readers, antennas, and tags) is very crucial:
if we substitute only one component, the results are at least distorted, if not totally
different, requiring re-calibration. Second, RFID does not work too well with metallic
objects and environments: metal biases the read rate of readers and tags. Third, we
will also need to verify the influence of other game objects on item detection, e.g.,
houses or hills that figures are placed in or on, which increase the distance between
the surface and the tag.

These disadvantages notwithstanding, it seems that this approach based on RFID
technology is a promising candidate for localizing objects on a surface: the high accu-
curacy of about 1 millimeter, combined with the inherent advantages of RFID technol-
ogy (e.g., a completely invisible and unobtrusive scanning infrastructure that also
allows for uniquely and unambiguously identifying all objects) promises cheap high
resolution localization for augmented tabletop games in the near future. And though
augmented tabletop games admittedly are a prime example, one can envision other
domains that could benefit from such a high resolution, e.g., architectural and city
planning applications that involve 3-dimensional models arranged on a tabletop.

Acknowledgments. The authors would like to thank Thomas Lohmüller for the im-
plementation of the prototypical demonstrator.
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Abstract. We evaluate an approach for mobile smart objects to cooperate with projector-camera systems to achieve interactive projected displays on their surfaces without changing their appearance or function. Smart objects describe their appearance directly to the projector-camera system, enabling vision-based detection based on their natural appearance. This detection is a significant challenge, as objects differ in appearance and appear at varying distances and orientations with respect to a tracking camera. We investigate four detection approaches representing different appearance cues and contribute three experimental studies analysing the impact on detection performance, firstly of scale and rotation, secondly the combination of multiple appearance cues and thirdly the use of context information from the smart object. We find that the training of appearance descriptions must coincide with the scale and orientations providing the best detection performance, that multiple cues provide a clear performance gain over a single cue and that context sensing masks distractions and clutter, further improving detection performance.
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1 Introduction

Smart objects research explores embedding sensing and computing into everyday objects – augmenting objects to be a source of information, for example, on their identity, state, and context in the physical world [1]. One challenge for the design of such smart objects is to preserve their original appearance and function, exploiting a user’s familiarity with the object. However, we often want to augment objects with digital state information or reveal knowledge hidden inside the object, as this allows users to address tasks in physical space and receive direct visual feedback from the objects themselves. Recent work has proposed cooperation with projector-camera systems in the environment [2], allowing objects to be augmented with interactive projected displays on their surfaces without embedding screens or permanently changing their appearance. The ability for objects to function as both input and output medium simultaneously enables scenarios such as objects that monitor their physical condition and visually display warnings if these are critical [1].

A central problem for realisation of displays on everyday objects with the Cooperative Augmentation concept proposed in [2] is object detection and tracking with
vision-based techniques. Only when an object is detected can the projector-camera system align its projection so the image is registered with the object’s surfaces. In experimental prototypes detection is commonly achieved with fiducial markers [3]. However, with a view to ubiquitous augmentation of objects, it is more realistic to base detection on the natural appearance of objects. This detection is a significant challenge in real-world environments, as objects naturally vary in their appearance – hence we assume that multiple methods should be provided as alternatives for detection. A second challenge that arises from realistic scenarios is that objects will appear at varying distances and orientations with respect to a tracking camera as they are picked up, moved around and manipulated by users.

Instead of storing the knowledge required to detect and track objects in a smart environment, the Cooperative Augmentation concept [2] distributes the knowledge and intelligence into the smart objects themselves. Hence enabling projector-camera systems to become ubiquitous, as they merely offer a generic projection service to all smart objects. The smart objects store an “Object Model” containing knowledge of their appearance (in terms of numerical appearance description data extracted from training images of the object by computer vision detection algorithms), a 3D model and sensors, and actively control the interaction with projector-camera systems.

Objects cooperate by describing their appearance to the projector-camera system on entry to the environment. The projector-camera system supports flexible amounts of appearance knowledge and differing object appearances by implementing multiple detection methods in the controlling computer. The detection methods used are dynamically configured in response to the knowledge contained in the object appearance description and the object’s context. Examples of context information we can incorporate in detection are: knowledge of whether the object is moving from embedded sensors (in which case we could choose the fastest detection method) and the object’s background (e.g. we would not use a colour detection method to detect a blue object in a blue room, as the probability of detection is low due to distraction).

A learning process in the projector-camera system extracts more appearance knowledge about objects over time and re-embeds this back into the smart object for increased robustness in the detection process. This process allows flexible deployment of new detection methods in projector-camera systems, as the learning process will automatically update an object’s knowledge to include the new appearance description following initial detection.

In this paper we investigate four vision-based methods for detecting smart objects, representing the different natural appearance cues of colour, texture, shape and features of objects. The contributions of this paper are three experimental studies. The first is targeted to understand the impact of object scale and rotation on different detection methods. As a result of the study, we gain insight into training requirements of different detection approaches and understanding of when to extract new appearance knowledge in the learning process to maximise detection performance.

The second explores how the different cues can be combined to increase detection performance and the third investigates how the use of context information supplied by the smart object can be used to constrain the multi-cue detection process. The results show a detection performance gain observed when multiple appearance cues are combined and a very clear additional performance gain with the use of context information from movement sensing embedded in the target object.
2 Related Work

The question of how to detect objects with projector-camera systems [2, 3, 4, 5, 6] has been investigated by many. For example, Ehnes et al. detected objects visually with fiducial markers in [3]. Borkowski et al. tracked a screen visually by its black border in [5]. Bandyopadhyay et al. track and project on objects using magnetic and infra-red tracking systems in [4]. These systems rely on adding hardware or modifying the appearance of an object to enable detection. In contrast, we detect smart objects by their natural appearance. The natural appearance has to be matched to a model of the object built from training images, despite changing viewpoint and illumination.

Many approaches have looked at detecting an object by its natural appearance using a single cue, such as colour, texture, shape and feature-based detection. **Colour** is a powerful cue for humans, for example, in traffic lights or warning signs. In computer vision, Swain and Ballard's colour histograms [7] are shown to be invariant to rotation and robust to appearance changes such as viewpoint changes, scale, partial occlusion and even shape. However, colour histograms are sensitive to changes in light intensity and colour. Histogram matching techniques such as the intersection or chi-square ($\chi^2$) measurement are generally robust, as the histogram representation uses the entire appearance of the object rather than just a small number of interest points.

**Texture** on an object's surface allows a wider range of techniques to be employed. Template matching approaches using cross-correlation are fast, but susceptible to failure with occlusion and must be trained with varying illumination for robustness [8]. The histogram approach was generalised to multidimensional histograms of receptive fields by Schiele and Crowley to detect texture [9]. The histograms encode a statistical representation of the appearance of objects based on vectors of joint statistics of local neighbourhood operators such as intensity gradient magnitude and the Laplacian operator (Mag-Lap). Experimental results show histograms are robust to partial occlusion of the object and are able to recognise multiple objects in cluttered scenes in real-time using a probabilistic local-appearance hashing approach.

**Shape** can be described using either a global or local shape description. Typical approaches to global shape use Principal Component Analysis (PCA) methods [10, 11]. In contrast, local shape can be detected using methods that describe the silhouette contours of an object [12, 13], and these can be matched to database of object appearances with the object in different poses. For smart objects with known 3D models this database can be created directly by rendering the model in different poses and extracting the silhouette contour using edge detection. The Shape Context method by Belongie et al. [12] has achieved success in character recognition. The contours of an object are extracted and a set of points detected on them. For each point the algorithm extracts the relative spatial distribution of the remaining points on the shape. A histogram of the number of contour points in each “bin” of the log-polar coordinates can be created to describe each point. Histograms are similar for corresponding points; hence objects can be detected by histogram matching.

**Local feature** based detection algorithms aim to uniquely describe (and hence detect) an object using just a few key points. By extracting a set of interest points such as corners or blobs from training images of an object we can use the local image area immediately surrounding each point to calculate a feature descriptor, which we assume serves to uniquely describe and identify the point. A database of local features
registered to a 3D model of the object is constructed off-line. At runtime interest points are detected in the camera image. Object detection now becomes a problem of matching features between the training set and camera image by comparing feature descriptors. One of the most widely used local feature algorithms is Lowe’s Scale Invariant Feature Transform (SIFT) [14], however, readers are referred to [15, 16] for an in-depth comparison of different feature detection and descriptor algorithms.

### Multiple Cues

As objects vary significantly in their appearance, detection based on a single cue such as just colour or shape can perform poorly in the real-world, as no single cue is both general enough and also robust enough to cope with all possible combinations of object appearance and environment. In theory, the combination of complementary cues leads to an enlarged working domain, while the combination of redundant cues leads to an increased reliability in detection [17]. Popular cue combinations are: colour and edges [18], colour and texture [19], intensity, shape and colour [17], shape, texture and depth [20]. However, these cues are fixed at runtime.

Typically, multiple detection cues are fused in particle filter tracking frameworks, allowing multiple target hypotheses to exist simultaneously [17, 18, 19, 20]. In this case the detection of each cue is often assumed to be independent and integrated to contribute to the overall measurement density. Hence, when multiple cues are fused simultaneously, the failure of one cue will not affect the others [18]. Molyneaux et al. propose a different approach using multiple cues to detect smart objects in [2], but where the cues are chosen at runtime based on the appearance knowledge an object contains and the object’s context (from embedded sensors or the object background).

### 3 Vision-Based Object Detection Methods and Evaluation Dataset

We implement and evaluate 4 detection algorithms in the projector-camera system, from those discussed in related work. These correspond to the four object appearance cues of colour, texture, shape and local features.

For colour we use 3D CIE L*a*b* colour histograms [7] as this colour model was empirically found to detect light and dark objects better than Hue-Saturation-Lightness or RGB. Each dimension has 16 bins, 16 values wide. For texture we use rotation invariant 2D Gradient Magnitude and Laplacian multi-dimensional histograms of receptive fields [9] with 32 bins, each 8 values wide. Scale invariance is achieved using a scale space with Gaussian smoothing. We train with $\sigma=2.0$ then use 3 scales in detection, equal to $0.5\sigma$, $\sigma$, $2\sigma$. For shape we match 100 points on image contours with Shape Context [12], using 5 radial bin and 12 angle bin histograms. Histograms are made scale invariant by resizing the diameter of the radial bins equal to the mean distance between all point pairs and rotation invariant by averaging the angle of all point pairs and calculating relative angles. For local features we use Lowe’s scale and rotation invariant SIFT algorithm [14], with 3 scales per octave and $\sigma = 1.6$. The detection algorithms range from low to high complexity respectively.

We use ten objects as the dataset for experiments, reflecting everyday objects of varying shape, size and appearance (see Figure 1). The largest object was the chair (90x42x41cm), the smallest was the mug (10.5x10.3x7.2cm).
3.1 Object Appearance Library

The library comprises images of the objects against plain backgrounds, for training the algorithms. Images were acquired with a colour Pixelink A742 camera (1280x1024 pixels) and 12mm lens. For varying scale, images were captured in 5cm intervals between 1 and 6m from a horizontal fixed camera (10x100=1000 images), as shown in Figure 3. For rotation, images of the objects were captured at 2m, 3m, 4m and 5m from a fixed camera. At each distance the objects were rotated in 10° intervals for a full 360° around the vertical axis with a turntable (4x36x10=1440 images total). The camera was 1.5m above the turntable, with 40° declination. All images were manually annotated with a bounding box for ground truth object location.

3.2 Video Test Library

Synchronised sensor data and video of each smart object moving in a cluttered lab environment was captured at 10fps for 20s from a fixed camera location 2.15m high, with 25° declination. The objects were handheld and moved at a constant walking pace (approximately 0.75m/s) in a 15m path shaped like a ‘P’ from first entry through a door 5m from the camera, as seen in Figure 2. The object moved around the loop of the ‘P’ towards the camera (the tip is 2m from the camera), then returning to the door. The test videos include challenging detection conditions such as scaling, rotation around the object’s vertical axis and motion blur. Distractions were also present (from other objects or areas of the scene with similar appearances) and the limited camera field of view caused partial occlusion in some frames, hence the videos reflect realistic detection scenarios. Each captured frame was annotated with a bounding box for ground truth object location.

A Particle Smart-Its device in the object sent data from an IEE FSR152 force sensor wirelessly at 13ms intervals and was abstracted to simple object moving or non-moving events by using a threshold on the mean value calculated over a window of 20 samples (260ms). This was set empirically so the object generated continuous “non-moving” events when placed on a surface and “moving” events when mobile.
4 Scale and Rotation Experiments

One of the challenges for visual detection algorithms is to reliably detect objects. Real-world objects are composed of different structures at different scales, which means in practice they appear different depending on the scale of observation. This effect can be seen in Figure 3 (left), where different numbers of corners are detected and in different locations when the cereal box is at different distances to the camera.

When detecting an object in an unknown scene, there is no way to know at which scale the object will appear, as the distance to the object is unknown. In theory, by representing the object or camera image at multiple scales in a scale-space, detection algorithms can be made scale-invariant. A scale-space is built by successively smoothing an image using a Gaussian kernel with an increasing standard deviation ($\sigma$), to remove more and more fine detail [21]. We can now try to match the object at different scales or choose the most appropriate scale.

As seen in Figure 3 (right), rotation of an object can be decomposed into 2D rotation in the camera plane $r_z$ (equivalent to rolling the camera) and general 3D rotation $r_y,r_x$ (equivalent to changing the camera viewpoint). Detection algorithms can be made invariant to 2D rotation, however, general 3D rotation of an object presents a problem. This is composed of two separate aspects: 1) The appearance of an object surface becomes distorted when it is rotated from being perpendicular to the camera vector $t_z$. 2) As the object rotates, object surfaces disappear from view and new surfaces come into view.

Our experiments are driven by the three following research questions:

R1) Is scale and 3D rotation an issue for the 4 detection methods we choose?
R2) At what distance do we need to train our 4 methods?
R3) Are some of the 4 methods more robust to scale and rotation than others?

4.1 Design

We perform two series of experiments. The first experiment set investigates scale-invariance in detection algorithms and aims to quantify in what scale range we can
repeatably detect an object. All of the algorithms were trained with an image at meter intervals between 1 and 6m (resulting in 6 sub-experiments) and the remaining images of the object appearance image library (99 images) were used for testing. We performed 6 sub-experiments, one for each training distance. The results for all 4 cues are averaged over all objects to give the percentage of all detected objects over the scale range (every 5cm).

The second set of experiments investigates rotation for all 4 methods. For each object we trained the algorithms using a single 0° image from the object appearance library. The remainder of the images between -80° (anti-clockwise rotation of object from 0°) and +80° (clockwise rotation) were used to evaluate the percentage of objects detected with each algorithm. We both trained and tested the algorithms with images of the objects at 3m distance, as this is the centre of our working range.

4.2 Apparatus

A 3.4GHz dual core Pentium-4 running Windows XP SP2 controlled the projector-camera system and was used for all experiments. Algorithms were implemented in C++ using Intel OpenCV API. All experiments in this paper used identical apparatus.

4.3 Procedure

For colour histogram detection the object histogram is back-projected into the camera image and the bounding box of the largest blob above a detection threshold is calculated, representing the most likely object location. For texture detection we use an exhaustive search method, dividing each scale image into a grid of scale-adapted 2D windows of uniform size, with 25% partial overlap between each window. Each window’s histogram is calculated and matched against the object description. For shape detection we use a similar approach to texture, but only at a single scale, due to the scale-invariance of the shape context algorithm. Correct detection was assumed for these three algorithms when the detection bounding box had <50% overlap error with the ground truth bounding box from the test image library. For SIFT local features correct detection was assumed when a minimum of 8 features were matched to the training image features using nearest-neighbour Euclidean distance matching and >50% of feature correspondences were correct. Correct correspondences were established based on a manually annotated ground truth homography transformation between the test image and the training image of the object.

4.4 Results

We first present the detection results for scale over all objects, followed by the detection results for 3D rotation. The scale graphs show three training distances – the two extremes of 1m, 6m and the best performing training distance in-between.

Figure 4 (left) and (right) shows detection performance over all objects for SIFT local features and for Shape Context respectively. For SIFT it is clearly visible that the percentage of objects detected falls below 50% after 4.5m distance when trained at 1m. For the chosen scale range, the average percentage of objects detected is highest when trained at 2m (M=82.31, SD=14.34). However, the detection percentage varies least across the scale range when trained at 6m (M=74.44, SD=9.32). For
Shape Context the detection percentage is lowest when we train at 6m, never increasing above 30% across the scale range. When trained at 1m and 3m, the results show a downward trend with similar detection performance, however, the highest percentage of objects were detected at when trained 1m (M =56.10, SD =19.71).

Figure 5 (left) and (right) shows detection performance over all objects for Texture and Colour respectively. The results for both experiments show an overall downward tendency for all training distances, with little difference in performance between the training distances. For Texture, the highest percentage of objects were detected with a training distance of 2m (M =72.74, SD =26.59). Here, 50% or more of the objects are detected between 1m and 6m, with the exception of 4.5m to 5.5m where, unusually, the performance drops. In contrast, for Colour the highest percentage of objects are detected when we train at 6m (M =38.05, SD =46.81). The standard deviation for all colour training distances is high, indicating a high variability of detection performance between objects. In fact, 50% of the objects are not detected by colour.

Figure 6 (left) shows detection repeatability over all objects at 3m, for SIFT local features with rotation. The curve is bell-shaped and shows a sharp fall off as we rotate...
objects away from 0°. Around 20° rotation the repeatability falls to around 40% on average, for all objects. This means only 40% of the original training image features are still being detected. This performance is object dependant. For example, the book object has repeatability greater than 40% between -40° and 40°, peaking at 10° (65.25%). In contrast, the barrel’s repeatability is only ever above 40% at 10°, where it peaks (42.11%). Figure 6 (right) shows the percentage of objects detected at 3m, for the remaining three algorithms. For both Texture and Shape the curves have a bell-shaped trend, similar to SIFT. The Colour algorithm varies between 80% and 50% of objects detected, but does not show a decreasing tendency with increasing rotation.

4.5 Discussion

The results from the experiments to address R1 to R3 show it is important to consider scale and rotation effects when designing a detection system with multiple cues. For example, for scale, we learned that different algorithms perform best when trained with the object at different distances to the camera. Shape performs best when trained at 1m, Local Features and Texture are best at 2m and Colour performs best at 6m. These distances are the optimum distances for the learning process to extract new appearance information for the respective algorithms, as they will provide the highest overall detection performance throughout the scale range.

Similarly, the algorithms perform differently when we rotate objects. Here, colour does not exhibit a strong decreasing tendency with rotation, suggesting that one viewpoint may be enough to detect a uniformly colourful object in any pose, and only a small number of viewpoints are required for 3D objects with non-uniform surfaces (6 are recommended in [7]). In contrast, the more bell-shaped curves for the other methods indicate that to detect an object in any pose we need to extract information from many more viewpoints.

The fact that detection performance results when scaling and rotating objects were often not close to 100% around the distance or angle where we train our detection system also suggests that some of the objects were not detected by a particular method or there is a large inter-object performance variability with the algorithms. These results support both our starting assumption that different detection methods behave differently and hence the argument for using multiple detection methods.
5 Multi-cue Detection Experiment

Having found that different detection methods behave differently in section 4, we propose the following research question:

**R4)** How does the use of multiple-cues change overall visual detection performance?

### 5.1 Design

In order to perform the experiment, we first trained all 4 algorithms. For each object, then for each detection algorithm, an appearance description was trained using the rotation images in the object appearance library. Appearance descriptions for all detection algorithms were trained using the object ground truth bounding boxes and images of the object at 3m. 6 viewpoints were trained in the horizontal plane, in rotation intervals of 60° around the object’s vertical axis.

### 5.2 Procedure

The 4 algorithms ran on the video test library for all objects. The apparatus and procedure for obtaining the detection result and determining correct detections was identical to the previous experiment. Detection performance results were obtained for each cue in terms of the percentage of video frames with correct detections. These were combined to produce results for multiple-cues by assuming detection is correct in a frame when any of the 4 cue hypotheses correctly detects the object.

### 5.3 Results

Each detection cue was ranked by its detection performance for each object. The overall detection performance achieved by multi-cue combination, together with the breakdown of cue contribution to this performance figure (shown as column colour) can be seen in Figure 7 (left). It is clearly visible that by using a combination of the highest performing cue (lowest colour of the column) together with other cues, the overall detection performance improves for all objects in the study.

The Local Features algorithm proved to be the best single cue for 70% of the objects. Over all objects, the mean average performance increases from 37.89% (with just the highest performing single cue) to 43.47% with all 4 cues, an improvement of 4.96%. The largest individual performance increase is for the book, which improves from 71.52% to 86.71% (a 15.19% increase in the number of frames detected) with the addition of a second cue. The smallest increase is for the Card object (0.62%). The most frequent combination of two highest performing cues was Local Features and Shape, ranked as the best combination for 50% of all objects.

Addition of a third cue produces only a small performance increase of 0.62% over the performance obtained with two cues. The largest increase is an additional 2.47% of detection performance for the ball, while the book, box, cereal box, chair, mug and toaster did not increase in performance by adding a third cue. The addition of a fourth cue did not improve detection performance in any object.
5.4 Discussion

The performance benefits from using multi-cue detection are shown in Figure 7 (left). All objects receive an increase in detection performance by using the multiple cues for detection; however, the performance increase averaged over all objects was relatively small (4.96%). This improvement is primarily produced by combining the two best ranked performing single cues. Increasing the number of cues beyond the best two produces only a very small performance increase (0.62%) for the additional computational cost. With 4 cues the objects are detected in only 43.47% of frames.

The cue rankings changed with the objects and each of the cues we studied was best for at least one of the objects (excluding texture). This again supports the observation from the scale and rotation experiments, that there is large inter-object performance variability with the cues, hence different objects require different detection methods and we can infer that the cues we use are complimentary.

The multi-cue results presented are a best-case scenario, where appearance knowledge is available for all cues and the ranking of cues for each object is known a-priori. We may not initially know the best ranking of cues in new objects; however, in practice the Cooperative Augmentation system can maintain detection metrics such as detection performance and algorithm runtime for each method and use these as additional knowledge during detection method selection. This valuable knowledge can be embedded into the smart object so it is not lost on object departure.

Unless multiple cues can be run in parallel, multi-cue detection is also a trade-off, as each additional detection cue causes a corresponding increase in run-time per camera frame. Consequently, the detection performance increase must be balanced against the processing capabilities in the projector-camera system.

Storing multiple appearance descriptions for multi-cue detection also has a large overhead in terms of memory storage and battery cost for transmission from the sensor node to the projector-camera system. Consequently, in cases where Object Models are too big or transmission is too costly, we assume they are stored in a network resource and only the corresponding URL is embedded in the smart object.
6 Multi-cue Detection with Context Information Experiment

As shown in the previous experiment, while the use of multiple cues has benefits, still only a low overall detection performance is achieved. The detection results are also lower than the results reported for the algorithms in [7, 9, 12, 14], however, these results were for objects on plain backgrounds or with dissimilar distracting objects. Hence, we hypothesise that the “realistic” environment with clutter and distraction in the videos is causing poor detection results, and performance can be increased by making detection robust to this. We therefore propose the research question:

R5) How does the addition of context information constrain the detection process?

6.1 Procedure

The experiment using context in detection used an identical design and procedure as the multi-cue experiment. However, now the absolute difference between the current and previous video image was calculated to obtain a basic figure-ground segmentation, whenever a “moving” event was recorded in the video test library by the object’s embedded sensors. Each detection algorithm was then constrained to detect only in areas with movement using the segmentation mask.

6.2 Results

The results of using context from movement sensing in multi-cue detection are shown in Figure 7 (right). Similar to the results in Figure 7 (left), the overall detection performance improves for all objects in the study with the use of multiple cues; however, this improvement is much greater with context information. Over all objects the mean average detection performance now increases to 88.72% of video frames, using all 4 cues. This is an improvement from the previous experiment of 50.83% and 45.26% over using just the single best cue and all 4 cues respectively. The most frequent combination of two best performing cues was now Colour and Texture, ranked as the best two for 40% of all objects. However, increasing the number of cues considered beyond the best two again gives little additional benefit (2.10% for 3 cues) and the addition of a fourth cue did not improve detection performance in any object.

6.3 Discussion

The results indicate that the use of context information from embedded movement sensing significantly increases detection performance for all cues and hence overall detection robustness for mobile objects. We infer that this is the result of the context information being used to mask the distracting and cluttered background. However, the limitation to using movement sensing alone is that when detecting static objects we can only mask moving areas in the image, hence the benefit will vary depending on the size of the area. Large moving areas provide similar performance to a moving object, whereas completely static scenes are equivalent to the multi-cue experiments.
7 Conclusion

In this paper we conducted three experimental studies to firstly understand impact of object scale and rotation on different detection methods, secondly to explore how the different detection cues combined for increased detection performance in real-world environments, and thirdly, to show the potential of combining detection with context information from embedded movement sensing.

This work provides three main contributions. We found that scale and rotation has a large impact on detection performance and that with the exception of the colour method we need to train our algorithms with multiple object viewpoints to detect an object in any pose. Similarly, we learned that detection performance varies when the algorithm is trained at different distances. This knowledge is significant, as it allows us to determine the best orientation and training distance for extracting appearance knowledge about the object from the camera image for initial object appearance training, and for the Cooperative Augmentation system to determine when to extract additional knowledge at runtime.

The second part of our contribution arises from the multi-cue experiment. Here we showed that for all objects the use of multiple cues in detection provides a performance benefit over using a single cue. None of the cues had high detection performance for all objects, underlining the fact that different objects require different appearance representations and detection methods, and validating the multi-cue approach proposed for the Cooperative Augmentation concept in [2]. The third part of the contribution is the finding that the use of context in detection from movement sensing in the object significantly increases detection performance, indicating the combination of different sensor modalities is important. Movement sensing constrains the search space by reducing distractions from the cluttered real-world environment.

More research is required on which vision algorithms are best suited to detecting objects and to better understand the role of context in detection - specifically, what impact different context information and other embedded sensors have on detection.

Acknowledgements. This research is supported by the EPSRC, the Ministry of Economic Affairs of the Netherlands through the BSIK project Smart Surroundings under contract no. 03060 and by Lancaster University through the e-Campus grant.

References

Design and Evaluation of a Sound Based Water Flow Measurement System

Alejandro Ibarz¹, Gerald Bauer², Roberto Casas¹, Alvaro Marco¹, and Paul Lukowicz²

¹TecnoDiscap Group, University of Zaragoza, Maria de Luna 3, 50018 Zaragoza, Spain
²Embedded Systems Lab, University of Passau, Innstr. 43, 94032 Passau, Germany
aibarz@unizar.es, gerald.bauer@uni-passau.de, rcasas@unizar.es, amarco@unizar.es, paul.lukowicz@uni-passau.de
http://www.wearable-computing.org

Abstract. This paper presents a low-cost, easy to install sound-based system for water usage monitoring in a household environment. It extends the state of the art but not only detecting that water is flowing in a pipe, but also quantifying the flow thus allowing us to compute the amount of water used. We describe the system architecture including hardware, software and the signal processing and pattern recognition algorithms used. We present an extensive evaluation in a real life noisy kitchen environment. We show an accuracy of over 90 percent on classifying six different water flow levels. We also demonstrate good performance measuring water consumption when compared with the home's water meter.

Keywords: Smart-sensors models, sensing at home, acoustic event classification, water usage monitoring.

1 Introduction

The recognition of every day household activities is an important component of many pervasive computing applications. This includes so called ambient assisted living systems that aim to help handicapped and elderly people lead an independent life at home rather than be admitted to a nursing home. The work described in this paper is part of a large European Union funded project directed at such assistive applications (MonAmi, www.monami.info). Within the project our groups work on every day activity tracking systems that are based on a combination of coarse location [1], auditory scene analysis [2] and appliance use. In this paper we describe a recent extension of our system that allows us to recognize the amount of water flowing through a particular pipe using a cheap, low quality off the shelve microphone module (‘scavenged’ from a Bluetooth Headset).

The use of microphones to detect water flow and the relevance of the information in detecting a range of every day activities has been demonstrated by Fogarty et al. [3]. We
extend this work by detecting not just the fact that water flows through a particular pipe, but also quantifying the flow speed. This allows us to calculate the total amount of water used for a particular activity. The work is motivated by the observation that the amount of water used (as well as the flow speed) is a potentially useful feature to distinguish activities with otherwise similar signature. Thus getting a glass of water to drink involves a different amount of water than filling a large pot for cooking noodles. We also expect the ability to detect flow speed to allow us to distinguish different water usage sources with only a single microphone located at a common pipe rather than having to place a microphone at every individual tap (as done by Fogarty et al. [3]).

Clearly the question how the water flow information can be best used in activity recognition requires further research and we aim to undertake this research at a later stage. However, before doing so, we wanted to investigate whether such detection is possible with low quality cheap microphones. The paper describes the results of this investigation. We present the architecture of our system, the machine learning techniques used to recognize the water levels and an extensive empirical evaluation. For evaluation the system is deployed in a kitchen of a shared flat, in which four people are living in. Different experiments are performed to examine the feasibility of the system. The kitchen ambient noise is taken into account when designing the system, due to the fact that pipes are excellent conductors of sound. A model of the kitchen's water tap flow is obtained via machine learning and is used to evaluate the system's performance. Furthermore, for every experiment the system's calculation of the used water amount is compared with the measurement of the home's water meter.

1.1 Related Work

Among all the work done in Acoustic Event Detection/Classification, we focus on applications that detects water usage in the home environment.

Chen et al. [4] present an automatic acoustic bathroom monitoring system. The system is designed to recognize and classify different activities of daily living occurring in a bathroom based on sound. All the events detected are related to water usage. It uses a Hidden Markov Model classifier and Mel Frequency Cepstral Coefficients features. Preliminary results showed high average accuracy. The system consists on a microphone wired to a processing unit. In contrast, our approach uses wireless sensors and the possibility to determine water flow measurement monitoring.

Kraft et al. [5] describes feature extraction methods for sound classification. They record high quality audio in a kitchen environment and detect and classify kitchen acoustic events including water.

Stäger et al. [6] presents a prototype of a wearable sound-analysis based, user activity recognition system. Even though they focus on low-power and a tradeoff analysis between recognition performance and computation complexity, they evaluated the performance of the system in a kitchen environment. This reported good recognition results including water tap usage.

Fogarty et al. [3] describe an excellent work about a low-cost, unobtrusive and easy to install approach for water usage monitoring based on sound in a home environment. They deploy low-cost wireless microphone-based sensors attached to the
outside of existing pipes at critical locations. The system is able to recognize many activities related to water usage like cloth washer, dishwasher and shower usage as well as toilet and bathroom sink activities longer than ten seconds.

1.2 Paper Contribution

The key contribution of the paper is to show that low quality, low cost microphones attached to water pipes can detect not only the fact that water is flowing, but also quantify the amount of water and to demonstrate this in an extensive empirical evaluation in a noisy, real life environment. We begin by describing a detailed concept of the system. Next we describe the system's architecture followed by the detailed system's implementation. Then we discuss the system's evaluation in a kitchen located in a shared flat environment (four people are living there), describing the whole process of modeling the installation and validating the results.

2 System Overview

As sensor we use a commercial, off the shelve Bluetooth audio device. The device is placed in a small box covered with foam (see Fig. 1). Then the box is attached to the inflow pipe of a water tap (see Fig. 2). So a big advantage is that neither pipes nor the water tap itself has to be removed. Furthermore, it only requires a screwdriver to close the small box. As a result the sensor installation is not time-consuming and no technical specialist is required which saves costs. Thus, the system is easy to install and unobtrusive. Although our system is battery operated, many places where we could access water pipes also have a nearby socket (e.g. under the kitchen sink). The audio device sends the sound information to a computing unit where audio data processing is performed. Because our system uses a wireless sensor there is no need for the user to install a cable to the processing unit which means less intrusion into the user’s environment. Fig. 3 shows the architecture of our system. Every time new audio data arrives, the processing unit will process them using a chain of algorithms, which are implemented in the CRN Toolbox [7].

Fig. 1. Headset microphone sensor placed in an isolated box
Fig. 2. Sensor mounted at an inflow pipe of a washbowl
Audio data were previously analyzed to design the algorithms for getting useful information for further machine learning. Once the right features are obtained, a model of the installation is created. The installation’s model is created by an initialization step, where training data of silence and also of six different levels of water flow (see table 1) without noise were recorded. To be also resistant against environment noise different rules have been defined and the system was evaluated using rules and also without rules.

The results of the system are information about the status of a water tap – water running or not – and in case of running water the closest learned water level. This information might be useful for activity monitoring and also for water consumption measurement.

3 System Implementation

3.1 Sensor

The sensor used for audio acquisition is a commercial off the shelve Bluetooth audio device (Headset). The case and the speakers were removed and the microphone was placed in a small box covered with foam (see Fig. 1 and 2). Two holes were made in the box to fit the flexible pipe and the box cap is closed with screws to confer the sensor some noise isolation to the environmental noise.
3.2 Algorithms and Software

First we give a short introduction about the CRN Toolbox to clarify why we chose this software tool for our system implementation. Afterwards we show a detailed description of the used data processing steps and finally we compare different classifier models towards their ability to fulfill our objective to recognize running water and to measure the about amount of used water. Experiments performed in this section were carried out using the Rapid Miner tool [8].

3.2.1 CRN Toolbox

We choose the Context Recognition Network (CRN) Toolbox [7] (available under LGPL from http://crnt.sf.net) to implement the above described system. The CRN Toolbox is a software tool optimized for the implementation of multi-modal, distributed activity and context recognition systems running on POSIX operating systems. It contains a broad set of fundamental ready to use algorithms (called tasks) for different common applications like data classification and filtering as well as special applications like sound and image processing. Because all tasks are stand-alone and provide a generic interface, complex data processing chains can be created with ease by interlinking needed tasks. The main reason for choosing the CRN Toolbox for our application was beside the chance of using currently efficient implemented tasks for sound data processing and the possibility to implement new tasks with ease, to have a platform independent application. So, different devices like PDAs and mainstream computer systems can be used to run our application without any modifications.

3.2.2 Data Processing Chain

We use a chain of Toolbox tasks to recognize different levels of water, to calculate the amount of used water and to separate them also from other sounds like speech and device noises. An overview about all used tasks is shown in figure 4. There the Bluetooth Microphone reader, the Fast Fourier Transformation, some classifier and also the ResultWriter were already implemented in the Toolbox. Step one to step four are very common in sound recognition applications and will be introduced very shortly in the next section. In contrast to that we will focus more detailed on the used classifiers and the additional filter tasks in section 3.2.3 and 3.2.4. In the following, a detailed description of each task is given.

**Bluetooth Microphone Reader.** This task connects to the Bluetooth microphone sensor and reads its raw audio information using synchronous connection-oriented (SCO) Bluetooth logical transport [9]. The master can create up to three SCO links to different slaves. Even though at this moment the system uses only one audio device, it could get audio data from 3 different audio devices improving the scalability of the system.

**Fast Fourier Transformation (FFT), Mel Frequency, Log10.** Using FFT, Mel Frequency and Log10 the system performs the feature extraction for the classification. First, digital values delivered from the Bluetooth microphone are processed using Fast Fourier Transformation (FFT) to get a spectrum of the current sound signal. Because
our objective is to recognize continuous sound of running water and the spectral signatures of the different levels were slightly varying in some cases, we chose 8192-point FFT for improved frequency resolution and rectangular windowing with no overlapping. As result we obtain one sound data spectrum per second. In order to reduce the spectrum’s size we map the FFT’s frequency values to the “mel scale” using 31 triangular overlapping windows following a logarithmic pattern [10], a high number of features were obtained to keep good frequency resolution. As result we obtain a vector of 31 features whereas on each feature a logarithm function to base 10 is performed.

**Feature Selection.** To avoid overfitting and to reduce computing cost we perform a dimension reduction. Therefore training data is analyzed using Information Gain (IG) and Gini Index (GI) as feature weighting methods at an initial step [11][12]. Only the seven most important features will be considered in the following processing steps.

**Classification.** The above selected features are used as input for different classifier. Therefore we choose the following classification models: Decision Tree [13], k nearest neighbor (kNN) [13] and Support Vector Machine (SVM) [14]. A detailed description of evaluation results can be found in section 3.2.3.

**Rules.** To reduce false classifications and to detect surrounding noise sounds (classifier models are not trained to recognize surrounding noise) we have defined a set of rules, which is applied to the result of the former classification task (see section 3.2.4).

**ResultWriter.** The result writer is used to make the systems output available to other devices.

### 3.2.3 Feature Ranking and Data Classification

As mentioned above we chose a subset of features to increase generalization ability and to reduce computing cost. Figure 5 shows Mel-filter values of different water flow level and also silence. It can be seen that Mel-filter channels from 6 to 20 might
Fig. 5. Examples for different constant water flows measured in ml per second (x-axis = Mel-filter channels, y-axis = Mel-filter value). Experiments showed that even for constant flows Mel-filter channels lower than 5 and higher than 22 vary very strongly.

Table 2. Detailed frequency information (Hz) of important feature channels

<table>
<thead>
<tr>
<th>Channel</th>
<th>Start</th>
<th>Center</th>
<th>Stop</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>308</td>
<td>370</td>
<td>437</td>
</tr>
<tr>
<td>8</td>
<td>370</td>
<td>437</td>
<td>508</td>
</tr>
<tr>
<td>9</td>
<td>437</td>
<td>508</td>
<td>583</td>
</tr>
<tr>
<td>10</td>
<td>508</td>
<td>583</td>
<td>663</td>
</tr>
<tr>
<td>11</td>
<td>583</td>
<td>663</td>
<td>747</td>
</tr>
<tr>
<td>14</td>
<td>837</td>
<td>932</td>
<td>1033</td>
</tr>
<tr>
<td>20</td>
<td>1504</td>
<td>1640</td>
<td>1784</td>
</tr>
</tbody>
</table>

Table 3. Classification performance results and settings for different models

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Settings</th>
<th>Result (10-fold CV)</th>
<th>Result (Deviant data)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree</td>
<td>max depth = 10</td>
<td>99.29% +/-0.96</td>
<td>66.11%</td>
</tr>
<tr>
<td></td>
<td>max depth = 5</td>
<td>97.29% +/-2.07</td>
<td>65.45%</td>
</tr>
<tr>
<td>kNN²</td>
<td>K =10</td>
<td>100%</td>
<td>90.70%</td>
</tr>
<tr>
<td></td>
<td>K =5</td>
<td>100%</td>
<td>90.37%</td>
</tr>
<tr>
<td>SVM</td>
<td>RBF Kernel, C = 0, gamma = 1/7</td>
<td>97.57% +/-0.91</td>
<td>82.72%</td>
</tr>
</tbody>
</table>

¹ The Information Gain was used as criterion for numerical splits.
² The Euclidian distance was used as distance measure.

be dedicated for distinguishing between the different water levels. Comparing the 10 most weighted features for both the IG and GI and choosing the most important seven ones our first assumption is confirmed. Channels 7, 8, 9, 10, 11, 14 and 20 are ranked as very important features (see Table 2). Therefore we will consider only these channels for further processing tasks. Because our aim was to distinguish between silence
and six different levels of running water (see Table 1), we have recorded 100 training samples for each class. To ensure generalization ability we used a 10-fold cross-validation with stratified sampling [13] and we recorded 50 additional samples for each water level to evaluate the trained system. Because our intention was also to check how classifier handles sound data, which belong to water levels nearby recorded constant flows, we deviate a little from the trained water flow levels when recording the 50 additional data. Table 3 shows the results for each classifier and its settings.

It can be seen that using a 10-fold cross validation each model is able to classify different levels of water very well. In contrast to that using deviant data for model evaluation the classification performance for each model decreases very strong. Only the kNN is able to classify sufficiently with an accuracy of about 90%. We have analyzed the classification results for each class to find the weak points. All classifiers are able to distinguish between silence and water flow levels 7.66 ml/sec, 34 ml/sec and 145 ml/sec very well (about 90%). However all fails in distinguishing between water levels 56 ml/sec, 90 ml/sec and 125 ml/sec. Figure 6 visualizes sound data using three of seven features and show that these classes are placed very close to each other, which might be the reason for that. But of course using all seven features the location of shown sound data could be very different.

Because the Decision Tree and also the SVM adapt too strong to training data and are not able to allot near located data to belonging classes, we consider only the kNN as classifier for our application.

3.2.4 Rules
Up to now we have neglected noise sounds like speaking person and sounds from devices, which are located in the washbowl’s environment. Because the kNN is trained using only silence and water sound data, every time a noise sound appears it

1 To measure the amount of water for a constant water flow we used the flat’s main water counter.
will be assigned to one of these classes. The easiest way to classify environment sound as noise would be to train the kNN also with noise sound data. But in real applications it is neither comfortable nor possible for a user to record all possible noise sounds once after the sensor installation. So we defined a distance measure, which is used to decide whether the kNN classification for running water is accepted or in case of surrounding noise neglected (noise reduction). The distance measure is defined on the equation 1.

\[
\text{isWaterSound} = \begin{cases} 
0, & \text{if } (\text{kNN dist} > 40) \\
1, & \text{otherwise}
\end{cases}
\]  

There kNN dist is the sum of distances between the current complete feature vector and all of the k nearest neighbors which belongs to the winning class. If the kNN classifies a sound sample of type running water (any type of water level) the classification result will only be accepted if isWaterSound is equal 1 and the improved result is the recognized class of water. Otherwise the sound sample is labeled as surrounding noise. Thereby the threshold for kNN dist was chosen by analyzing experimental results.

But even if the system is able to recognize noise sounds, the fact that very loud surrounding noise drowns the running water signal is still a problem for calculating the used amount of water. Therefore we defined a set of rules, which approximate the used water consumption during overlapping surrounding noise and reduce also false classifications (some noise sounds are very similar to water sounds and cannot rejected by the distance measure). The rules are defined as following:

- To reduce the impact of false classifications running water is only recognized if during the last three seconds sound data was classified only as running water. So single outliers are neglected.
- To avoid single false classifications by distinguishing between different levels of water, the last five recognized ones are considered and the most present water level is assumed to be the current water level.
- If running water was recognized and it will be interrupted not longer than ten seconds by a continuous noise, the system assumed the last water level as current water level. If there are more than ten seconds of overlapping noise sounds the system will assume that there is no longer running water.
- If running water is interrupted by silence the system assumes that the water tap has been closed and there is no longer running water.

Of course some assumptions may lead to false results, e.g. if there is overlapping environment noise for several minutes and the water tap will be used during that time the system is not able to recognize the running water. Therefore the next section includes several real time experiments to evaluate the systems quality using rules and also without the introduced rules.

4 System Evaluation

To evaluate the quality of the system we performed different types of experiments. The results and a detailed experiment description are shown in the next sections.
There all experiments have been performed in a kitchen environment (see Fig. 7) and the sensor was mounted on the cold-water inflow pipe of a washbowl.

4.1 Water Flow Measurement

The first experiment is used to validate how accurate the introduced system is able to measure the used amount of water. Therefore we have performed three different experiments. First we calculated the amount of used water during a period in which no surrounding noise occurs. Second we measured the amount of used water while surrounding noise was existent and last we performed only environment noise to see if the system is able to neglect these sounds. As noise we considered all typical sounds, which can occur in a kitchen environment, like speaking and laughing, opening/closing doors and shelves, using devices like mixer, microwave and fume hood, listening to music and putting/removing dishes to/from the sink. To have a reliable comparison we used the main water flow meter of the flat as ground truth. The results are shown on Fig. 8 whereas the kNN, the kNN with noise reduction and also the whole system (kNN, noise reduction, and rules for reducing false classifications) were used to distinguish between the different levels of water. In doing so we summarized for each approach the classification results to get an approximation of the whole amount of used water.

Results for the kNN without any further processing steps are quite good for water measurement applications without noise. Because loud noise is recognized as water the calculated amount of water is much higher than the used one for the second experiment. Using the kNN and an additional noise reduction it can be seen that the amount of calculated water is lower than the real one for experiment one and two. This means that some sounds of running water have been classified as noise and so values for running water got lost. In contrast to that using the kNN with distance measurement and applying rules the calculated water amount for these two experiments improves the result of the kNN with noise reduction. The results for both experiments are quite well but it was not possible to measure the exact amount of water. The reasons for this are that on the one hand the system tries to estimate the water level during overlapping noise (rule three) and on the other hand the system needs some seconds to recognize the new water level after a change (rules one and two). Therefore information about the current water level gets lost. Of course we have to take also into account that we use only six different levels of water to approximate the amount of used water.
Having a look at the last experiment it can be seen that the kNN fails. Because no noise training data is available the kNN has to allot noise sounds to silence or water. So nearly two liter of used water has been calculated for activities without water usage, which makes this model unusable in practical applications. The kNN with additional distance measurement is quite accurate. Only 0.02 liters of used water have been recognized. In contrast to both the whole system is able to classify all noise sounds correctly and so no running water was recognized. Taking all three experiments into account it can be seen that the whole system works quite well in each case.

Furthermore, the system was evaluated without noise using only hot water (maximum flow) and a mixture of hot and cold water (50% of each one and maximum flow) while keeping the device on the cold water pipe. This was performed to test how the use of hot water could modify the classification and therefore the amount of cold water measured. Results shown on Fig. 9 show a good system performance when only hot water or a mixture is used.

**4.2 Common Water Flow measurement: Preparing Food**

The second experiment focuses on a real application. So every type of water level is used and our objective is to see how well the system is able to approximate the used amount of water knowing only six different water levels. Therefore one test person, who was not informed about how the system works exactly, was asked to prepare pasta with ham and tomato sauce, toast with salmon pieces and to clean the dishes.
after that. All in all it took about 35 minutes to finish the given task. During this time a lot of environment noise was produced. The user opened and closed many times the fridge and drawers, he used different utilities for preparing the food like knives for cutting ham and salmon, and he listened to music and made phone calls. After the food was finished he put all used dishes into the sink and cleans them. As before our system calculates the used amount of water during this period. Figure 10 shows the experiment result.

At all 18.2 liters of water have been used. Having a look at the kNN results it can be seen that the calculated amount of water is higher. Because - as mentioned before - the kNN will also classify noise as water this kind of deviation was expected. As explained in 4.1 the kNN with noise reduction calculates again lower values than the whole system and also than the real amount of used water. In contrast to 4.1 the whole system was not able to reach the same quality again. The reason for this is that in applications like preparing food the water tap is used very often for a short time lower than three seconds (e.g. for washing hands or cleaning a knife).

Fig. 10. Water flow measurement during a kitchen application (preparing food and washing dishes)

Because of rule one such short water tap usages are neglected. Reducing the threshold for the first rule will solve this problem but it should be concerned that a lower threshold will also benefit the amount of false classifications. So it is up to the user to choose an appropriate threshold for his specific application. At all it can be summarized that the amount of used water - using only six different levels of water - can be approximated quite well using the whole system.

4.3 Common Observations and Universal Usage

During all experiments we could see that the system had problems to recognize running water lower than 7.66 ml per second. Most of the time, such a low water level was classified as silence. This problem might be solved if the system is trained with sound data of this water level too.
We have also tried to use the trained system in other environments like bathroom and public toilets. Because washbowls may use different material for inflow pipes the water sounds may be different, therefore the system must be trained for every installation. But using the introduced system a self-acting sensor training to a specific location can be performed very easy. Because of using the kNN classifier only sounds for different levels of water and also silence must be recorded once. Experiments showed that there is no need to change selected features or thresholds, which are used by both the noise filter and the rule layer. Furthermore, the system performance showed good results when evaluated on two different installations without environmental noise as can be seen on Figure 11.

5 Conclusion and Future Work

This paper proposes a low-cost, easy to install, unobtrusive, wireless sensor-based system to detect water usage activity patterns in a kitchen environment. It is able to distinguish between six different levels of running water through a pipe with very good accuracy. Furthermore it is shown that is was also possible to approximate the amount of used water and shows a good performance despite considerable levels of noise. The system needs to be trained once after installation by recording only sound data from six different levels of water and silence.

In future work we investigate how to use best the water flow speed and amount information in complex activity recognition. To this end we will combine the system described in this paper with our indoor sub room level location system [1], socket based power usage trackers produced by one of the MonAmi partners and motion information form a body worn accelerometer. We will also investigate how auditory scene analysis algorithms demonstrated in previous work [2] can be added to the system so that other kitchen noises are not discarded as noise, by used as relevant activity information.
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Abstract. This paper describes methods and sensor technology used to identify persons from their walking characteristics. We use an array of simple binary switch floor sensors to detect footsteps. Feature analysis and recognition are performed with a fully discriminative Bayesian approach using a Gaussian Process (GP) classifier. We show the usefulness of our probabilistic approach on a large data set consisting of walking sequences of nine different subjects. In addition, we extract novel features and analyse practical issues such as the use of different shoes and walking speeds, which are usually missed in this kind of experiment. Using simple binary sensors and the large nine-person data set, we were able to achieve promising identification results: a 64% total recognition rate for single footstep profiles and an 84% total success rate using longer walking sequences (including 5 - 7-footstep profiles). Finally, we present a context-aware prototype application. It uses person identification and footstep location information to provide reminders to a user.

Keywords: Person identification, machine learning, floor sensors, context-awareness.

1 Introduction

Providing context-aware services to the user by means of smooth human-computer interaction requires natural and transparent ways to identify and locate users [1], [2], [3].

We present an approach to person identification based on human motion. More specifically, we concentrate on a person’s style of walking, which presents behavioral characteristics of biometrics and is very natural because no additional action is required of the user. In this work, binary switch sensors are used to detect a person’s walking sequence. A binary switch sensory system consisting of an array of 300 sensors was installed on the surface of the floor. Each 10 cm x 10 cm binary switch senses weight affecting its surface. A 3 m² floor area was covered to collect data and to recognize walkers.

User identification is based on statistical machine learning. We use a Gaussian process (GP) classifier [4] with specific features extracted from the footstep profiles produced by the sensor array as well as features calculated between consecutive footsteps.
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The usefulness of the GP as a fully Bayesian kernel method relies on the ability to model uncertainty of data, which leads to automatic determination of hyperparameters (e.g., the importance of different features). It also produces conditional posterior probabilities of class labels (i.e., the degree of belonging to a certain class), which allows extensions and different post-processing capabilities of the classifier. Feature extraction itself is based on the standard methodology of image processing, as the sensor array can be presented as a binary image. Different features are extracted from the binary image based on single footstep profiles (e.g., length and width calculated from connected components in the binary image) and from the sequence of walking (e.g., step length and duration between consecutive footstep profiles). Along with these typical walker identification features we examined more specific ones that were calculated from the time-integrated signal. In practice, the binary signals were summed over time to form a grey-level image, and then features such as mean, standard deviation, and the center of mass were extracted from the connected components.

Data sets were collected from nine different subjects, including 20 walking sequences for each person. Each person wore their own shoes. In addition, four persons walked at three different walking speeds (slow, normal, fast) and also with two different pairs of shoes and without shoes. In the GP classification we examined the identification based on single footstep profiles as well as the identification using information from walking sequences (i.e., including multiple footstep profiles). The importance of different features were also analyzed.

This paper presents a simple yet modular floor sensor system that is able to identify persons based on their walking. It also describes an accurate classification method that is simultaneously able to analyze and choose the most important features and produce posterior probability of ID labels for post-processing. Furthermore, the effect of changes in walking speed and footwear is analyzed for the first time.

2 Related Work

Various floor sensor settings have been used to model human behavior for identification, tracking, and other purposes in smart and interactive environments as well as in health care. In the early works by [5] and [6], footstep identification was based on a small area of ground reaction force (GRF) sensors using nearest-neighbor and hidden Markov model (HMM) methods, respectively. In the work by [7], human GRF-based authentication system was developed for use as part of a surveillance system. Recently, a sensor installation, collection of a large data set and experiments with a person verification scenario were presented in [8]. They used a GRF sensor with geometric and holistic features along with a support vector machines classifier.

In [9], electromechanical films (Emfi) that measures dynamic pressure changes on the floor surface were used for person identification. A comparison of different methods (e.g., support vector machines and neural networks) was done. In addition, classifier fusion techniques were applied to combine different feature sets and walking sequence information to achieve a more reliable recognition system.

UbiFloor [10], uses simple ON/OFF switch sensors, and identification is based on features of both single footsteps and walking calculated from five consecutive footsteps
on the floor. The sensor arrangement differs from our work, but the use of simple binary sensors is most similar to ours from the application viewpoint. A multi-layer perceptron (MLP) neural network was used as a classifier. [11] developed a high-resolution low-cost pressure sensor mat made of resistive switches. They also performed person identification based on sequential features such as stride length, gait period, and heel-to-toe ratio along with an Euclidean distance measure as a classifier.

A sensor approach similar to this work was established by [12]. However, they concentrated on human tracking applications based on Markov chain Monte Carlo methods. [13] presents a system that also uses binary ON/OFF sensors in which over 65,000 pressure switches in an area of $4 \text{ m}^2$ give a very high resolution to the modeling of the details of single footprint profiles as an image of footprints. The floor was tested by detecting humans and robots and discriminating between them. [14] reported the use of a beneath-the-floor accelerometer and tactile sensors to model footsteps and footprints in order to recognize gender. [15] covered the floor of an interactive space with hexagonal pressure-sensitive floor tiles to detect the presence of users.

Besides identification and tracking, force plates have been used to detect and classify simple human body movements, such as crouches and jumps as well as standing up and sitting down [16]. A lot of work has also been done in medical research domains, including [17], where pattern recognition methods were used to classify different gait-related injuries based on GRF sensor measurements.

In summary, this work presents a unique sensor approach to person identification ([12] uses similar sensors but they are used in a tracking application). We also extract novel features from the floor and analyze the importance of individual features as well as the effect of walking speed variations and different footwear, which are typically not included in the other studies related to floor-based identification. Our approach has a direct possibility of combining sequential information from multiple footsteps based on the classifier's posterior probability outputs. This is quite similar to [9], except that further post-processing is not needed to get the confidence of labels.

3 Binary Switch Floor Sensor System

VS-SF55 InfoFloor sensor system made by Vstone Corporation (in Japan) [18] was installed in our research laboratory. The system contains 12 blocks of $50 \text{ cm} \times 50 \text{ cm}$ sensor tiles. Each tile includes 25 $10 \text{ cm} \times 10 \text{ cm}$ binary switch sensors. A $3 \text{ m}^2$ area was covered by altogether 300 sensors (see Fig. 1). The sensors use diode technology and are able to detect over 200-250 $\text{g/cm}^2$ weight affecting the surface. Data were collected from each sensor using a 16 Hz sampling rate and sent to a PC via an RS-232 serial interface. In the PC, a multi-threaded TCP-IP server was implemented to share raw sensor data with client applications.

Compared with other floor sensor technologies (e.g., Emfi [9]), the advantages of using this kind of floor sensor system are low cost, easy installation, and little need for pre-processing to get the data (e.g., for positioning and identification). Moreover, the sensor floor utilized in this paper is designed to be modular, which allows the sensor area to be able extended incrementally. On the other hand, compared with cameras, audio, or RFID technology, floor sensors are more stable, i.e., they do not suffer from
environmental changes. A drawback is that only very limited information is obtained from the binary floor compared with cameras or other floor sensor technologies (e.g., Emfi and GRF sensors). This is very challenging, especially in complex recognition tasks such as person identification, where discrimination between different persons can depend on very detailed differences in persons walking styles. One aim of this work was to be able to extract such useful and discriminative information from this limited, yet practical, sensor system.

Fig. 1. Arrangement of binary sensor tiles

4 Discriminative Bayesian Classification: Gaussian Processes

Discriminative learning is a very effective way to train mappings from multidimensional input feature vectors to class labels. Kernel methods, in particular, have become state-of-the-art, due to their superior performance in many real-world learning tasks. Along with the popular support vector machines (SVM) [19], Gaussian processes (GP) [4] have recently been given much attention in the machine learning community.

Although the SVM method has many favorable properties, such as good generalization by finding the largest margin between classes, the ability to handle non-separable classes via soft-margin criteria, non-linearity modeling via explicit kernel mapping, sparseness by presenting data using only a small number of support vectors, and global convex optimization with given hyperparameters, it lacks some properties. One drawback of SVM is that it is directly applicable only in two-class problems. Thus, there have been various attempts to generalize it for multi-class classification. The simplest and most popular methods are based on multiple binary classifiers using one-vs.-one or one-vs.-rest approaches as well as error correcting output codes and directed acyclic graphs, to name a few [20].

Another problem is the choice of a good model, which is very important in kernel-based discriminative learning. This is due to the fact that a good solution is usually dependent on a number of hyperparameters (which control the properties of kernel mapping). In SVM, the hyperparameters (and possibly the good subset of features) need to be found using ad-hoc methods such as cross-validation or other search-based methods. When the number of hyperparameters or the number of features increases, the search
space can become very large. Finally, SVM cannot directly give a confidence measure-ment as an output, it only gives a decision as an unscaled distance from the margin in the feature space. Posterior distribution over predicted class labels is a very important property in many pattern recognition systems in order to be able to implement some post-processing tasks (e.g., rejecting unreliable examples, combining multi-modal sensor data, combining sequential data, etc.). There have been some attempts to extended SVM to give probabilistic outputs (see [21], for example). However, this method needs to train another mapping to the SVM’s output after the training based on parametric sigmoid mapping. This makes the method more complicated and possibly another validation data set needs to be optimized for post-processing mapping.

To tackle these problems, we apply a Bayesian approach to kernel-based learning via Gaussian process priors. We use the multi-class approach presented in [22], which approximates a complex posterior probability by maximizing the variational lower bound. By using a multinomial probit likelihood model, it is possible to derive a full multi-class classifier as a combination of multiple regression models. These regression models are coupled via the posterior mean estimates of another set of auxiliary variables, which gives a statistically dependent multi-class model. A dd-hoc post-processing is not needed. In addition, predictive distribution over unknown examples provides direct confidence measurement as a conditional posterior probability of class labels.

During the training phase of the classifier, Gaussian processes provide a possibility to optimize the hyperparameters by maximizing the marginal likelihood via gradient-based optimization routines [23], [4] or by setting a prior distribution for the hyperparameters and employing sampling methods such as importance sampling to get posterior expectations [22]. We follow the approach used in [22], which uses exponential distribution and a gamma distribution placed on its mean to form a conjugate pair. Furthermore, by applying a radial basis function (RBF) kernel with individual length scale parameters to each feature dimension, we can determine the importance of each feature when optimizing the hyperparameters (i.e., automatic relevance detection (ARD)). This is used to increase the accuracy of person identification as well as to analyze features in different practical settings. One drawback of GPs is that all the training data are needed in the classification phase. When a large data set is used, some sparse approximation methods need to be applied [22]. In this paper, a full model is used due to its capability of real-time performance in the prototype application.

5 Person Identification Based on Floor Sensors

5.1 Feature Extraction

As in typical pattern recognition systems, we need to extract some higher level features from the raw data to be able to perform accurate identification. The binary switch sensor floor forms a matrix where each sensor tile can be presented as a pixel in the image. This allows us to apply standard image processing techniques to detect footsteps and to extract features. We use two kinds of presentations: binary and grey-level images.

A binary image is detected by summing up the sensor values over time, and then thresholding each positive value to one. The summing is performed over each walking
sequence. A binary image gives us a direct way to detect the position of each footstep in a sequence. This is done by labeling the 8-connected components of the image. Furthermore, when collecting each individual image in a sequence, we are able to detect the starting and ending time of each connected component for feature extraction.

In addition, the integrated image (i.e., sequence of summed sensor matrices) is saved without thresholding. This matrix presents a grey-level image in which each pixel forms a duration value over the sequence and provides a possibility to extract a rich set of features from the connected components. A “duration map” is presented as a grey-level image in Figure 2 where a brighter value means more time is spent in that position. A binary image can be calculated by thresholding grey-level sensor values larger than 0 to 1.

![Figure 2. Grey-level image calculated from sensor measurements of a walking sequence. In addition, the size of the sensor area is illustrated.](image)

Feature extraction is based on the connected components found in the binary image. The features can be divided into two categories: micro and macro-level features. Micro-level features are extracted from each footstep using both the binary and grey-level presentations. This feature set includes features such as the sum of binary pixels in a single footstep profile. Minimum, maximum, mean, and standard deviation values are also extracted from the grey-level component. All these features describe the shape of the “duration map” inside a single footstep profile. To describe the spatial properties of shape, convolution filters, familiar from image processing, are used. We apply four different 3x3 line detection filters and four different 3x3 sobel gradient filters (see, for example, [24] for details). After filtering, the values inside the connected components are summed. Also, the length and width of the footstep, the compensated center of masses, and the duration of the footstep are calculated. Macro-level features present useful information between consecutive footsteps. We use Euclidean distances between the center of mass points of adjacent footsteps as well as individual distances in the longitudinal and transversal walking directions. They are closely related to step length measurement used in gait analysis. Finally, the duration between the starting times of consecutive footsteps is calculated. Macro features are always calculated against the previous footstep in a sequence. A total of 28 features were extracted and are presented in Table 1. It is also straightforward to modify the footstep detection and feature extraction techniques for a real-time application, which is discussed in section 7.
Table 1. Spatial, statistical, and time-related features derived from each footstep profile (1-20) as well as between consecutive footstep profiles (21-28)

<table>
<thead>
<tr>
<th>Number</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>sumbin</td>
<td>Number of activated pixels (i.e. sensor tiles) in this footstep profile</td>
</tr>
<tr>
<td>2</td>
<td>sumgrey</td>
<td>Sum of grey-level pixel values</td>
</tr>
<tr>
<td>3</td>
<td>mingrey</td>
<td>Minimum grey-level value</td>
</tr>
<tr>
<td>4</td>
<td>maxgrey</td>
<td>Maximum grey-level value</td>
</tr>
<tr>
<td>5</td>
<td>mean</td>
<td>Mean of grey-level pixels</td>
</tr>
<tr>
<td>6</td>
<td>stdgrey</td>
<td>Standard deviation of grey-level pixels</td>
</tr>
<tr>
<td>7</td>
<td>sumvline</td>
<td>Sum of grey-level component filtered with 3x3 line mask (vertical)</td>
</tr>
<tr>
<td>8</td>
<td>sumhline</td>
<td>Sum of grey-level component filtered with 3x3 line mask (horizontal)</td>
</tr>
<tr>
<td>9</td>
<td>sumlline</td>
<td>Sum of grey-level component filtered with 3x3 line mask (left diagonal)</td>
</tr>
<tr>
<td>10</td>
<td>sumrline</td>
<td>Sum of grey-level component filtered with 3x3 line mask (right diagonal)</td>
</tr>
<tr>
<td>11</td>
<td>sumbgrad</td>
<td>Sum of grey-level component filtered with 3x3 gradient mask (ball of the footstep)</td>
</tr>
<tr>
<td>12</td>
<td>sumrgrad</td>
<td>Sum of grey-level component filtered with 3x3 gradient mask (right side of the footstep)</td>
</tr>
<tr>
<td>13</td>
<td>sumhgrad</td>
<td>Sum of grey-level component filtered with 3x3 gradient mask (heel of the footstep)</td>
</tr>
<tr>
<td>14</td>
<td>lengthbin</td>
<td>Maximum length of connected binary pixels (longitudinal direction of walking)</td>
</tr>
<tr>
<td>15</td>
<td>widthbin</td>
<td>Maximum width of connected binary pixels (transversal direction of walking)</td>
</tr>
<tr>
<td>16</td>
<td>combing</td>
<td>Center of mass of connected binary pixels (longitudinal direction of walking)</td>
</tr>
<tr>
<td>17</td>
<td>comgreyx</td>
<td>Center of mass of connected grey-level pixels (longitudinal direction of walking)</td>
</tr>
<tr>
<td>18</td>
<td>comgreyy</td>
<td>Center of mass of connected grey-level pixels (transversal direction of walking)</td>
</tr>
<tr>
<td>19</td>
<td>durationinside</td>
<td>Duration of footstep (i.e., activated tiles over time)</td>
</tr>
<tr>
<td>20</td>
<td>distancebin</td>
<td>Euclidean distance from previous footstep (using binary center of mass)</td>
</tr>
<tr>
<td>21</td>
<td>distancegrey</td>
<td>Euclidean distance from previous footstep (using grey-level center of mass)</td>
</tr>
<tr>
<td>22</td>
<td>durationbetween</td>
<td>Duration from the previous footstep to beginning time of this footstep in milliseconds</td>
</tr>
<tr>
<td>23</td>
<td>distancebinx</td>
<td>Longitudinal distance from previous footstep (using binary center of mass)</td>
</tr>
<tr>
<td>24</td>
<td>distancegreyx</td>
<td>Longitudinal distance from previous footstep (using grey-level center of mass)</td>
</tr>
<tr>
<td>25</td>
<td>distancebiny</td>
<td>Transversal distance from previous footstep (using binary center of mass)</td>
</tr>
<tr>
<td>26</td>
<td>distancegreyy</td>
<td>Transversal distance from previous footstep (using grey-level center of mass)</td>
</tr>
</tbody>
</table>

5.2 Person Identification: Single Footsteps and Walking Sequences

We derive two kinds of person identification methodologies based on the multi-class Gaussian process classification and features presented in the previous section. The first one is a conventional classification scenario where we use posterior distribution of class labels predicted from a single footstep profile to make the decision. In this case we use micro-features as well as macro-features related to the previous footstep. This scenario is useful in situations where the decision has to be made as quickly as possible.

On the other hand, if we want more accurate recognition, we can use classification information from multiple adjacent footstep profiles by combining the posterior distribution of class labels. This scenario gives a recognition based on a sequence, which in this case is one walking sequence (5-7 footsteps) on the floor. A GP classification provides posterior over class labels, we can use summation and product rules to combine the outputs. This kind of rule has been shown to be simple, yet powerful, in many information fusion problems [25]. The advantage is that we can use a conventional training phase and an arbitrary number of examples in a sequence to make the final decision. If \( P(\omega_k | x_i) \) represents the posterior probability of class labels \((1 \ldots n)\) conditioned on unknown example \(x_i\), and \(S\) is the total length of a sequence, the final decision can be calculated using the sum (Eq. 1) and product rule (Eq. 2), as follows:

\[
\omega_c = \argmax_{k=1}^n \left[ \sum_{i=1}^S P(\omega_k | x_i) \right]
\]  

\[
\omega_c = \argmax_{k=1}^n \left[ \prod_{i=1}^S P(\omega_k | x_i) \right]
\]
The disadvantages of using this kind of scenario are related to optimization. Due to the fact that the model is trained on single footsteps, it does not use information of sequences to find a global optimum. In addition, the choice of combination rules in our scenario is more ad-hoc and experimental compared with approaches where sequential information is directly learned from the data. However, this simple approach is able to use the information of walking sequences at some level to be able to produce more accurate decisions, as is shown in the results section. A comparison with more advanced models, such as sequential kernels and other sequential classifiers, is left for future work.

6 Results

6.1 Data Sets

To test the identification methods presented here, we collected a large data set. The data set included walking sequences of nine different subjects. The test group consisted of two female and seven male subjects, and each wore their own shoes (which were indoor sandals in this case). They were told to walk their natural walking speed over the sensor floor (from A to B in Figure 2) 20 times. To get as natural a data set as possible, the starting foot or the absolute position of each footstep in the sequence was not constrained in any way. Each sequence included 5-7 footstep profiles, depending on the stride length of the subject. Altogether 1143 footstep profiles were collected from the nine walkers.

In addition, to examine the effect of different walking styles (i.e., walking speed) and footwear on identification, we collected more data from four subjects. To study variations in walking speed, we recorded additional sequences in which the subjects were told to walk slower and faster than usual. Both settings were performed 10 times. To test the effect of different footwear, 20 sequences of subjects wearing their own outdoor trackers and no shoes at all were collected. Combining this data set with the footsteps of the four persons collected earlier gave us 1981 footstep profiles for studying the effect of variation in walking speed and footwear.

A total of 2597 footstep profiles were collected in these sessions. To test and analyze the usefulness of the features and the classification method as well as the modeling capability of the features and adaptation of the classifier to novel data, we split the data set into different subgroups. The standard nine-person data set included 20 sequences of normal walking speed and sandals for studying the extracted features and the capability to perform multi-class classification using Gaussian processes. To analyze the effects of variations on the extracted features more precisely, the footstep profiles of four persons were divided into three subgroups: standard (including walking at normal speed and with sandals), footwear (including three different footwear at normal speed), speed (including three different speeds with sandals on). The aim of these data sets was to be able to test how well the extracted features can handle variations in the data set and which features have the best discriminative power in these settings.

Furthermore, we split the four-person data set into 12 subgroups: sandals (including all the data from sandals), without sandals (all the data except from sandals), trackers (including data from outdoor shoes), without trackers (including all the data except...
from trackers), without shoes (including the session without shoes), shoes (including the session with shoes), normal (including normal speed), not normal (including slow and fast walking), slow (including slow walking), not slow (including normal and fast walking), fast (including fast walking), not fast (including slow and normal walking). These data sets were used to examine the generalization capability of the classifier and the need for adaptation when the test data set includes differently distributed (in this case walking speed and footwear) data. These are very important when building practical applications. A summary of the data categories is presented in Table 2.

Table 2. Summary of different data set categories used in the person identification experiments

<table>
<thead>
<tr>
<th>Number</th>
<th>Name</th>
<th>Description</th>
<th>Number of examples</th>
<th>number of sequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9 persons standard</td>
<td>Normal walking speed with sandals</td>
<td>1143</td>
<td>180</td>
</tr>
<tr>
<td>2</td>
<td>4 persons standard</td>
<td>Normal walking speed with sandals</td>
<td>527</td>
<td>80</td>
</tr>
<tr>
<td>3</td>
<td>Footwear</td>
<td>Normal walking speed with footwear variations</td>
<td>1516</td>
<td>240</td>
</tr>
<tr>
<td>4</td>
<td>Speed</td>
<td>Slow, normal, and fast walking speed with sandals</td>
<td>992</td>
<td>160</td>
</tr>
<tr>
<td>5</td>
<td>Sandals</td>
<td>All the data with sandals</td>
<td>992</td>
<td>160</td>
</tr>
<tr>
<td>6</td>
<td>Without sandals</td>
<td>All the data without sandals</td>
<td>989</td>
<td>160</td>
</tr>
<tr>
<td>7</td>
<td>Trackers</td>
<td>All the data with trackers</td>
<td>441</td>
<td>80</td>
</tr>
<tr>
<td>8</td>
<td>Without Trackers</td>
<td>All the data without trackers</td>
<td>1540</td>
<td>240</td>
</tr>
<tr>
<td>9</td>
<td>Shoes</td>
<td>All the data without shoes</td>
<td>1433</td>
<td>240</td>
</tr>
<tr>
<td>10</td>
<td>Without Shoes</td>
<td>All the data without shoes</td>
<td>548</td>
<td>80</td>
</tr>
<tr>
<td>11</td>
<td>Normal</td>
<td>All the data with normal speed</td>
<td>1516</td>
<td>240</td>
</tr>
<tr>
<td>12</td>
<td>Without normal</td>
<td>All the data without normal speed</td>
<td>465</td>
<td>80</td>
</tr>
<tr>
<td>13</td>
<td>Slow</td>
<td>All the data with slow speed</td>
<td>248</td>
<td>40</td>
</tr>
<tr>
<td>14</td>
<td>Without slow</td>
<td>All the data without slow speed</td>
<td>744</td>
<td>180</td>
</tr>
<tr>
<td>15</td>
<td>Fast</td>
<td>All the data with fast speed</td>
<td>215</td>
<td>40</td>
</tr>
<tr>
<td>16</td>
<td>Without fast</td>
<td>All the data without fast speed</td>
<td>755</td>
<td>180</td>
</tr>
</tbody>
</table>

6.2 Person Identification

In this section we present the recognition result of using the nine-subject data set described in Section 6.1. We split the data set so that 2/3 were used for training and 1/3 for testing, and all the features were scaled between 0 and 1. Variational GP approximation was achieved using 10 iterations, simultaneously learning the hyperparameters of the RBF kernel [20], [22]. This was repeated 10 times on randomly chosen training and test sets. All the tests were implemented with Python programming language and the GP models were trained with an R language variational Bayesian GP package [26].

Furthermore, sequential recognition was tested by combining the GP outputs using similarly trained models and fixed sum and product rules. Table 3 presents the average total identification (and standard deviations) of single footstep profiles as well as combined recognition rates. The classifier is able to classify correctly 64% of the individual footsteps, which shows the complexity of the data set obtained from the simple binary switch sensors. Using the fixed combination rules increases accuracy and the product rule outperforms the sum rule in this data set, showing an 84% success rate. The results show that to achieve a high success rate, sequential information is needed.

Table 3. Total identification accuracies of recognizing nine different walkers

<table>
<thead>
<tr>
<th></th>
<th>GP (single examples)</th>
<th>GP (sum rule)</th>
<th>GP (product rule)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td>64.23 (3.27)</td>
<td>82.33 (6.59)</td>
<td>84.26 (6.69)</td>
</tr>
</tbody>
</table>
6.3 Feature Analysis of Footwear and Walking Speed Variations

This section presents the results of analyzing the effect of different footwear and walking speed variations. Moreover, we rank the individual features based on their relevance in the identification method to determine which are the best and worst ones. To our knowledge, this is the first time both footwear and walking speed changes are analyzed in the context of floor sensors. These are very important issues when building a practical identification system.

We used the different four-person data sets presented in Table 2, where we summarize the total success rates (accuracy) as well as the most relevant features (mrf) and least relevant features (lrf) (cf. Table 1 for the order number of the features). Table 4 presents the results using standard data sets and footwear/speed variations. Looking at the accuracies, the total number of persons in a classification has a large impact (nine persons vs. four persons.). Secondly, footwear variation slightly decreases accuracy compared with the standard data set (4.36 percent units). Walking speed decreases accuracy much more (10.50 percent units). In all the data sets, the most important features are related to walking sequence (i.e., \( \text{distance}_{bin} \), \( \text{distance}_{grey} \), \( \text{duration}_{between} \)) and the duration of footsteps. The least relevant features change, but are always related to micro-features. These results indicate that when using limited binary sensors, the use of features carrying sequential information is very important. The average length scales of each feature in the nine-person data set are presented in Figure 3. A smaller value means the feature is more important in the classification decision. The walking sequence features are the most important, but footstep shape features (e.g., calculated by the convolution filters) have a large impact, too (e.g., features 8, 10 and 14).

Similar experiments are shown in Table 5. Now the test set contains variations (i.e., footwear and walking speed) that are not included in the training data set. This is the most complex approach presented in the paper. Clearly, a large decrease in total accuracies can be seen when comparing the results with those in Table 4. This indicates that it is important to collect and use all available information for training if these variations are assumed to happen. Similarly, it can be concluded that speed variations have a larger negative impact on accuracy compared with footwear variations. Interestingly, the same features as in the above data sets have the most relevant information for identification, on average.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy (%)</th>
<th>mrf</th>
<th>lrf</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 persons standard (1.)</td>
<td>64.23 (1.27)</td>
<td>21.,24.,23.</td>
<td>2.,28.,20.</td>
</tr>
<tr>
<td>Footwear (3.)</td>
<td>77.09 (1.22)</td>
<td>24.,21.,22.</td>
<td>12.,11.,4.</td>
</tr>
<tr>
<td>Speed (4.)</td>
<td>70.95 (2.20)</td>
<td>21.,23.,24.</td>
<td>3.,19.,20.</td>
</tr>
</tbody>
</table>

7 Prototype Application: Context-Aware Reminder

A prototype application was built based on single footstep identification. A multi-class Gaussian process classifier was learned from the training data set of four laboratory
Fig. 3. RBF kernel length scales of each feature using a nine-persons data set. The horizontal axis presents the feature number from Table 1 and the vertical axis describes the importance of the feature, where a smaller length scale value means the feature is more important.

Table 5. Total identification accuracies and feature ranking using different data sets. The data sets are described in Table 2 and features are presented in Table 1. The three most relevant features (mrf) and least relevant features (lrf) are shown.

<table>
<thead>
<tr>
<th>Train</th>
<th>Test</th>
<th>Accuracy (%)</th>
<th>mrf</th>
<th>lrf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without sandals (6.)</td>
<td>Sandals (5.)</td>
<td>59.68</td>
<td>24, 23, 21</td>
<td>15, 13, 5</td>
</tr>
<tr>
<td>Without trackers (8.)</td>
<td>trackers (7.)</td>
<td>59.49</td>
<td>23, 24, 21</td>
<td>13, 16, 9</td>
</tr>
<tr>
<td>Shoes (9.)</td>
<td>Without shoes (10.)</td>
<td>59.85</td>
<td>21, 24, 23</td>
<td>26, 1, 14</td>
</tr>
<tr>
<td>Normal speed (11.)</td>
<td>Without normal (12.)</td>
<td>48.60</td>
<td>21, 27, 24</td>
<td>5, 7, 3</td>
</tr>
<tr>
<td>Without slow (14.)</td>
<td>Slow speed (13.)</td>
<td>57.66</td>
<td>21, 23, 24</td>
<td>5, 3, 12</td>
</tr>
<tr>
<td>Without fast (16.)</td>
<td>Fast (15.)</td>
<td>41.01</td>
<td>21, 23, 24</td>
<td>1, 20, 11</td>
</tr>
</tbody>
</table>

members. In addition, the position of each footstep was calculated using the center of mass in the binary image. This very simple method is able to locate one person at a time. In the future, more advanced tracking methods will be applied to detect the positions of multiple simultaneous walkers.

The prototype was implemented as a distributed system consisting of three different levels, were each level provides information via TCP/IP socket communication. The TCP/IP-based approach was chosen to leverage existing libraries for rapid prototyping, which requires language independence. The first level provides raw sensor data, which is read by the identification system on the second level. The lower-level implementation consists of a Windows DLL (VC++) for InfoFloor driver and Java TCP/IP server software. The identification system extracts features from the raw data and sets the identity based on GP as well as position and the time stamp information of each example. In this application feature extraction needs to be implemented in real time. This was done by monitoring the starting and ending times of connected binary events on the floor, and when these were detected micro-level features were calculated from the sensor area of the footstep using both binary and grey-level presentation. After that macro-level features were calculated based on the detection information from the previous footstep. If a certain time period (e.g., 5 seconds) expired without any events, it was assumed that the person has left the sensor area and the detection phase is starting over again. The second level was implemented with Python language, as presented in the results section. The recognition software worked in real time and it took no more than 20 ms to
process the raw data into identification prediction (using the model trained on four- 
person data). The time between two adjacent footsteps was approximately 500ms. 
The third level is an application that reads identified events from the identification system. 
A long with side information about the context of the environment, it provides reminders 
to a user. The client program was implemented with Java. The components of the soft-
ware architecture are presented in Figure 4(a). In this application scenario the user 
interface is implemented with two displays. The first one is located above the refrigerator 
and the second one is located near the entrance to a “smart room” (see Figures 4(b) and 
4(c)). The scenario, which assumes side information, is as follows:

1. Nobu bought a bottle of milk a week ago and put it into the refrigerator. One week 
later, when he is passing in front of the refrigerator, it notifies him of the expiring 
status of the milk. Here, a mirror display is installed on the fridge, and the fridge is 
capable of determining the status of the contents.

2. Nobu, a Tokyo resident, is going on a trip to Kyoto. Although the weather is fine in 
Tokyo, the weather forecast says it will be rainy in Kyoto. The "smart room" knows 
his schedule, i.e. date and location, as well as the identify of the person and the 
walking direction. When he is leaving the room, a display installed at the entrance 
recommends him to take an umbrella with him because of the forecast.

This prototype application shows a simple approach to using naturally obtained per-
son identification information, recognized from walking (along with the side informa-
tion), in a context-aware system.

8 Conclusions

In this paper we presented a floor sensor system based on binary switches as well as 
methods for recognizing a persons identity based on sensor measurements collected 
from the floor. In addition we showed a prototype application that uses the information 
of a walkers identity and the position of footsteps to provide context-aware reminders 
for daily life. For the recognition purposes, a set of useful features were extracted from
the raw measurements. The measurements are presented as binary and grey-level images, which allow us to use basic image processing methods to derive higher-level features. A variational Bayesian approximation of a multi-class Gaussian process (GP) classifier is used to identify the walkers. As a Bayesian method the GP gives the posterior distribution of predicted class labels. This information was used to combine the classifier outputs of multiple footsteps using conventional classifier combination rules. This provides a simple approach to recognizing a sequence of walking in an application where a more accurate decision is needed. The total recognition rates of nine different subjects using individual footsteps as well as walking sequences were 64% and 84%, respectively. This is a very promising result using simple binary switch sensors.

Furthermore, GPs provide a flexible solution to model selection (e.g., the choice of hyperparameters). We used a kernel that is able to weigh each feature's dimensions differently through hyperparameters. This provides automatic relevance detection (ARD), where the most important features get more weight in a similarity measurement. ARD was used to train an accurate model and to analyze the importance of individual features. We analyzed the effect of different footwear and variations in walking speed on identification accuracy. This kind of analysis is missing from most of the previous studies using floor sensors. In our experiments we found that both of these variations have an impact; walking speed variations have a larger negative impact. Moreover, the most relevant features in all the tested data sets were related to distance and duration between footsteps as well as the duration of a single footstep profile.
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Abstract. We introduce the harvesting of natural background radioactivity for positioning. Using a standard Geiger-Müller counter as sensor, we fingerprint the natural levels of gamma radiation with the aim of then roughly pinpointing the position of a client in terms of interfloor, intrafloor, and indoor-versus-outdoor locations. We find that the performance of a machine-learning algorithm in detecting position varies with the building, and is highest for interfloor detection in the case of an old domestic house, while it is highest for intrafloor detection if the floor spans building segments made from different construction materials. Altogether, the technique has lower performance than infrastructure-based localization techniques.

1 Introduction

Positioning is an important requirement for many novel applications. However, technologies for positioning often depend on extensive infrastructures, which limit the coverage of these technologies and create breakdowns in the user experience when a user crosses the—often invisible—infrastructure boundaries. One approach for solving this problem is the development of positioning technologies with pervasive coverage which minimizes the dependence on infrastructure.

Prior work on positioning has used the properties of physical phenomena such as hearable sound, ultrasound, and types of non-ionizing radiation (e.g. visible light and radio signals). In this work we consider the use of ionizing radiation (specifically, products of radioactivity: alpha, beta and gamma rays) for positioning. In our environment, the sources of such radiation include natural radioactivity in the soil and building materials, and cosmic rays.

In practice, gamma radiation is most relevant, since alpha and beta radiation have subcentimeter propagation range. The radiation appears naturally in the environment, and the geometry of its sources in a built environment gives more interesting variation patterns than the patterns of other radiation sources, such as visible light.

Harvesting gamma radiation to infer location has several advantages: (i) Gamma radiation is pervasive, therefore coverage is not confined to an area of infrastructure coverage; (ii) The geometry of radiation sources is strikingly different from that of other radiation, which makes gamma readings a desirable sensor input.
in e. g. sensor fusion; (iii) There exist many devices that sense gamma radiation, and the threat of terror might make them even more widespread. Doing positioning over gamma radiation also has disadvantages: (i) Radiation has no identifier embedded in the signal, so there exists only one signal source to use in location estimation. This is the same drawback as when using visible light. (ii) Compared to other signals, a longer sampling time is needed for detecting relevant statistical properties of received radiation patterns.

We make the following contributions: (i) We show that gamma radiation is a predictable signal for positioning (ii) We analyze which environment properties gamma radiation depends on (iii) We present the first positioning system based on background radioactivity named *GammaSense*, which positions a device using location fingerprinting over gamma readings.

The remainder of this paper is structured as follows: In Section 2, we present the relevant related work. Subsequently, we give a primer to gamma radiation and discuss it as a signal source for positioning in Section 3. Then the novel GammaSense positioning system is introduced in Section 4. Evaluation results for GammaSense are provided in Section 5. Finally, Section 6 concludes the paper and provides directions for future work.

## 2 Related Work

Our system examines the performance of doing localization on the basis of measuring the levels of background radioactivity (gamma rays) indoors, and employing the technique of location fingerprinting. While—to our knowledge—no other work does infrastructureless localization with background radioactivity, a wealth of existing research does explore the matter of doing localization indoors, based on a variety of technologies and types of infrastructure, such as infrared, ultrasonic and ultra-wideband, and their specific transceivers. The common drawback of these systems is their reliance on custom infrastructure, a fact which then diminishes their acceptance and easiness of deployment. GammaSense takes the very opposite approach and looks into making use of natural signals for indoor positioning, offering a degree of location detection completely independent of any infrastructure.

GammaSense uses the technique of *location fingerprinting*, which has already been applied in related work with radio waves, light and sound signals. It is based on the acquiring of a database of prerecorded signal measurements, denoted as location fingerprints. Clients’ locations are then estimated by comparing them with the database of fingerprints [1].

One of the first location fingerprinting systems was the radio-based RADAR [2] system, which applied deterministic mathematical models to calculate the coordinates of a client’s position from WaveLan/IEEE 802.11 signal strengths. Similar methods were applied to GSM signals by Otsason et al. [3]. Unlike RADAR, later systems employed probabilistic models instead of deterministic ones. An example of a probabilistic positioning system was Youssef et al. [4]; a similar one determining the logical position or cell of a client was published by Haeberlen et

The principle of location fingerprinting was also applied to sound signals by Patel et al. [7]; their system uses the electric wiring in a building to generate sound signals on several frequencies, which form distinctive sound patterns throughout the building. A tone detector then picks up these sound signals and uses them as location fingerprints. Also, a positioning system based on location fingerprinting over visible light intensities was proposed by Ravi et al. [8].

3 Gamma Radiation

3.1 A Primer on Radioactivity and Ionizing Radiation

Radioactivity is the natural phenomenon in which certain—possibly artificial—chemical elements emit radiation spontaneously, be it in the form of electromagnetic waves or of charged particles. The cause of this emission is radioactive decay, i.e. the spontaneous transmutation of an unstable parent element into a more stable daughter element; the decay rate is practically expressed with the term ”half-life”, meaning the span of time required for half the quantity of the radioactive element to transmute.

One form of radioactive decay is the beta decay. A neutron or a proton transform into the other within the parent nucleus, accompanied by the emission of an electron (or its positively charged version, a positron); this electron is called a beta particle or beta ray. If a neutron transmutes into a proton, a negatively charged electron $e^-$ with high kinetic energy (a $\beta^-$ particle) is expelled from the nucleus. The alternative transmutation with a positron emission (a $\beta^+$ particle) cannot occur without energy input, because the mass of a neutron is higher than that of a proton. Hence, $\beta^+$ rays are mostly produced artificially in particle accelerators ([9]).

Another produce of radioactive decay are gamma rays, an electromagnetic radiation having the highest frequency and the shortest wavelength within the electromagnetic spectrum. Neutrons and protons occupy well-defined energy levels in a nucleus, and when either particle is excited to a higher unoccupied level, the excited nucleus decays to a lower energy state, and the difference in energy is emitted as gamma radiation. This energy difference is much larger (in the range of MeV) than in the case of excited electrons, whose similar state mutations release visible, near-visible light or X-rays (with an energy of a few eV).

Beta particles typically have energies from a few KeV to a few MeV and the mass of an electron (atomic mass 1/1836). The range of beta particles is short: a 1.9mm sheet of aluminium stops a 1MeV beta particle ([10]). Because they are relatively light, beta particles do not travel in straight lines but follow a random path through material. Gamma rays are high-energy (0.1 to 3 MeV). Their range is long and penetration power high; their typical means of losing energy is by ejecting an electron from an atom and being scattered from the impact with reduced energy (the Compton effect). To reduce the intensity of a
0.5MeV gamma ray to 0.37 of its initial value, one needs to lay a shield of 4cm of aluminium, 0.59cm of lead or 28.6cm of tissue paper ([10]).

Beta and gamma radiation also accompany alpha decay (another omnipresent radioactive decay in which heavy nuclei disintegrate by emitting a positively charged nucleus of helium, $^{4}\text{He}^{2+}$, with an even shorter range than beta particles, due to their large atomic mass of 4). Many alpha sources are accompanied by beta-emitting radionuclides, and alpha emission is followed by gamma emission from the remaining negatively charged nucleus.

All three forms of radiation produced by radioactive decay can ionize atoms or molecules in their path (either due to their electric charge, or to their kinetic energy), transforming them into ions by adding or removing charged particles. Hence, along with other rays, they are collectively called ionizing radiation.

### 3.2 Natural Sources of Radioactivity

Background radiation is omnipresent, and has always existed naturally. Its sources are cosmic rays (from outer space and the Sun) and terrestrial radioactivity naturally occurring in soil, building materials and in air, water, foods and the human body (as in Table 1, after [11]).

<table>
<thead>
<tr>
<th>Source of radiation</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cosmic radiation total</td>
<td>18.48</td>
</tr>
<tr>
<td>of which ionizing (beta and gamma)</td>
<td>13.74</td>
</tr>
<tr>
<td>Terrestrial radiation total</td>
<td>82.46</td>
</tr>
<tr>
<td>soil and building materials: $^{238}\text{U}$, $^{232}\text{Th}$ (alpha), $^{40}\text{K}$ (beta)</td>
<td>22.74</td>
</tr>
<tr>
<td>air: radon $^{222}\text{Rn}$, thoron $^{220}\text{Rn}$ (alpha)</td>
<td>59.24</td>
</tr>
</tbody>
</table>

Out of the sources of radiation in Table 1, the ionizing component of the cosmic radiation, the radioactive elements in soil and construction materials ($^{238}\text{U}$, $^{232}\text{Th}$ series and $^{40}\text{K}$, in approximately equal contributions), and the aerial radioactive gases radon (and, in small concentrations, thoron) are all measurable sources of beta and gamma rays (either directly or indirectly, as a side effect of alpha decay).

The specific concentrations of radioactive elements in soil are related to the types of rock from which the soils originate, which in turn correlate with the concentrations in air. The gas radon (a decay product of radium, with a half-life of 3.8 days) diffuses out of the soil. Radon and its decay products are the most important contributors to human exposure to radiation from natural sources.

Indoor concentration of gamma rays, mainly determined by the materials of construction, is inherently greater than outdoor exposure if earth materials have been used; the geometry of the radiation source changes indoors from a half-space to a surrounding configuration. The indoor to outdoor ratios range from 0.6 to 2.3, with a worldwide ratio of 1.4 ([11]).
3.3 Indoor Variations of Radiation Concentrations

Some of the radioactive sources are fairly constant and uniform geographically, while others vary widely with location. Naturally, cosmic rays are less intense at lower altitudes, and concentrations of uranium and thorium are elevated in certain soils. More interestingly, the building materials of houses and the design and ventilation systems strongly influence indoor levels of the most important contributors, radon and its decay products.

Advection from the soil is the main factor for high radon entry rates in buildings (as in Table 2 after [11,12]). Radon is driven indoors by the pressure differential between the building and the ground around the foundation, produced by the higher indoor temperatures, ventilation, and to some degree by wind blowing on the building. The effectiveness of this pressure differential is dependent on the permeabilities of the building foundation and the adjacent earth. Also, wind can cause decreases in radon entry concentrations by its flushing effect on radon in soil surrounding the house. Because of differences in the pressure differentials and permeabilities, advection varies greatly from structure to structure, especially in temperate and cold climates. The non-masonry building in Table 2 has less accumulation of radon than the masonry one, due to a smaller radiation contribution from walls and ceilings.

Table 2. Representative radon entry rates in low-level residential houses: a masonry house and a wooden house in Finland [11].

<table>
<thead>
<tr>
<th>Source of radon</th>
<th>Mechanism</th>
<th>Rate ($Bq/m^3h$) and percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Masonry house</td>
</tr>
<tr>
<td>Building elements</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walls and ceiling</td>
<td>Diffusion</td>
<td>16 (18)</td>
</tr>
<tr>
<td>Subjacent earth</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Through gaps</td>
<td>Advection</td>
<td>66 (73)</td>
</tr>
<tr>
<td>Through slab</td>
<td>Diffusion</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Outdoor air</td>
<td>Infiltration</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Water supply</td>
<td>De-emanation</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>90 (100)</td>
</tr>
</tbody>
</table>

Various surveys also find radon concentration variations between rooms in the same building. Ghany [13] and Sonkawade et al. [14] find that the mean values of radon concentration in bathrooms and kitchens were significantly higher than those in living rooms and bedrooms. The find is motivated by ceramic being a radon source, poor ventilation and the use of underground water and natural gas.

3.4 Experimental Results

Given the representative surveys in Subsections 3.2 and 3.3 upon the variations of radioactivity levels indoors, we expect to be able to harvest indoor radiation levels to use in localization. Two facts about the variability of the radiation levels
are important when designing a localization algorithms based on fingerprinting: one is the geometric variability of the measurements within the building, and the other is the consistency of the signal levels at any given location. We give a brief account of our findings in the following.

Our experiments did confirm the expected indoor geometry of the radioactivity source. In one of our testbed buildings (a two-level domestic house, as seen later in Subsection 5.1), both the mean and the variance of radioactivity readings differ visibly between the two rooms on different floors, as in Fig. 1. The mean over a 1-hour-long continuous length of 1-minute counts shows a 10.32% decrease from the ground-floor room (mean 30.79 counts per minute) to the first-floor room (mean 27.61 counts per minute), and a striking difference in standard deviations (a 26.43% decrease, from 5.75 on level zero to 4.23 on the first level). This fact verifies that the major radiation source indoors is the subjacent earth, with its influence being diminished and smoothed with rising levels.

![Fig. 1. The difference in radiation measurements over 1-hour periods between rooms on different floors in a domestic house in Egaa, Denmark](image)

To confirm the stability of the signal, we then refer to Fig. 2 which depicts the typical variation in readings in a fixed position over a 1-day-long period of time. In another of our testbeds (a public institution, more on which in Subsection 5.1), subjected to a fair level of human activity during a working day, the signal doesn’t exhibit significant variation.

4 GammaSense

The sensor we used for measuring radiation levels was a radioactivity meter composed of two devices: a commercially available Geiger-Müller tube and a pulse ratemeter (i.e. counter, either battery- or AC-powered) designed to feed the Geiger-Müller tube with voltage and to handle the pulses delivered by the tube. Both were manufactured by a small local company called Impo electronic, for use in education. The setup and the tube’s technical specification are depicted in Fig. 3.
A Geiger-Müller tube is one of the several radioactivity detectors whose functionality is based on the ionizing capability of the radiation produced through radioactive decay. The tube is filled with a mixture of inert gases, in which incoming ionizing radiation creates electrons and positively charged ions. The tube wall constitutes the negative electrode or cathode, while a thin central wire is highly charged with positive voltage and is an anode. The strong electric field created by the electrodes accelerates the ion towards the cathode and the electron towards the anode, giving them sufficient energy to ionize further gas molecules through collisions, thus creating an avalanche of charged particles.

The result is a short, intense pulse of current which passes from the negative electrode to the positive electrode and is counted as one ionizing particle. The counter also includes an audio amplifier that produces a beep upon pulse detection. The number of pulses per time unit measures the intensity of the radiation field. Cheap and robust, a Geiger-Müller tube can detect the intensity of radiation (particle frequency), but not particle energy.

We performed all measurements maintaining the anode voltage strictly at the recommended, mid-plateau voltage of 575V (as described in Fig. 3(b)), for best independence of counts from voltage supplied, both when powering the device from battery and when plugged into the power supply infrastructure. The counter allows the configuration of a small number of counting parameters, such as different count times (between 1 and 120 seconds) after which the total number of particles is reported, and has the ability to count and report continuously for such subsequent fixed periods.

The results are either reported on the counter’s small screen, or sent through the counter’s RS-232 interface to a laptop, stored in a volatile memory (which only holds 50 counts), or stored in a non-volatile datalog (with a capacity of 250 counts). In our experiments, we used either the sending of each count in real time to the laptop, or the downloading of the contents of the datalog—when full—to the laptop; in both cases, the readings were saved in the ratemeter’s format in raw data files.

On the laptop side of the RS-232 interface, we used a Linux Debian with minicom, a text-based, GPL-licensed terminal emulator for Unix-based operating systems.
Sensitive to: \(\text{beta, gamma rays.}\)
Effective diameter: \(27.8\text{mm.}\)
Window material: \(\text{mica.}\)
Window thickness: \([2\frac{\text{mg}}{\text{cm}^2}, 3\frac{\text{mg}}{\text{cm}^2}].\)
Gas filling: \(\text{neon, argon, halogen.}\)
Plateau: \([450\text{V}, 700\text{V}].\)
Recommended voltage: \(575\text{V}.\)
Dead time at 575V: \(19\mu\text{S}.\)

(a) Geiger-Müller tube in holder (left) and pulse ratemeter with data log and serial interface (right)
(b) The tube’s technical specifications. The \textit{plateau} is the voltage interval where counts/sec is least dependent of voltage.

\textbf{Fig. 3.} The experimental setup: Geiger-Müller tube and counter with technical specifications

For implementing location fingerprinting using gamma readings we used the machine-learning tool Weka \[15\]. Weka implements a range of machine-learning algorithms and several GUIs for configuration, experimentation, and visualization. Before selecting a machine-learning algorithm to use, we experimented with different algorithms, and concluded that the \textit{LogitBoost} algorithm was most fit. LogitBoost is based on additive logistic regression, which means that the algorithm—given a simpler algorithm—iteratively constructs a better detector by combining several instances of the simple algorithm. We used a decision stump (i.e. a simple boolean classifier) as the simple algorithm.

In order to feed our data to Weka, we implemented a small Java program that reads the raw data files and outputs ARFF data for the Weka tool. The program also calculates certain features from the raw gamma readings: aggregated 60-second counts, and the mean and variance of the latest five 60-second counts. These features are then written to the ARFF file together with ground truth about whether the data was collected indoor or outdoor, on which floor, and at which horizontal location.

5 Evaluation

5.1 Data Collection

We collected the location fingerprints we used in our indoor localization study over an 8-month period ending in June 2008. For the study, we chose four testbed buildings with diverse construction parameters (i.e. number of floors, building materials and age of construction) located in two countries. We give a superficial visual impression of the four testbed buildings in Fig. \[4\] where we also list the identifiers by which we refer to the testbeds in the rest of the paper.

Their construction parameters are then recorded in Table \[3\] in terms of the year the building was finished, the type of construction materials and the number
of building levels. For building Egaa, 1829 is the building year, while 1960 is the year when three of the perimeter walls have been renewed. Testbed ComLab is an extensive building composed of a number of smaller constructions, linked together: four old Victorian houses built before 1901 formed the southern wing, to which a identically-styled northern wing was added by 1993, for then a fully-modern segment to be attached by 2006.

Using the setup in Fig. 3 detailed in Section 4, we collected fingerprints of the background radioactivity at fixed height for any particular building. For Egaa, we took sample counts in each of the four rooms for one hour, while for CS and Math we fixed one and three locations, respectively, on each floor, and took sample counts for 10 to 20 minutes. In ComLab, due to the complexity of the building, we divided the study cases in two: a vertical study aiming at distinguishing among floors collected 20-minutes worth of samples from the same vertical location on each level, while for the horizontal study we took measurements on the fourth floor at six locations divided equally among the three wings of the building.

For an additional indoor-versus-outdoor study, in the case of ComLab we also collected samples from two outdoor locations in the very vicinity of the testbed.
Table 3. The testbeds’ characteristics

<table>
<thead>
<tr>
<th>Building</th>
<th>Built by</th>
<th>Building materials</th>
<th>Floors</th>
<th>Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Egaa</td>
<td>1829, 1960</td>
<td>Stone, brick, wood, straw</td>
<td>2</td>
<td>domestic</td>
</tr>
<tr>
<td>ComLab</td>
<td>1901, 1993, 2006</td>
<td>Brick, concrete</td>
<td>5</td>
<td>institution</td>
</tr>
<tr>
<td>Math</td>
<td>1967</td>
<td>Brick, concrete, stone, wood</td>
<td>5</td>
<td>institution</td>
</tr>
<tr>
<td>CS</td>
<td>2001</td>
<td>Concrete, steel, glass</td>
<td>4</td>
<td>institution</td>
</tr>
</tbody>
</table>

building. Also, to verify the stability of the signal, we collected long-term counts: one over 5 days in a fixed location in a CS office, and one over 2 days in a ComLab office.

All sample measurements were collected as continuous counts, 10-second (in the majority of experiments), 1-minute or 2-minute-long; the continuous taking of short counts allowed us to aggregate these short counts into longer counts, as needed for the study.

5.2 Accuracy

The accuracy of GammaSense was evaluated by emulation on the collected data set. The technique of emulation tests the machine-learning algorithms in an environment emulated by the data set, for the ability to distinguish among indoor horizontal locations, indoor vertical locations and indoor versus outdoor. The emulations were run in the Weka tool (as described in Section 4) using fivefold cross-validation for splitting up the data sets into training and test data for the machine-learning algorithms. The features used in the emulations were 60-second gamma counts, and the mean and variance of the last five 60-second counts.

The performance of the localization algorithm is judged in the rest of this section based on quantitative measures, i.e. the detection accuracy, the confusion matrix and the kappa statistic. The detection accuracy is the percentage of correctly classified tests. A confusion matrix shows how many instances have been assigned to each class; the matrix elements show the percentage of test examples whose actual class (i.e. the actual location) is the row and whose predicted class (i.e. the predicted location) is the column.

The kappa statistic quantifies how much a detector is an improvement over a random detector. It can be thought of as the chance-corrected prediction agreement, and possible values range from +1 (perfect agreement between prediction and reality) via 0 (no agreement above that expected by chance) to -1 (complete disagreement).

Horizontal. The aim for the indoor horizontal localization was to distinguish among different building segments based on their different gamma patterns. The ComLab building consists of three wings built by 1901, 1993 and 2006, respectively, with the oldest two wings highly similar in style and material. We grouped our ComLab data into three classes, one for each building part. The emulation for this three-class recognition problem gave a detection accuracy of 67.7% and a kappa statistic of 0.51.
Further analysis of the prediction errors revealed that they were not distributed evenly between the three classes, as shown by the confusion matrix in Table 4(b). The highest confusion rates were between the 1901 and 1993 wings, a fact we explain by a high similarity in building materials and style, despite the different ages. Furthermore, if the data is regrouped into a two-class problem for distinguishing between the 1901/1993 and 2006 wings, the accuracy increases to 81.7% and the kappa statistic to 0.60, as summarized in Table 4(a). Hence, localization accuracy depends on similarity of construction. We conclude that GammaSense distinguishes between building segments of different construction parameters with moderate performance.

**Table 4.** ComLab horizontal results

(a) Detection results for localization among the three wings (first row). The same if the oldest two wings are aggregated into a single wing (second row).

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>ComLab (3 wings)</td>
<td>67.7%</td>
<td>0.51</td>
</tr>
<tr>
<td>ComLab (2 wings)</td>
<td>81.7%</td>
<td>0.60</td>
</tr>
</tbody>
</table>

(b) Confusion matrix for the 3-wing study. Elements show the percentage of tests whose row is the actual wing and whose column is the predicted wing.

<table>
<thead>
<tr>
<th></th>
<th>1901</th>
<th>1993</th>
<th>2006</th>
</tr>
</thead>
<tbody>
<tr>
<td>1901</td>
<td>15.6%</td>
<td>9.7%</td>
<td>1.1%</td>
</tr>
<tr>
<td>1993</td>
<td>8.1%</td>
<td>23.1%</td>
<td>7.5%</td>
</tr>
<tr>
<td>2006</td>
<td>1.1%</td>
<td>4.8%</td>
<td>29.0%</td>
</tr>
</tbody>
</table>

**Vertical.** For the indoor vertical localization, the target was floor detection. The Egaa, ComLab, Math, and CS data sets were used in this evaluation, and the emulation for these buildings gave the results in Table 5(a). Overall, the Egaa domestic house allowed us a high degree of floor prediction agreement, while this decreased for the three public institutions.

From the confusion matrix for the vertical ComLab study (Table 5(b)) one identifies that one particular reason for the poor accuracy is the fact that the fourth and basement floors are comparable in gamma counts. While high counts were expected for the basement floor, one explanation for the high counts of the top floor is the fact that either the roof of the building is highly radioactive, or that the poor building ventilation has the radioactive gases accumulate under the roof. The Math building does not suffer from this issue and exhibits higher accuracy and kappa statistic. CS gave the poorest results for the kappa statistic, possibly because the CS building is new, the shielding between floors and from the subjacent earth is intact, and there exists an active ventilation system.

We then conclude that GammaSense distinguishes among floors in a building, yet there exists a set of parameters which decrease detection accuracy, such as roof accumulation of radon or good ventilation.

**Indoor versus Outdoor.** An additional aim for GammaSense was to detect indoor versus outdoor locations. Indoor and outdoor data from ComLab was used in the evaluation; the outdoor data was collected at two locations: one in
Table 5. Indoor vertical results

(a) Results for each testbed quantified by detection accuracy and kappa statistic.

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Egaa</td>
<td>72.2%</td>
<td>0.45</td>
</tr>
<tr>
<td>ComLab</td>
<td>43.4%</td>
<td>0.29</td>
</tr>
<tr>
<td>Math</td>
<td>48.6%</td>
<td>0.35</td>
</tr>
<tr>
<td>CS</td>
<td>49.2%</td>
<td>0.23</td>
</tr>
</tbody>
</table>

(b) Confusion matrix for ComLab vertical. Elements show the percentage of tests whose row is the actual floor and column the predicted floor.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Egaa</td>
<td>10.5%</td>
<td>1.3%</td>
<td>0.0%</td>
<td>9.2%</td>
</tr>
<tr>
<td>ComLab</td>
<td>0.0%</td>
<td>5.3%</td>
<td>6.6%</td>
<td>9.2%</td>
</tr>
<tr>
<td>Math</td>
<td>0.0%</td>
<td>5.3%</td>
<td>9.2%</td>
<td>6.6%</td>
</tr>
<tr>
<td>CS</td>
<td>9.2%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>11.8%</td>
</tr>
</tbody>
</table>

the atrium (a small open yard in the core of the building), and the other on the lawn in front. The emulation results were:

accuracy: 91.7% and kappa statistic: 0.55.

We hypothesize that the better "ventilation" outdoor, either in the absence of building materials (which is the case for the lawn location) or even in their presence (the case for the inner atrium, surrounded by walls and paved) resulted in lower counts outdoors.

Sensitivity Analysis As a further analysis, we looked into more detail over the localization accuracy of the GammaSense algorithm, in the ComLab horizontal study for detecting among the three building segments, which gave the results on the first row of Table 4(a).

Specifically, we tested the variation of the detection accuracy and the kappa statistic as a function of the window size (i.e. the number of the last 60-second measurements whose mean and variance are given, together with the current reading, to the localization algorithm; the value for all the results reported above was five). The variation is reported in Fig. 5. As expected, since radiation counts are fairly unstable in value from one count to the other (as clear in Fig. 1 and 2), localization accuracy improves by considering more measurements per location; up to a number of eight minute-counts, performance parameters increase.

![Detection accuracy and kappa statistic vs. window size for ComLab Horizontal](image)

Fig. 5. The variation of detection accuracy and kappa statistic with window size (i.e. number of 1-minute measurements taken at each location)
6 Conclusions and Future Work

We investigated the performance of a machine-learning algorithm to pinpoint roughly the interfloor, intrafloor and indoor-versus-outdoor position of a client sensing background radioactivity levels indoors. We found that the accuracy results vary widely with the structure of the fingerprinted building, and report best performance for interfloor detection in a domestic house (a 72.2% detection accuracy) and intrafloor detection in a complex building made up of segments with different construction parameters (a 67.7% accuracy in wing detection). Also, we verify that the indoor-versus-outdoor detection for outdoor locations in the vicinity of the building has good performance (91.7%). Finally, we look into the variation of performance parameters with the window size (i.e. the number of minutes a client has to measure radiation levels at a location to have it detected) and report that performance increases with increasing window size, up to 8 minute-counts.

While we argue that harvesting natural parameters such as background radiation for location detection is worthy of research due to ease of deployment and a complete independence of infrastructure, we recognize that such techniques offer less performance and control than more standard, infrastructure-based techniques for localization. We state that—due to the geometry of its sources indoors—background radioactivity is a desirable signal for use in location estimation, especially one based exclusively on natural signals such as natural light, sound or the chemical components in the air (a potential future work).

The Geiger-Müller tube and counter that we used in our experiments are bulky for real-world deployments; however, miniaturized versions already exist—for instance, such sensors were integrated into mobile phones for early detection and localization of radioactive threats [16].
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Abstract. This paper presents an approach to people identification using gait based on floor pressure data. By using a large area high resolution pressure sensing floor, we were able to obtain 3D trajectories of the center of foot pressures over a footstep which contain both the 1D pressure profile and 2D position trajectories of the COP. Based on the 3D COP trajectories a set of features are then extracted and used for people identification together with other features such as stride length and cadence. The Fisher linear discriminant is used as the classifier. Encouraging results have been obtained using the proposed method with an average recognition rate of 94% and false alarm rate of 3% using pairwise footstep data from 10 subjects.

Keywords: Pressure analysis; gait recognition; biometrics.

1 Introduction

Recognizing people using gait is an important area in biometrics with applications in homeland security, access control, and human computer interaction. While most of research for people identification using gait has been focused on computer vision based techniques, there has been research addressing gait recognition using foot pressure information, for example [1, 4, 5, 6, 8, 9, 10, 11, 12]. Orr and Abowd [8] have researched on people identification based on the pressure profile over time during a footstep on a load-cell sensor. The footstep profile features used in these approaches include the mean, the standard deviation, and the duration of the pressure profile, the overall area under the profile, and pressure value and the corresponding time of some key points such as the maximum point in the first and last halves of the profile and the minimum point between them. In these approaches, due to the nature of load-cell based pressure sensing, the spatial pressure distribution during a footstep is not measured and only the amount of pressure and the corresponding time can be used for feature extraction and people identification. Therefore, the load-cell based gait identification approaches do not take into account the spatial pressure distribution and features such as the trajectories of center of pressure (COP). On the other hand, Jung et al. [5, 6] used a mat-type pressure sensor for gait recognition based only on the 2D COP trajectory. To recognize a person based on the foot pressure measured during a gait cycle, it is important to extract both spatial features such as the trajectories of COP and footstep pressure profile features. To address this issue, in this paper we present a gait-based
people identification method using foot pressure obtained using a pressure sensing floor. Our goal is to develop a system that can reliably identify a subject group of 5 to 20 people. The pressure sensing floor system [14, 15] we use consists of a number of pressure sensing mats from Tekscan arranged in a rectangular shape spanning a total sensing area of about 180 square feet. Each pressure sensing mat has 2016 force sensing resistor (FSR) based sensors in a resolution of over 6 sensors per square inch. By using this large area, high resolution pressure sensing floor, we extract features both from the trajectories of the COP and the pressure profile of both left and right foot steps during a gait cycle. We also use other gait features such as the stride length and cadence as features. In our approach, the Fisher linear discriminant is used as the classifier. Encouraging results have been obtained using the proposed method with an average recognition rate of 94% and false alarm rate of 3% using pair-wise footstep data from 10 subjects. Experimental results show that the proposed method achieves better or comparable performance compared to existing methods.

However, the proposed approach is still limited in a few aspects. In our research on people identification using floor pressure, we only consider the case that people walking with their shoes off. We also assume that people are walking in a straight line at a normal speed. In addition to these limitations, the proposed approach still needs to be further evaluated, e.g. by using floor pressure data collected with various walking speeds, and a large dataset with more subjects.

2 Preprocessing of Floor Pressure Data

To recognize people using gait based on floor pressure, it is necessary to first preprocess the raw pressure data obtained using the pressure sensing floor and then extract features that can be used for gait recognition. A number of tasks need to be accomplished by this preprocessing step, including pressure data clustering, tracking of the cluster centers, recognition of left and right feet, estimation of walking directions, and rectification of the COP trajectories.

2.1 Clustering and Tracking of Centers of Pressure Using Mean-Shift

The mean-shift algorithm [2] is used to cluster floor pressure data and track the center of pressure over time. Mean-shift is a repetitively shifting process to find the sample mean of a set of data samples. In our case the data samples are the 2D locations of points on the floor with active pressure readings. The mean-shift vector \( M_h(x) \) at \( x \) using a kernel \( G(x) \) can be found using the following equation:

\[
M_h(x) = \frac{\sum_{i=1}^{n} G(\frac{x_i - x}{h}) w(x_i) (x_i - x)}{\sum_{i=1}^{n} G(\frac{x_i - x}{h}) w(x_i)}
\]

(1)

where \( w(x_i) \)'s are the sample weights and \( h \) is the window size for the kernel. In our experiments, the positions of pressure data points are firstly clustered through the blurring process [2] using a Gaussian kernel. The observed pressure at a point is then used as the corresponding weight for this point. Once the process has converged, the
Fig. 1. Clustering and tracking results over about 1.5 gait cycles. (a) through (f) show snapshots of observed floor data and corresponding COPs (red dots) and their ID numbers (white digits). It can be seen that the IDs of the COP remain unchanged during a single footstep. The inter-foot vectors are shown by the green arrows. (g) shows overlapped floor data from (a) to (f) so that the intra-foot vectors can be visualized (the yellow arrows) properly.

data set will be tightly packed into clusters, with all of the data points located closely to the center of that cluster. The process is said to have converged either after the maximum number of iterations defined by the algorithm is reached or earlier when the mean shift of centers becomes less than the convergence threshold. After convergence, each cluster is assigned with a unique cluster ID number and every data point has a ‘label’ associated with corresponding cluster. For every subsequent pressure data frame, centers from the previous frame are updated through the mean shift algorithm (1) using current observed pressure values as weights and checked for convergence. In practice, entirely new data points resulting in new cluster centers can occur if there are groups of data points not assigned to any existing cluster centers. Figure 1 shows clustering and tracking results of the pressure data over about 1.5 gait cycles.
The red dots indicate the cluster centers and the white digits their ID numbers. During a footstep, which is defined as the period between the heel-strike and the toe-off of a foot, the COP of the foot can be correctly tracked using the mean-shift algorithm since the corresponding cluster ID is maintained. In addition, we define the pressure related to a COP as the sum of the pressure values of all the samples in the corresponding cluster. As a result, over a footstep, a 3D COP trajectory can be obtained, including 2D position trajectories of the COP and the pressure profile over time.

2.2 Foot Recognition

It is important to separate the left and right feet so that proper features can be extracted for people identifications. In our research, we take a simple and efficient

![Mean COP trajectories of the left (left panels) and right (right panels) footsteps using data from 10 subjects. (a) and (b) are the 3D COP trajectories including pressure and position information. (c) and (d) are the rectified 2D position COP trajectories and (e) and (f) the 1D pressure profile.](image)

Fig. 2. Mean COP trajectories of the left (left panels) and right (right panels) footsteps using data from 10 subjects. (a) and (b) are the 3D COP trajectories including pressure and position information. (c) and (d) are the rectified 2D position COP trajectories and (e) and (f) the 1D pressure profile.
approach to foot recognition based on the COP trajectories obtained using the mean-shift algorithm. Let $C_1 = \{c_1(s_1), \ldots, c_1(e_1)\}$ and $C_2 = \{c_2(s_2), \ldots, c_2(e_2)\}$ be two successively detected and tracked COP trajectories over two adjacent footsteps, footstep 1 and footstep 2, where $c_1(s_1)$ and $c_1(e_1)$ represent the position of the heel-strike and toe-off of one foot, and $c_2(s_2)$ and $c_2(e_2)$ that of the other foot, and $s$ and $e$ are time indices. The goal is to identify which footstep corresponds to the left foot and which one to the right foot. To do that, we define two types of vectors, namely the intra-foot vectors and the inter-foot vectors. The intra-foot vectors are vectors from the heel-strike position to the toe-off position during a single footstep, for example, $f_1 = (c_1(s_1) \rightarrow c_1(e_1))$ and $f_2 = (c_2(s_2) \rightarrow c_2(e_2))$. The inter-foot vector is from the toe-off of the first footstep to the heel-strike of the second footstep. In this example, $f_{12} = (c_1(e_1) \rightarrow c_2(s_2))$. Recall that we assume people walk in straight line.

Let $\phi_1 = \angle f_1 f_{12}$, and $\phi_2 = \angle f_2 f_{12}$ be the clockwise acute angles (possibly negative) from the intra-foot vectors to the inter-foot vector. By using $\phi_1$ and $\phi_2$ it is easy to separate the left foot from the right foot since when footstep 1 is the left foot, $\phi_1 > \phi_2$ and vice versa. See Figure 1 for an example.

### 2.3 Rectification of COP Trajectories

For each foot step, a 3D COP curve can be obtained as a function over time, which consists of the 2D position trajectories and the corresponding floor pressure trajectories. After the separation of the left and right feet, the 3D COP curves of both feet spanning over a gait cycle can be obtained. At this point, the 2D position trajectories are in a global floor-centered coordinate frame. To make the COP trajectories invariant to the walking direction of the person, a rectification step is needed to rotate the COP trajectories so that the resulting trajectories are represented in a local foot-centered coordinate frame. In our research, we first estimate the walking direction as

![Fig. 3. Samples of the 3D COP trajectories of the left (left panels) and right footsteps from the seventh (first row) and the tenth subjects](image)
the mean of the left and right intra-foot vectors over a single gait cycle. This walking direction is then used as the y-axis direction of the local coordinate frame and the x-axis direction is easily determined by the right-hand-rule so that the resulting z-axis (also the pressure-axis) is up. The origin of the local foot-centered frame is taken as the heel-strike point of the corresponding footstep. Figure 2 shows the mean plots of the COP and pressure trajectories of the left (a) and right (b) footsteps of 10 subjects. Panels (c) (d) and (e) (f) are the projected 2D position and 1D pressure trajectories. Figures 3 to 5 respectively show samples of the complete 3D COP and 2D position COP trajectories, and 1D pressure profiles of the left (left panels) and right footsteps.
from the seventh (first rows) and the tenth subjects. From these plots, it can be seen that there is certain inconsistency in the COP trajectories of the same subject from trial to trial. Meanwhile, similarity exists in the COP trajectories of the two subjects. Thus it is important to extract reliable features from the 3D COP trajectories.

3 Feature Extraction

It is obvious that the observations we have, i.e. the 3D position-pressure COP trajectories contain all the information used by existing methods, including the footstep-based approaches [8], and the 2D position COP based approaches [5, 6]. It is expected that by using the comprehensive 3D COP trajectories improved people identification results can be achieved. People identification using gait based on floor pressure is essentially a pattern classification problem, where the dynamic foot pressure distribution of a walking subject is a pattern that need to be recognized and then the subject can be identified. Such a pressure distribution pattern is reflected by the two 3D COP curves during the left and right footsteps. To tackle this classification problem, we need to extract features from the 3D COP trajectories. In our research, we first identify a set of key points along a 3D COP trajectory according to the pressure and
Table 1. Definition of key points of a footstep

<table>
<thead>
<tr>
<th>Key point</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xmax1</td>
<td>The first dominant local maxima in the pressure trajectory</td>
</tr>
<tr>
<td>Xmax2</td>
<td>The second dominant local maxima in the pressure trajectory</td>
</tr>
<tr>
<td>Xmin</td>
<td>The local minima in the pressure trajectory between Xmax1 and Xmax2</td>
</tr>
<tr>
<td>Xt</td>
<td>The turning point in the 2D position COP trajectory</td>
</tr>
<tr>
<td>Xend</td>
<td>The end of the entire COP trajectory</td>
</tr>
</tbody>
</table>

position values of the COP. These key points are defined in Table 1. The key points of a typical COP trajectory of a left footstep are shown in Figure 6. Among these key points, Xmax1, Xmax2 and Xmin are also used by the footstep-based methods, e.g. [7].

Within a footstep, Xmax1 corresponds to the toe-off moment of the other foot. Xmin appears during full foot contact on the floor. Xmax2 takes place when the heel of the other foot is about to strike on the floor. Xt is defined when the absolute value of the x coordinate (orthogonal to walking direction) of COP reach maximum. Xt reflects the degree of wiggle of the subject during walking. For each key point, the corresponding position, pressure value, and curve length (measured from the start of the COP trajectory), relative frame numbers (counted from the start of the COP) can be used as features. Such key-point based features from a pair of successive (e.g. right and left) footsteps are used as a feature vector for people identification. In our experiments, we tried different feature combinations and compared their performances. In addition to these features, the sum of the mean pressure of such a pair of successive footstep is also used as a feature that encodes the body weight of the subjects. Furthermore, stride length and stride cadence are also extracted as part of the feature set.

4 People Identification Using Fisher Linear Discriminant

Many machine learning algorithms exist that can solve supervised pattern classification problems, including the Bayesian classifiers, the k-nearest neighbors (KNN) method, the support vector machine (SVM) method, and the linear discriminant analysis (LDA) method, just to name a few. An overview of these methods can be found in a standard machine learning textbook, e.g. [3]. In our experiments, we selected the binary version of the LDA, namely, the Fisher linear discriminant (FLD) method as the classifier, due to its simplicity in training and testing. We made use of a Matlab statistic pattern recognition toolbox [13] for FLD training and testing.

An M-class classification problem can be solved by training M FLD classifiers, one for each class in a one-vs.-the-rest framework. For each FLD classifier, training data are split into an in-class sample set which has samples in the corresponding class and an out-of-class sample set with the remaining training samples of other classes. In the training of an FLD classifier, an optimal linear transformation parameterized by \((W, b)\) needs to be found to maximize the between-class separability and to minimize the within-class variability, thus achieving maximum class discrimination. The parameters \((W, b)\) can be found by solving a generalized eigenvalue problem. Once \((W, b)\) are found, whether a test point \(x\) is in the class or not is based on the sign of the discriminant function \(q(x)\) given by
\[ q(x) = W^T x + b \tag{2} \]

When \( q(x) \) is nonnegative, the test point is classified as an in-class data, otherwise, it is not in the class.

5 Experimental Results and Performance Analysis

5.1 Data Collection

In our experiments, we collected floor pressure data from 10 subjects, 8 men and 2 women, with an age range of 24 to 50, and the height range 165cm to 180cm. For each subject, we collected about 2-4 minutes of pressure data during normal walking. After foot recognition and COP tracking using mean-shift, 36 to 76 pairs of 3D COP trajectories are extracted from pairs of successive footsteps for each subject. In total, 529 pairs of 3D left and right foot COPs were used in training and testing.

5.2 Feature Selection

In Section 3, a number of features are introduced for people identification. Some of the features are related to the key points such as the locations, pressure values, curve lengths, and frame number of the key points, and some of them contain summarizing features of the subject’s gait, such as the stride length and stride cadence. In our experiments, we tried different feature sets and compared their performances. There are a number of things we have in mind when we chose the features. The first thing is whether the feature set is invariant to walking speed. It is ideal to have a people ID system that can recognize the subject across changing walking speed. Although the current data set was collected at normal walking speeds of individual subjects, it is still valid to compare the performance of a speed-invariant feature set and that of a speed-variant feature set. The second thing we want to see is how important the pressure values are in people identification. As a result, we tested the performance of the following four sets of features.

Feature sets 1 makes use of the relative frame numbers of the key points and the stride cadence, which are tightly related to the walking speed. Therefore, FS-1 is considered to be a speed-variant feature set. FS-2 uses normalized frame numbers of the key points by the frame length of the corresponding gait cycles. Thus it is less dependent on the walking speed. However, since FS-2 includes the stride length, it is considered to be partly speed-variant. On the other hand, FS-3 removes the stride length as a feature, it is thus speed-invariant. Finally, all the pressure values are removed from FS-3 to get FS-4, which is both speed-invariant and free from using pressure values.

5.3 Cross Validation and Performance Analysis

To validate the performance of different feature sets and obtain an overall picture of the proposed approach, we ran cross-validation over the entire data set. One hundred runs were taken. For each run, a random sample set of 20 COP pairs was drawn from the data set of each subject. The remaining samples were then used as testing data set. In each run, using the same training and testing sets, the results obtained using the
Table 2. Four feature sets

<table>
<thead>
<tr>
<th>Feature set ID</th>
<th>Key points included</th>
<th>Features used for each key point</th>
<th>Other features</th>
<th>Invariant to speed?</th>
<th>Pressure values used?</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS-1</td>
<td>Xmax1, Xmax2, Xmin, Xend</td>
<td>- rectified position, - pressure, - curve length, - relative frame no.</td>
<td>- stride length - stride cadence - mean pressure of both footsteps</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FS-2</td>
<td>Xmax1, Xmax2, Xmin, Xend</td>
<td>- rectified position, - pressure, - curve length, - relative frame no. normalized by the number of frames of related gait cycle,</td>
<td>- stride length - mean pressure of both footsteps</td>
<td>somewhat</td>
<td>Yes</td>
</tr>
<tr>
<td>FS-3</td>
<td>Xmax1, Xmax2, Xmin, Xend</td>
<td>- rectified position, - curve length, - pressure - relative frame no. normalized by the number of frames of related gait cycle,</td>
<td>- mean pressure of both footsteps</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>FS-4</td>
<td>Xmax1, Xmax2, Xmin, Xend</td>
<td>- rectified position, - curve length, - pressure - relative frame no. normalized by the number of frames of the related gait cycle,</td>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Four feature sets were compared. The recognition rate (RR) and the false alarm rate (FAR) are used to evaluate the performance of the proposed people identification method. The RR is defined as the ratio of the number of correct recognitions (NCR) and number of total in-class data (NTI). The FAR is the ratio between the number of false alarms (NFA) and the number of total out-class data (NTO).

\[
RR = \frac{NCR}{NTI} \times 100\% \quad \text{FAR} = \frac{NFA}{NTO} \times 100\% \quad (3)
\]

Figure 7 shows the resulting RR (top panel) and FAR over 100 trials using the four feature sets. The results for each trial are the average RR and FAR of the 10 subjects. It can be seen that FS-1 and FS-2 have the highest RR and lowest FAR, which is reasonable since both of them includes most of the features. This result indicates that using the normalized timestamp (i.e. frame number) of the key points has no noticeable effect on the performance. The performance of FS-3 drops compared to those of FS-1 and FS-2, which means that the stride length is a contributing feature to recognition. In addition, it is clear from Figure 7 that the FS-4 has the worst performance indicating that it is important to include pressure values as part of the feature vector.

The average performances of the proposed methods with the four feature sets for each person are presented in Tables 3 and 4. It can be seen that FS-1 and FS-2 share the same RR while FS-2 has slightly larger FAR than that of the FS-1. The performance of FS-4 is the worst among the four feature sets. While the performance of FS-3 is in the middle of the performances of feature sets 1 and 2, and FS-4.
In addition to the comparison among the four feature sets, we also compared the results of the proposed method to those of the existing people identification methods using floor pressure. The comparison is summarized in Table 5. It can be seen that according to the features used, existing methods can be roughly clustered into methods using only pressure profiles [1, 8, 9, 10], methods using only 2D positional COP trajectories [5, 6], and methods based on explicit gait features such as stride length, cadence [7, 11, 12]. In general, the method only using 2D COP performed the worst among all the methods. Excellent people recognition results have been reported using the pressure profile [8] and gait features [11, 12]. The features used in the proposed method explore the 3D COP trajectories which contains both the pressure profiles and the 2D positional trajectories. In addition, stride length and cadence are also used in the proposed method. Therefore, the proposed method makes use of a nearly comprehensive feature sets which include nearly all the key features of the existing methods. This is made possible by using a high-resolution pressure sensing floor and robust
Table 3. Average recognition results of FS-1 and FS-2 over 100 trials

<table>
<thead>
<tr>
<th>Subject ID #</th>
<th>Recognition</th>
<th>False Alarm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FS-1</td>
<td>FS-2</td>
</tr>
<tr>
<td></td>
<td>NCR</td>
<td>RR</td>
</tr>
<tr>
<td>1</td>
<td>26</td>
<td>25.9</td>
</tr>
<tr>
<td>2</td>
<td>51</td>
<td>46.7</td>
</tr>
<tr>
<td>3</td>
<td>56</td>
<td>55.3</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>15.4</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>31.4</td>
</tr>
<tr>
<td>6</td>
<td>44</td>
<td>37.7</td>
</tr>
<tr>
<td>7</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>8</td>
<td>35</td>
<td>33.5</td>
</tr>
<tr>
<td>9</td>
<td>25</td>
<td>24.7</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>17.7</td>
</tr>
<tr>
<td><strong>Overall</strong></td>
<td>329</td>
<td>310</td>
</tr>
</tbody>
</table>

Table 4. Average recognition results of FS-3 and FS-4 over 100 trials

<table>
<thead>
<tr>
<th>Subject ID #</th>
<th>Recognition</th>
<th>False Alarm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FS-3</td>
<td>FS-4</td>
</tr>
<tr>
<td></td>
<td>NCR</td>
<td>RR</td>
</tr>
<tr>
<td>1</td>
<td>26</td>
<td>25.9</td>
</tr>
<tr>
<td>2</td>
<td>51</td>
<td>44.6</td>
</tr>
<tr>
<td>3</td>
<td>56</td>
<td>55.3</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>15.3</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>30.3</td>
</tr>
<tr>
<td>6</td>
<td>44</td>
<td>36.7</td>
</tr>
<tr>
<td>7</td>
<td>22</td>
<td>21.9</td>
</tr>
<tr>
<td>8</td>
<td>35</td>
<td>33.4</td>
</tr>
<tr>
<td>9</td>
<td>25</td>
<td>24.8</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>16.6</td>
</tr>
<tr>
<td><strong>Overall</strong></td>
<td>329</td>
<td>305</td>
</tr>
</tbody>
</table>

Pressure clustering and tracking algorithm using mean-shift. At a result, the performance of the proposed approach is superior to nearly all the existing methods. Furthermore, the proposed method achieved top performances compared to the existing methods. None of the results of the existing methods was based on cross-validation as what we have done in our research. Hence it is not clear whether the reported recognition results of the existing methods were based on results of a number of trials or just one trial. The performance of an algorithm can vary by different selection of training and testing data set. In the second column to the right of Table 5, we have included the ranges of the RRs and FARs of our proposed methods. It can be seen that the peak RRs for FS-1 and FS-2 are equal or above 97%.
### Table 5. Performance comparison of methods for people identification using floor pressure

<table>
<thead>
<tr>
<th>Method</th>
<th>Floor sensor</th>
<th>Major features</th>
<th>Classifier</th>
<th># of sub.</th>
<th>RR (%)</th>
<th>FAR (%)</th>
<th>Cross Validated ?</th>
<th>Invariant to speed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Addlessee et al., 1997, [1]</td>
<td>Load-cells</td>
<td>Pressure profile over a footstep</td>
<td>HMM</td>
<td>15</td>
<td>&lt;50</td>
<td>N/A</td>
<td>No</td>
<td>Possible</td>
</tr>
<tr>
<td>Jung, et al., 2003, [5]</td>
<td>Pressure mats</td>
<td>2D trajectories of COP</td>
<td>HMM</td>
<td>8</td>
<td>64</td>
<td>5.8</td>
<td>No</td>
<td>Possible</td>
</tr>
<tr>
<td>Pirttikangas et al., 2003, [9]</td>
<td>Pressure floor</td>
<td>Pressure profile over the entire floor during walking</td>
<td>HMM</td>
<td>3</td>
<td>76.9</td>
<td>11.6</td>
<td>No</td>
<td>Possible</td>
</tr>
<tr>
<td>Pirttikangas et al., 2003, [10]</td>
<td>Same as above [9]</td>
<td>Same as the above [9]</td>
<td>Learning VQ</td>
<td>11</td>
<td>&lt;78</td>
<td>N/A</td>
<td>No</td>
<td>Possible</td>
</tr>
<tr>
<td>Jung, et al., 2004, [6]</td>
<td>Pressure mats</td>
<td>2D positional trajectories of COP</td>
<td>HMM - NN</td>
<td>11</td>
<td>79.6</td>
<td>2.05</td>
<td>No</td>
<td>Possible</td>
</tr>
<tr>
<td>Middleton et al., 2005, [7]</td>
<td>Force sensitive resistor (FSR) mats</td>
<td>Stride length, stride cadence, heel-to-toe ratio</td>
<td>N/A</td>
<td>15</td>
<td>80</td>
<td>N/A</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Yun et al., 2003, [12]</td>
<td>Floor w/ on/off switch sensors, Compensated foot centers over 5 consecutive footsteps</td>
<td>NN</td>
<td>10</td>
<td>92.8</td>
<td>N/A</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Orr et al., 2000, [8]</td>
<td>Load-cells</td>
<td>Key points from pressure profile</td>
<td>KNN</td>
<td>15</td>
<td>93</td>
<td>N/A</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Yoon et al., 2005, [11]</td>
<td>Floor w/ on/off switch sensors, Compensated foot centers and heel-strike and toe-off time over 5 consecutive footsteps</td>
<td>NN</td>
<td>10</td>
<td>96.2</td>
<td>N/A</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><strong>Proposed-FS-1</strong></td>
<td>FSR mats</td>
<td>See Table 2</td>
<td>FLD</td>
<td>10</td>
<td>94.2</td>
<td>2.94</td>
<td>Yes RR: 89.4-97 FAR: 1.89-3.5</td>
<td>No</td>
</tr>
<tr>
<td><strong>Proposed-FS-2</strong></td>
<td>FSR mats</td>
<td>See Table 2</td>
<td>FLD</td>
<td>10</td>
<td>94.2</td>
<td>3.15</td>
<td>Yes RR: 89.1-97.2 FAR: 2.33-4</td>
<td>Possible</td>
</tr>
<tr>
<td><strong>Proposed-FS-3</strong></td>
<td>FSR mats</td>
<td>See Table 2</td>
<td>FLD</td>
<td>10</td>
<td>92.7</td>
<td>4.21</td>
<td>Yes RR: 88.5-95.7 FAR: 3.38-5.2</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Proposed-FS-4</strong></td>
<td>FSR mats</td>
<td>See Table 2</td>
<td>FLD</td>
<td>10</td>
<td>90.2</td>
<td>5.03</td>
<td>Yes RR: 85.1-93.6 FAR: 4.26-6.1</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Yoon et al. reported (non cross-validated) results [11] that seems to be better than ours (average after cross-validation). A close look reveals that this might not be the case. The system in [11] was restricted in the sense that a subject has to walk along a floor strip in a fixed direction at a normal speed. Furthermore the subject needs to walk on the floor for at least five steps. Features over five steps are concatenated to form a large feature vector for recognition. In contrast, our proposed method can recognize people walking in any direction. Once a pair of successive footsteps is captured, recognition can be conducted. If our approach were given data from five consecutive footsteps to recognize a person, the recognition rate can be much higher. Five pairs of left and right COP trajectories can be extracted from five steps. Assume that a person is recognized only when three or more pairs are correctly recognized. Let $P=0.927$ be the current recognition rate (FS-3) using a single COP pair of the proposed approach. If we treat the five pairs of data to be independent, the probability that the subject can be correctly recognized using five pairs of COPs can be computed as $P_5 = C_5^3 P^3 (1-P)^2 + C_5^4 P^4 (1-P) + C_5^5 P^5 = 0.9965$. Similarly the FAR can be computed in this case as $0.06\%$. However, the independency of the five left-right COP trajectory pairs is not true. Thus, in practice, the recognition rate of a subject using data from five steps can be lower than $P_5$. On the other hand, intuitively using more data will improve the performance. Thus we expect the recognition rate of our approach using data from five steps will be somewhere between $P$ and $P_5$. More experiments need to be carried out to further compare the recognition performance of our approach and that reported in [11].

In addition, our proposed method takes into considerations of the speed-invariance, which can possibly recognize people at different walking speed. Another advantage of our proposed method is that it uses Fisher linear discriminant, which is a much more computationally efficient method than those used by existing methods such as hidden Markov models and neural networks. This makes the training and testing of the proposed method very fast. Using Matlab, it takes only 12.7 seconds to run the 100 trials with each trial including the training and testing of the four feature sets.

6 Conclusions and Future Work

A robust people identification approach using gait based on floor pressure is presented in this paper. Promising people identification results are obtained by using features extracted from the 3D COP trajectories in the pressure and position spaces. The proposed approach makes use of simple linear classifier for computational efficiency. This indicates that the features used in our approach from different people are mostly linearly separable. In the selection of the feature set, we also consider the issue of walking-speed invariance by normalizing the time stamps of the key points by the length of the corresponding gait cycle. Our experimental results show that by doing so the performance only slightly decreases. The proposed approach achieves better or comparable people recognition results compared to existing methods for people identification using floor pressure.

One of the limitations of the reported results in this paper is that it is based on a relatively small data set from 10 subjects walking in straight line without shoes in a normal walking speed. As part of our future work, we will collect more data especially those with varying walking speeds/patterns from an enlarged testing population.
(~20 people) to further test the performance of the proposed method in these scenarios. Furthermore, we will evaluate the system performance by using more foot steps to better compare the proposed approach to that in [11].

Pressure sensors have been integrated with other sensors including tile angle sensor, gyroscope, bend sensor, and accelerometer for people identification using gait [4]. Excellent people identification results have been reported in [4] based on a testing population of 9 subjects. The approach proposed in [4] makes use of pressure sensors of low spatial resolution. Another research direction we will pursue in the future is to integrate the high resolution pressure sensing floor with other sensors such as those used in [4] to further improve people identification using gait e.g. by increasing the size of testing population that the system can reliably recognize.
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Abstract. Using wireless sensor networks for object tracking requires ordering events with regard to time and location. In labyrinth-shaped topologies, one-dimensional ordering suffices within the different sections of the network. We present an algorithm that decomposes the network into such sections, tracks objects within using binary sensors and, if required, hands them over to the next section. We evaluate our approach through extensive simulations and show that it is robust against sensor failures and packet loss.

Keywords: In-building Object Tracking, Wireless Sensor Networks.

1 Introduction

Object tracking is a common application domain for wireless sensor networks. Most authors assume that the sensor nodes are spread out over a two-dimensional, convex area. In such a setting, the typical approach of using localization algorithms to make all devices location-aware works relatively well. However, it was shown in [1] that such algorithms fail for settings where the network is non-convex, contains a large number of wholes, et cetera. A typical application where such non-convex networks occur is indoor object tracking. If the nodes are deployed in building corridors, the wireless sensor network consists of a topological structure resembling roads.

In this paper we consider the problem of tracking objects in such scenarios using binary sensors, i.e. sensors that can detect whether an object is present or not. We pick up the idea proposed in [12] to interpret the network structure as a graph. Corridor junctions and dead-ends are considered as graph vertices, whereas the corridor segments in-between (also called corridors) are considered as graph edges (cf. Figure 1). After network deployment, nodes determine whether they reside in a vertex or an edge area of the network. If they are part of an edge, i.e. reside in a corridor segment, they compute the one-dimensional ordering of their neighbors that is then used for object tracking.

Tracking is done on a ‘per corridor’ basis: Nodes within one corridor track the object until it reaches a junction, then tracking is handed over to nodes in the next corridor.
The remainder of this paper is structured as follows. In the next section we discuss related work. In Section 3 we describe our approach for one-dimensional object tracking comprising start-up and operating phase. The two phases are evaluated in Section 4 also considering the influence of packet loss as well as false and missed sensor activations. We conclude the paper in Section 5 with a summary and directions for future work.

2 Related Work

Object tracking has often been investigated for military purposes or basic surveillance applications. In contrast to our work, various approaches assume sensors that generate signals dependent on the distance from a tracked object [3] or use geographical information [4]. However, we assume that devices are equipped with a sensor providing only binary signals (like passive infrared sensors) and consider an indoor scenario without location information. Therefore, we do not review these methods further.

Other approaches that deal with binary sensors [5,6,7] consider only a single target, assume rather dense networks [6,8], or reliable sensor readings [5]. All these approaches aim at finding an object’s trajectory within a two-dimensional area using particle filters. Singh et. al. propose a one-dimensional tracking algorithm called ClusterTrack [9]. They also track multiple targets by applying particle filters. They focus on the effectivity of their scheme rather than on the used communication protocols and hence, propose a non-distributed scheme that assumes all sensor readings being available at a central processing unit which estimates the target’s trajectories. As a result, the proposed scheme is not applicable to sensor networks without adaptation.

The authors of [10] present the restriction of particles to a graph and try to infer typical motion patterns of objects within a building. However, they require that objects can be identified (which limits their approach to a single object).

A different approach dealing with graphs is described in [11]. The authors formulate the tracking problem as a hidden state estimation problem in a Markov model and then derive their tracking scheme from the Viterbi algorithm [12].
Unfortunately, they assume perfect knowledge about the number of targets and their identities, which is not available in our scenario.

The idea of decomposing networks with holes into sections or clusters and representing them as a graph was first proposed in [1]. The authors then present a method for achieving that kind of topology recognition in [2]. It is particularly targeted at border and junction detection, but is designed for extremely high network densities. Hence, the approach is not directly applicable to the scenario considered here.

3 Decentralized Object Tracking

In this section we present our location-free and robust in-building object tracking scheme for wireless sensor networks. It can be divided into the start-up phase that is executed after network deployment and the subsequent operation phase.

The basic idea of our scheme is that each node pre-computes the one-dimensional spatial ordering of the nodes within its communication range during the startup phase. These orderings are then regarded as the expected sensor activation patterns of neighbor nodes when an object passes by.

During operation, event sequences can be compared to these patterns. In addition, the event sequences are also stored in a short history. Like this, new patterns that result from network changes due to node failures or addition of nodes can be learned over time.

Our object tracking algorithm requires a loose time synchronization (approximately half a second as a maximum of time difference, depending on the maximum object velocity) to ensure that sensor activation events can be ordered correctly in time. Other protocols however, often impose more rigid time synchronization requirements such as duty-cycling or slotted medium access. Furthermore, we explicitly do not require that devices are location-aware. Instead, we use the distance estimation scheme described in [13]. It is based on neighborhood list comparisons instead of relying on Received Signal Strength Indication (RSSI) or Time Difference of Arrival (TDoA) measurements that are error-prone especially in indoor settings.

3.1 Start-Up Phase

The start-up phase is executed directly after network deployment. It can be repeated after times of high fluctuation or network restructuring, but this is usually not required as the algorithm works adaptively during the operating phase. During setup, the devices

1. calculate the local topology, i.e. the one-dimensional ordering of neighbor groups (usually one on each side),
2. find out whether they reside at corridor junctions or dead ends, and
3. assign corridor section memberships to their neighbors.
In the following, we discuss the start-up phase from the perspective of a node \( N \) (marked as a dark gray square in Figure 2(a)). At first, \( N \) detects the one-dimensional ordering of its neighbors. Details on this process are provided in [14], so we give only a short overview here. \( N \) broadcasts a 'hello' message to advertise its presence to its neighbors, and in turn collects its neighbors’ messages to build up a neighborhood list.

The resulting list is broadcasted again. When receiving such a list, it is compared with the local list of neighbors. A distance estimate can be derived from the fraction of common neighbors. Please refer to [13] for a detailed description of the distance estimation process. As a result, \( N \) can augment its local list with information on the distance to its neighbors.

The augmented list broadcasted again, resulting in all nodes knowing the distances of their neighbors from each other. \( N \) now sorts its neighbors by ascending distance and selects the furthest 40% of them. It then divides this subset into groups, so that neighbors that are close to each other are in same group whereas distant neighbors are in different groups. Following this, the most distant node from \( N \) in each group is chosen to be a group representative (white squares \( R_1 \) and \( R_2 \) in Figure 2(b)). Finally, so called 'chains', i.e. orderings of neighbors between the representatives and \( N \) are computed based on distance information between \( R_i \) and \( N \) (cf. Figure 2(b)). Nodes that are not part of the chains are mapped onto the nearest chain member (cf. Figure 2(d)).

Based on the number of chains, nodes can decide whether they reside at junctions or dead ends, i.e. whether they belong to the graph’s vertices. In a perfect world most nodes would have ended up with two chains because they are situated somewhere in a corridor, ‘vertex nodes’ near junctions or dead ends would have calculated one, three or four chains. However, influences like distance estimation errors can lead to errors here. To increase robustness, a local voting process is employed: if a node’s chain number does not equal two, it broadcasts it to its neighbors. Hence, nodes learn the chain counts of their neighbors. Nodes only consider themselves as vertex nodes if at least one third of their neighbors are also vertex nodes because they calculated the same number of chains. Again for each vertex node set, a representative is elected to find the optimally located node. Nodes then calculate the average distance to the other vertex nodes.
The one with the smallest average can be expected to reside in the center of the cluster, and hence becomes its representative.

Finally, all nodes determine their neighbors’ *corridor membership*. By default, all neighbors are assumed to reside in the same corridor as oneself. However, vertex representatives broadcast their chains (including the mapped nodes) to their neighbors. If a node receives such a message, it checks which chain it belongs to, and marks all its neighbors that are not in the same chain to reside in a different corridor.

### 3.2 Operating Phase

After start-up, the network enters its regular operation mode, that is presented in this section. Remember that the core idea is to compare sensor activation patterns with the pre-computed chains, but that nodes should be enabled to adapt to new patterns over time. Therefore the chains constitute the foundation stone for a *history* of patterns that is amended during operation.

Whenever a node’s sensor activates, it broadcasts a so-called *ObjectMessage* containing

- node ID: the ID of the activated node,
- activation time,
- starting location: the ID of the representative of last passed corridor vertex,
- starting time: the time when the object entered the current corridor section (Note that starting location and time identify an object uniquely because we assume that no two objects can activate the same sensor at exactly the same time),
- activation count: the number of activations since the object entered the current corridor section,
- velocity: average inter-activation time of the object.

Nodes store incoming activation messages in their *message buffer*. Messages in the buffer are sorted by the object identification, messages concerning the same object by the activation time. The message buffer has a fixed size where newer messages replace older ones. The buffer size should ensure that messages can remain in it for at least the time it takes at most for an object to cross the sensors’ communication range.

Let us assume for example that node \(N_{15}\) received 4 object messages (two from \(N_{12}\) and one from \(N_{13}\) and \(N_{14}\)). Than, its message buffer could contain two objects:

\[
\begin{array}{c|c|c}
O_{id} = (S_{Loc}), S_{Time} & \text{List of neighbors’ activations} \\
(1, 5.5) & (12, 7.6) (13, 9.1) (14, 10.8) \\
(1, 10.8) & (12, 11.6)
\end{array}
\]

When a node’s sensor is activated, it tries to find a sequence of activation messages in its buffer that can be correlated with a history entry. For each message sets i.e. messages that concern the same object, it constructs the according
activation pattern by extracting the node ID from each message and appends itself at the end. So, if $N_{15}$’s sensor was activated at 12.2 in our example, there would be two resulting patterns: 12, 13, 14 and 12.

The node then compares all these patterns to all history entries. The pattern that matches best is removed from the message buffer to conserve memory space. If exactly the same pattern already exists in the history, an associated match counter is increased; otherwise the pattern is inserted into the history. If no matching entry was found at all, a new one is created. Finally, an object message is constructed and broadcasted to the node’s neighbors.

In the example let the (initial) history of $N_{15}$ be

<table>
<thead>
<tr>
<th>Match Counter</th>
<th>Last matching time</th>
<th>Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0</td>
<td>12 13 14 15</td>
</tr>
<tr>
<td>0</td>
<td>0.0</td>
<td>18 17 16 15</td>
</tr>
</tbody>
</table>

Then, $N_{15}$ finds the best matching by correlating the first message $((1, 5.5))$ with the first history entry. Hence, it increments the respective history entry counter, sets the last matching time to its activation time (12.2) and broadcasts its correlation result $((1, 5.5), (15, 12.2))$.

The core comparison mechanism is derived from the so-called local alignment [15] that was intended for finding similar sequences in DNA strings. It can tolerate entry permutations or missing entries to a certain degree, and delivers a degree of similarity. We adapted it slightly to our problem.

Let $s : \mathbb{N}^n \times \mathbb{N}^m \to \mathbb{N}^{n \times m}$, $s_{i,j} = \begin{cases} 0 : a_i \neq b_j \\ 2 : a_i = b_j \land \|i - j\| > 2 \\ 4 : \text{otherwise} \end{cases}$

be the equality matrix of two sequences $a = \{a_1, ..., a_n\}$ and $b = \{b_1, ..., b_m\}$, let $d$ (with $d < 0$) be the penalty measure for a deletion and let $F$ be the matrix for the computation of the local alignment with

$$F(0, 0) = 0$$
$$F(i, j) = \max \begin{cases} F(i-1, j-1) + s(x_i, y_i) \\ F(i-1, j) + d \\ F(i, j-1) + d \\ 0 \end{cases}$$

The matrix $F$ is filled line-by-line, its maximum value $\max_{0 \leq i,j \leq m,n} F(i, j)$ indicates the degree of similarity, where higher values represent more similar patterns. As we do not consider dense networks, the quadratic time complexity should not be a problem. In particular is the size of the patterns limited to half of the number of neighbors. To avoid the quadratic space complexity the implementation uses only two vectors of size $n$ for the computation. This is possible as it suffices to store the previous raw and the maximum value.

In addition to the local alignment, the comparison includes a number of sanity checks that can degrade the matching. They include the time since the last
activation (derived from the message buffer), whether the velocity and last activation time fit the current activation and whether previous nodes reside in the same corridor. To adapt to new nodes or new orders of neighbors unknown patterns are added to the history and old history entries (depending on the last matching time) are removed from the history.

4 Evaluation

To evaluate our approach, we ran an extensive set of simulations with the scenario shown in Figure 1. The simulation area covers 50 by 50 meters. For all simulations 140 nodes equipped with a sensor monitoring its corridor sector over a length of 1 meter were placed on the wall of all corridors about every 1.5 meters.

The scenario includes four corridor segments, two junctions and one dead-end, allowing to evaluate a large number of different settings. In addition, two of the corridors feature two right angle corners. These areas are particularly difficult, as the distance estimation scheme tends to yield erroneous results here. Apart from wrong orderings, this may lead to false vertex detections.

We decided not to simulate the whole communication stack because we wanted to lay the focus of our work on effects that directly influence the object tracking rather than on networking aspects. For this reason we chose SHAWN [16] for our simulations. It models the effects of a MAC layer (e.g., packet loss, corruption and delay), but does not perform a complete simulation of the stack. It can simulate message exchange and measurements very efficiently and was developed for algorithmic simulations.

Instead of using the rather unrealistic unit disk graph radio propagation model, we employed the Radio Irregularity Model (RIM) [17]. It was developed to model radio properties of wireless sensor nodes and is a well established nowadays. Rather than using a fixed radio range, the maximum communication distance of a node also depends on the angle between sender and receiver. This in particular leads to a certain percentage of unidirectional links.

To achieve a reasonable network density, the average communication range was set to 9 meters. As a result, nodes on average had 6 neighbors on each side. While nodes within the corridor segments thus had about 12 neighbors, nodes had up to 20 neighbors at junctions and down to 6 neighbors in the dead-end. We consider this network density as a reasonable choice as wireless networks of smaller densities tend to partition [18,19].

We ran the object tracking scheme and analyzed the results of both start-up and operating phase. To obtain statistically sound results, we averaged the results of 100 simulations using the same parameter set but different random seeds.

4.1 Topology Recognition Evaluation

First, we evaluated the recognition of vertex nodes at junctions and dead-ends. For the subsequent object tracking, the absence of false vertex nodes within the
corridors is of the same importance as the presence of vertex nodes in junction areas.

Figure 3(a) shows the effectiveness of the voting process against false positives, i.e. nodes that reside in corridor segments but determined themselves as vertex nodes. While the pre-voting error rate rises from 2% to about 4.5% with increasing packet loss rate, the post-voting error rate is zero and literally does not increase at all.

As the voting successfully prevents false positives by reducing the number of vertex nodes, it must be ensured that it does not inhibit vertex detection at junctions. Figure 3(b) depicts the fraction of nodes that spuriously did not consider themselves as vertex nodes over different packet loss rates. While more or less all vertices are recognized for less than 7% packet loss, the rate of false negatives slightly rises for higher loss rates. However, it is also visible that the voting process has hardly any negative influence here. Nevertheless, it might be beneficial to resend messages to guarantee a good cluster recognition if extremely high packet loss rates are expected.

Finally, we evaluated the recognition of the corridor membership. Figure 3(c) indicates the fraction of neighbors that were assigned to the correct corridor section. It is obvious that only a small fraction of about 3% of the neighbors is miscategorized regardless of the packet loss rate. These errors are negligible for the object tracking scheme and can hence be tolerated.

4.2 Object Tracking Evaluation

We then evaluated the second part of our scheme, the operating phase.

We applied our scheme to various object movement patterns with different numbers of objects moving at different velocities. The patterns comprise objects passing by, following each other as well as overtaking each other.

In this section we present results for five selected movement patterns:

1. 1after2: one object moves from C to A through corridors 4 and 1, then a second object takes the same way, and finally a third object moves the opposite way afterwards.
2. Succeeding: Two objects move from A to B through 1 and 4 following each other with a distance of 2 meters.
3. **Overtaking**: Two objects move from A to C through 1 and 4, one overtaking the other.

4. **1towards4**: Four objects move from A to C through 1 and 4 following each other with a distance of 5 meters, while at the same time a fifth object moves from C to A through the same corridor segments.

5. **3Ways**: Three objects move from A to C, one object through corridor 1, one through 2 and one through 3, at speeds that ensure their simultaneous arrival.

**Influence of Activation Time Variation and Packet Loss.** It must be assumed that not all sensors are adjusted perfectly with regard to orientation and position. To account for such effects, we added a random error to the activation times to obtain realistic simulations. Additionally, this compensates for the unnaturally perfect deployment of nodes in the simulations which may not be possible in real buildings.

In our simulation model the perfect activation occurs when the object reaches the point closest to the sensor (given that the object intrudes the detection range at all). We added a random offset to that point in time.

Precipitated and delayed activations cause a certain fraction of swapped activations which aggravates the object correlation significantly. In addition, the estimated velocity becomes extremely error-prone, impeding the differentiation between overtaking and closely succeeding objects.

We obtained the random error values from a Gaussian distribution with a standard deviation of $\sigma = 0.45$. Apart from the false activation time itself, this causes 1.7% of the activations to swap. Figure 4 and Figure 5 show the results of these simulations.

First of all one can see in Figure 4 that all objects are correctly tracked if neither the activation times are error-afflicted nor packets are lost. Correctly tracked means that for each corridor segment the object’s start and end locations and times have been correctly recognized by a one vertex node. We then increased the packet loss rate up to 10%. The rate of correctly tracked objects decreases slowly for the more difficult movement patterns like **1towards4** and **3Ways**. Given a packet loss rate of 10% here, about 95% of the objects are correctly tracked. The moving pattern **3Ways** is difficult because of the objects simultaneously leaving from and arriving at a junction. If two objects arrive at a junction at the same time and a node’s sensor detects the first one, the node must decide which previous activations in the neighborhood correlate better, but as both objects could continue their way, both objects are contemplable to be the reason for this activation.

As depicted in Figure 6 the results with the time-varied activations are nearly as good as the results without error. This shows the robustness of our tracking scheme.

**Influence of Missed Activations.** As hardware errors may lead to the oversight of moving objects by a sensor, we added activation miss rates of up to 10%. Figure 6 shows the result tracking rates without and Figure 7 shows result...
tracking rates with the sensor activation time variance from the last section. For these simulations, the packet loss rate was set to 0.

For activation failure rates of up to 0.05 the results closely resemble those without sensor failure but with a corresponding packet loss rate. This is hardly surprising because for a node’s neighbors it does not make any difference whether it failed to activate or whether the resulting packet was lost; it only make a difference for the directly affected node. If there are e.g., two objects closely succeeding each other and the sensor activates caused by the second object, having missed the first object may result in the wrong correlation decision which is not the case for packet loss. This difference is responsible for the slightly lower tracking rates at high failure rates compared to the results of the previous section.

However, experiments with real passive infrared sensors show that these tend to overreact rather than to miss events. Hence, we also evaluated influence of false positive activations in the following section.
Influence of False Positive Activations. Finally, we investigated the influence of additional false activations caused by hardware errors, temperature variation and air draft. We considered two cases where we generated 29 respectively 58 random additional activations per node and day. These rates correspond to about 15% and 30% of false activations given each node activates one time during each simulation.

Figure 8 shows the resulting rates of correctly tracked objects for different activation time variances and packet loss rates. It becomes clear that additional activations hardly influence the object tracking scheme: While the error increases by about 2% for low packet loss rates, the ghost activation influence even decreases for higher packet loss rates. If every tenth packet is lost, the false positive activations lose their influence completely.

However, it can be noted that different movement patterns suffer to a varying extent. Obviously, ghost activations have most influence when multiple objects are close to each other: The additional activations make it more difficult to assign sensor activations to the correct objects.
5 Conclusion

In this paper we presented a new approach for location-free object tracking in complex network topologies. Its core idea is to decompose the network into different areas where the tracking problem can be reduced to one dimension. Consequently, it becomes possible to do object tracking without location-aware nodes that are required by most other schemes.

By running an extensive set of simulations we showed that our scheme can not only handle a wide range of complex movement patterns, but is also robust against packet loss and sensor failures.

As future work, we plan to implement the algorithm on real hardware to enable further evaluation under real-life conditions.
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Abstract. Context-awareness is a key to enabling intelligent adaptation in pervasive computing applications that need to cope with dynamic and uncertain environments. Addressing uncertainty is one of the major issues in context-based situation modeling and reasoning approaches. Uncertainty can be caused by inaccuracy, ambiguity or incompleteness of sensed context. However, there is another aspect of uncertainty that is associated with human concepts and real-world situations. In this paper we propose and validate a Fuzzy Situation Inference (FSI) technique that is able to represent uncertain situations and reflect delta changes of context in the situation inference results. The FSI model integrates fuzzy logic principles into the Context Spaces (CS) model, a formal and general context reasoning and modeling technique for pervasive computing environments. The strengths of fuzzy logic for modeling and reasoning of imperfect context and vague situations are combined with the CS model’s underlying theoretical basis for supporting context-aware pervasive computing scenarios. An implementation and evaluation of the FSI model are presented to highlight the benefits of the FSI technique for context reasoning under uncertainty.

Keywords: context, fuzzy logic and pervasive computing.

1 Introduction

In pervasive computing environments, applications need to be aware of the changes in their environment and adapt their behavior according to these changes. Pervasive systems use context-awareness to perform their tasks in an intelligent and efficient manner and maintain consistency and continuity of their operations. Context is a very broad term that encompasses different aspects and characteristics [1]. Context can be related to a network, application, environment, process, user or device. Contextual information collected from every single sensor or data source represents a partial view of the real-world. Aggregation of data from multiple sensors and sources provides a wider and more general view of surrounding environment and situations of interest [2]. For example, in a smart room scenario, rather than monitoring sensed context from light, noise and motion sensors individually, this information can be used to reason about situations such as ‘meeting’, ‘presentation’ or ‘study’ which provides a
better understanding of the environment. As a meta-level concept over context, we define the notion of a situation that is inferred from contextual information [2]. Situation-awareness provides applications with a more abstract view of their environment rather than focusing on individual pieces of context.

One of the main challenges in enabling situation-awareness in pervasive applications is managing uncertainty. Uncertainty can be related to context imperfection such as sensors' inaccuracy, missing information or imperfect observations [3-4]. However, there is another dimension of uncertainty that is inherent in human concepts and everyday situations. In real-world, situations evolve and change into other situations (e.g. 'walking' changes to 'running'). Changes that occur between situations of 'walking' and 'running' are also good indicators of situations that may emerge - albeit with some vagueness and uncertainty. These uncertain situations can be of high importance to certain applications such as a health monitoring application that needs to monitor details of changes in a patient's health situation. To model real-world situations, reasoning approaches need to be able to reflect this aspect of uncertainty in the situation reasoning results.

Reviewing recent works [5-14] in context reasoning under uncertainty reveals that these works have limited capability in dealing with vagueness of real-life situations and reflecting gradual and delta changes in the results of situation inference. More importantly, they lack a rich theoretical basic for supporting pervasive computing scenarios. A formal and general context modeling and reasoning approach that is specifically developed for context-aware computing environments and can deal with uncertain context and vague situations is still an open issue in this area of research.

In this paper we present a novel approach called Fuzzy Situation Inference (FSI) for situation modeling and reasoning under uncertainty. The FSI model integrates fuzzy logic principles into the Context Spaces (CS) model [2], a theoretical approach for modeling context and situations. The CS model provides heuristically-based sensor data fusion algorithm, specifically developed for pervasive computing environments to deal with inaccuracies of sensory originated information (i.e. reliability and error of reading) and characteristics of context [15-16]. The FSI technique incorporates the CS model's underlying theoretical basis for supporting context-aware and pervasive computing environments while using fuzzy logic to model and reason about vague and uncertain situations.

This paper is structured as follows. Section 2 reviews the current state-of-the-art in context modeling and reasoning under uncertainty. Section 3 briefly discusses the Context Spaces (CS) model. Section 4 describes integration of fuzzy logic into the CS model as the FSI model. Section 5 and 6 present the implementation and evaluation of the FSI model respectively. Section 7 concludes the paper and discusses future work.

2 Related Work

Situation modeling and reasoning can range from simple conditional rules to more complex techniques. In a simple and basic way, Goslar and Schill [17] model context and situations using Topic Maps or Context Maps that represent real-world objects as topics. Schillit [18] captures the situational context using vectors that describe “the condition of situation, the sensing device, the required accuracy and update rate”. In
an object-oriented way, CoCo [19] represents context and situations using a graphical language and abstractions such as class, object, scales and factory. In the Context Modeling Language (CML) model, Henricksen [20-21] defines situations using predicate logic. Predicates are evaluated against a set of variable bindings and a context but the results are restricted to ‘true’, ‘false’ or ‘possibly true’.

Situations are high level context that are inferred from low level context based on rules or reasoning algorithms. One of the major challenges in the situation reasoning is dealing with uncertainty. Bayesian reasoning is one of the methods used for dealing with uncertainty. In [5], Bayesian technique is applied for location tracking where location is computed by integrating readings of inaccurate sensors and in [6] it is used for estimation of indoor locations of devices. The probability model proposed in [7] extends an ontology-based model that uses Bayesian networks to reason about uncertainty. Applying Bayesian reasoning has the limitation of knowing prior probabilities in advance and this knowledge might not always be available.

The Dempster-Shafer theory is a well-known technique used for addressing uncertainty in context-aware computing. In [8], a weighted Dempster-Shafer evidence combining rule is introduced based on the historically-estimated correctness rate of sensors. A different approach proposed in [9] applies the Dempster-Shafer algorithm for context reasoning and the rough set technique for context aggregation.

Compared with other reasoning methods, the use of multi-value logic is appealing feature of the fuzzy logic for modeling uncertainty. In [10], a fuzzy representation of context is introduced for adaptation of user interface application on mobile devices and the same fuzzy concept has been used in [11] for providing the user with an explicit and meaningful explanation for the system’s proactive behavior. Alternatively, in [12-13] fuzzy logic is used for defining the ‘context situations’ and the rules for adaptation of the service policies according to their fitness degree. The concept of situational computing using fuzzy logic presented in [1] is based on pre-developed ontologies and a similarity-based situation reasoning. Ranganathan et al. in [14] apply probabilistic logic when there is precise knowledge of event probabilities and fuzzy logic when this knowledge is not available.

Review of context modeling and reasoning approaches shows that most of these works do not provide a general approach that can be applied to different domains and have limited support for context-aware pervasive computing scenarios. A formal and unified context modeling and reasoning approach that can address different aspects of uncertainty in pervasive computing environments has not been introduced in the current state-of-the-art. The next section discusses the Context Spaces (CS) model and its underlying concepts and introduces the heuristics of CS for context reasoning.

3 The Context Spaces (CS) Model

The CS model represents contextual information as geometrical objects in multidimensional space called situations [2]. The basic concepts of the CS model are the context attribute, application space, context state and situation space.

A ‘context attribute’ describes any data used in the situation reasoning. The term ‘application space’ defines the universe of discourse and ‘context state’ refers to a collection of context values in CS. The concept of a ‘situation space’ is characterized
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by a set of regions. Each ‘region’ is a set of acceptable values of a context attribute that satisfies a predicate. A region is a crisp or conventional set of context attribute values such that any element is its member or not.

For example, a situation space called ‘healthy’ can be defined with a context attribute of heart rate. The region of values of heart rate can be between 45 and 85 bpm that satisfy two predicates of $\geq 45$ bpm and $\leq 85$ bpm. A context state with the value of 78 for heart rate is contained in the situation space of healthy and a context state with the value of 104 is not contained in that situation space.

In addition to basic concepts and techniques for situation modeling and reasoning, the CS model provides heuristics developed specifically for addressing context-awareness under uncertainty. These heuristics are integrated into reasoning techniques that are utility-based data fusion algorithms and compute the confidence level in the occurrence of a situation [14-15]. The two main heuristics of the CS model are as follows:

1. Individual significance (i.e. weight) and contribution of context attributes in the situation space
2. Inaccuracies of sensory originated information

These two heuristics deal with importance of each context attribute and sensors’ inaccuracies. To enable situation-awareness in pervasive applications, it is imperative to address the issue of uncertainty. The CS deals with uncertainty mainly associated with sensors’ inaccuracies. Yet there is another aspect of uncertainty in human concepts and real-world situations that needs to be represented in a context model and reflected in the results of situation reasoning. Fuzzy logic has the benefit of representing this level of uncertainty using membership degree of values.

The next section introduces the FSI model and discusses the CS model’s heuristics in more detail.

4 The Fuzzy Situation Inference (FSI)

The FSI model maps situation modeling concepts and reasoning methods of the CS model into a fuzzy structure and tailors them to conform to fuzzy logic principles. The following subsections discuss situation modeling and reasoning in the FSI model.

4.1 Modeling Situations

In the FSI model, the term linguistic variable is used to express a ‘context attribute’. Unlike context attributes, values that linguistic variables take are not numeric and are called terms (also known as fuzzy variables) [22]. Each term of a linguistic variable represents a fuzzy set that takes a pair of numeric values (i.e. a value and its membership degree). In a fuzzy set, unlike a region, membership of an item is gradual and is represented by a membership degree between 0 and 1 [23-25].

Definitions of ‘application space’ and ‘context state’ are applied similarly to the FSI model but the ‘situation space’ is differently defined. In FSI, a situation is defined by a set of fuzzy sets that are expressed as a FSI rule. Unlike CS, a situation can also be defined using multiple rules that have dependent or overlapping conditions to provide more flexibility in representing situations.
A FSI rule consists of multiple conditions joined with the AND operator where each condition can itself be a disjunction of conditions (i.e. using the OR operator) [26]. Each condition tests the input value using a membership function that corresponds to a fuzzy term. The consequent of the rule represents the output that suggests the degree of confidence in the occurrence of a situation. If the output of a rule evaluation for the ‘hypertension’ situation yields the value of 0.885, we can suggest that the level of confidence in the occurrence of ‘hypertension’ is 0.885. This value can be compared to a confidence threshold $\varepsilon$ between 0 and 1 (i.e. predefined by the application’s designers) to determine whether a situation is occurring.

4.2 Situation Reasoning

The two reasoning methods of the CS model that we discuss here are based on the first and second heuristics introduced in Section 3.

Situation reasoning based on weights and contribution level. The first heuristic of CS deals with the weights of context attributes and the level of confidence of attributes’ values. Weights are values between 0 and 1 that are assigned to context attributes and represent relative importance of each context attribute for inferring a situation. A level of confidence is assigned to each element and reflects how that element relates to the modeled situation. The reasoning computation method based on weights and contribution levels of elements is as follows.

$$\text{Confidence} = \sum_{i=1}^{n} w_i c_i .$$

where $w_i$ presents the weight assigned to context attributes and $c_i$ denotes the confidence level of a context attribute. The contribution function that assigns the confidence values is proposed at a conceptual level and its implementation is later introduced in the second reasoning method based on sensors’ inaccuracy.

In FSI, the concept of weights is associated with the conditions of a rule but the concept of a contribution level is implemented in a different way. The FSI equivalent to the equation (1) is a rule evaluation method that computes a level of certainty between 0 and 1 using membership functions and presented as follows.

$$\text{Certainty} = \sum_{i=1}^{n} w_i \mu(x_i) .$$

where $\mu(x_i)$ denotes the membership degree of the element $X_i$ and $w_i$ represents a weight assigned to a condition. If the OR operator is used it will be evaluated using the maximum function. The result of $w_i \mu(x_i)$ represents a weighted membership degree of $X_i$ and $n$ represents the number of conditions in a rule ($1 \leq i \leq n$).

Situation reasoning based on sensors’ inaccuracy. To provide automatic computation of the contribution level at run-time, the second reasoning technique of CS incorporates the heuristic of sensors’ inaccuracy presented as follows.

$$\text{Confidence} = \sum_{i=1}^{n} w_i \cdot \Pr(\hat{a}_i \in A_i) .$$

where \( \Pr(\hat{a}_i^t \in A_i) \) presents the confidence level of a context attribute value by computing the probability of a context attribute correct value \( \hat{a}_i^t \) being contained in the region \( A_i \). To compute the probability value based on the reliability of a sensor, the reliability of reading (e.g. 95%) is used to represent the probability value (i.e. \( \Pr(\hat{a}_i^t \in A_i) = 0.95 \)). Second option to compute the probability value is to integrate the sensors’ inaccuracy of reading rather than the reliability of reading. Using this option, the probability value is calculated in the following format:

\[
\Pr(e_j \leq a_i^t - \min(A_i^i)) - \Pr(e_j \leq a_i^t - \max(A_i^i)).
\]  

(4)

where \( a_i^t \) denotes the sensed value of the context attribute, \( e_j \) denotes the sensor reading error (i.e. \( a_i^t - \hat{a}_i^t \)) and \( \min(A_i^i) \) and \( \max(A_i^i) \) represent minimum and maximum values of the region. This reasoning technique requires the estimation of the reading error distribution of sensors.

The CS equation (3) deals with uncertainty factoring in inaccuracies of sensors however this equation does not reflect delta changes of values in the equation and is not adequate to reason about vague situations. The FSI equivalent to the CS equation (3) not only incorporates the contribution level associated with sensors’ inaccuracy but includes the membership of the values as another factor affecting the contribution level. In the FSI model, we first calculate the correct value based on the reliability or error rate and then pass it to the membership function as follows.

\[
\text{Certainty} = \sum_{i=1}^{n} w_i \mu(f(x_i, e_i))
\]

(5)

where \( w_i \) represents a weight assigned to a condition and \( \mu(f(x_i, e_i)) \) denotes the membership degree of the element \( x_i \). The function \( f \) calculates the correct value of the context based on the inaccuracy value \( e_i \). If \( e_i \) is a reliability rate, the sensed value is multiplied by it and if it is an error rate (i.e. ±) it is added to the sensed value.

Although the CS model’s heuristics and reasoning techniques deal with sensors’ inaccuracy and characteristics of context attributes (i.e. not discussed in this paper), they are inadequate to represent the uncertainty associated with real-life and human concepts which tend to be abstract and imprecise.

The CS model computes a contribution level of context attribute values based on sensors’ inaccuracy. This information might not be always available and obtainable but, more importantly, it is not sufficient for computing contribution levels of continuous values. This is due to the fact that there is an uncertainty factor related to the values that are near the boundaries of a region (i.e. maximum and minimum values). Using a fuzzy approach, this type of uncertainty can be represented and reflected in the situation reasoning results [3, 24, 25]. The next section presents the implementation of the FSI model.
5 Implementation

We have implemented a prototype of health monitoring application based on FSI in J2ME and deployed it on a Nokia N95 (shown in Fig.1). The prototype reasons about situations of ‘normal’, ‘pre-hypotension’, ‘hypotension’, ‘pre-hypertension’ and ‘hypertension’. This application can be used by patients who suffer from blood pressure fluctuations. A trapezoidal membership function is used to compute membership degree of context values. Contextual information used for reasoning includes systolic and diastolic blood pressure (SBP and DBP) and heart rate (HR).

Fig. 1. The prototype of a FSI-based health monitoring application running on a Nokia N95 with an ECG biosensor

To capture the patient’s heart rate, we have used a two lead ECG biosensor from Alive Technologies [27] that transmits ECG signals using Bluetooth to the mobile phone. For the blood pressure, we have used randomly generated data that simulates blood pressure fluctuations. The health monitoring application performs situation reasoning in real-time on the mobile device. Status bars on the mobile phone displays the level of certainty and confidence in the occurrence of each situation.

To evaluate the FSI model we have conducted a comparative evaluation of the FSI, CS and Dempster-Shafer techniques that is presented in the next section.

6 A Comparative Evaluation

To evaluate the FSI model, we have compared the FSI situation reasoning technique to the CS and Dempster-Shafer (hereafter DS) reasoning approaches. The purpose of this evaluation is first to validate the FSI model against a well-known reasoning technique such as DS and a context model developed for pervasive computing environments such as the CS model. The second objective of the evaluation is to highlight the benefits of the FSI for reasoning about uncertain situations.

In this evaluation, we have considered situations of ‘hypotension’, ‘normal’ and ‘hypertension’. These situations are defined using context attributes of systolic blood
pressure (SBP) with the scale of 40-170 mm Hg, diastolic blood pressure (DBP) with the scale of 20-150 mm Hg and heart rate (HR) with the range of 20-150 bpm.

Table 1 depicts modeling of the three situations in the CS model including the weights of attributes and their corresponding regions of values. Unlike FSI, the CS model uses crisp boundary for regions. To provide a similar and balanced range of data for evaluation of these approaches, the boundaries of regions are selected in a way that they match the values of fuzzy sets with membership degree of 0.5.

<table>
<thead>
<tr>
<th>Situation</th>
<th>Context attribute</th>
<th>Region of values</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypotension</td>
<td>1=SBP</td>
<td>≤85</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>2=DBP</td>
<td>≤60</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>3=HR</td>
<td>≤45</td>
<td>0.2</td>
</tr>
<tr>
<td>Normal</td>
<td>1=SBP</td>
<td>&gt;85 and ≤135</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>2=DBP</td>
<td>&gt;60 and ≤110</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>3=HR</td>
<td>&gt;45 and ≤85</td>
<td>0.2</td>
</tr>
<tr>
<td>Hypertension</td>
<td>1=SBP</td>
<td>&gt;135</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>2=DBP</td>
<td>&gt;110</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>3=HR</td>
<td>&gt;85</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Although FSI can represent a situation with multiple rules and each condition can be joined by the OR operator, we use one rule to define a situation and do not include the OR operator so that both models can be closely compared. The modeling of the three situations in the FSI model is presented in Table 2. Weights of conditions for the FSI rules conform to the weights specified for the context attributes in the CS model.

<table>
<thead>
<tr>
<th>Situation represented below via FSI rules</th>
<th>Linguistic Variable</th>
<th>Terms</th>
<th>Fuzzy set used</th>
</tr>
</thead>
<tbody>
<tr>
<td>1=SBP</td>
<td>low, normal, high</td>
<td>trapezoidal</td>
<td></td>
</tr>
<tr>
<td>2=DBP</td>
<td>low, normal, high</td>
<td>membership</td>
<td></td>
</tr>
<tr>
<td>3=HR</td>
<td>slow, normal, fast</td>
<td>functions used</td>
<td></td>
</tr>
</tbody>
</table>

Rule1: if SBP is low and DBP is low and HR is low then situation is hypotension
Rule2: if SBP is normal and DBP is normal and HR is normal then situation is normal
Rule3: if SBP is high and DBP is high and HR is high then situation is hypertension

To apply the DS algorithm for reasoning about situations, we use the Dempster's rule of combination. The normalized version of the combination rule is as follows.

$$m(R) = \frac{\sum_{P \cap Q = R} m_i(P) \cdot m_j(Q)}{1 - \sum_{P \cap Q = \phi} m_i(P) \cdot m_j(Q)}$$ (6)

where $m(R)$ denotes the mass value computed for a proposition $R$ given the evidences $i$ and $j$. If $R$ represents a situation, considering all existing propositions, the intersection
of some of these propositions denoted as $P$ and $Q$ results in the proposition $R$ (i.e. $P \cap Q = R$) and the intersection of other combinations of propositions results in an empty set.

To model the three situations of Hypotension ($L$), Normal ($N$) and Hypertension ($H$) with DS, we first need to define propositions and events. Since all three situations are incompatible we include a proposition of Unknown ($U$) that would consist of three situations. Then we identify the events and mass values that reflect the association of an event with the occurrences of each proposition. An example of the events and mass values are depicted in Table 3. Mass values are assigned in a way that they reflect to what degree each event indicates a situation.

**Table 3.** Definitions of events and mass values

<table>
<thead>
<tr>
<th>Event</th>
<th>Mass values for Normal</th>
<th>Mass values for Hypotension</th>
<th>Mass values for Hypertension</th>
<th>Mass values for unknown</th>
<th>Total mass</th>
</tr>
</thead>
<tbody>
<tr>
<td>SBPLow (40-85)</td>
<td>0</td>
<td>0.7</td>
<td>0</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>SBPMed (86-135)</td>
<td>0.7</td>
<td>0</td>
<td>0</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>SBPHigh (136-170)</td>
<td>0</td>
<td>0</td>
<td>0.7</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>DBPLow (20-60)</td>
<td>0</td>
<td>0.7</td>
<td>0</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>DBPMed (61-110)</td>
<td>0.7</td>
<td>0</td>
<td>0</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>DBPHigh (110-150)</td>
<td>0</td>
<td>0</td>
<td>0.7</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>HRSlow (20-45)</td>
<td>0.2</td>
<td>0.4</td>
<td>0</td>
<td>0.4</td>
<td>1</td>
</tr>
<tr>
<td>HRSmed (46-85)</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>1</td>
</tr>
<tr>
<td>HRFast (86-150)</td>
<td>0.2</td>
<td>0</td>
<td>0.4</td>
<td>0.4</td>
<td>1</td>
</tr>
</tbody>
</table>

Since we have based our situations on three context attributes, we define three mass functions of $m_1$, $m_2$, and $m_3$ corresponding to each context attribute. Then we apply DS combination over all propositions and available evidence. For example, if we have the context values of 82 for SBP, 52 for DBP and 58 for HR, we combine evidence for the occurrence of hypotension ($L$) as follows.

$$m_{12}(L) = \frac{\sum {m_1(A) \cdot m_2(B) \cdot m_3(L)}}{1 - \frac{1}{m_1(A) \cdot m_2(B)}} = \frac{m_1(L) \cdot m_2(L) + m_1(U) \cdot m_2(U) \cdot m_3(L)}{1 - m_1(L) \cdot m_2(H) - m_1(H) \cdot m_2(L) - m_1(L) \cdot m_2(N) - m_1(N) \cdot m_2(L)} = \frac{0.7 \cdot 0.7 + 0.7 \cdot 0.3 + 0.3 \cdot 0.7}{1 - 0.7 \cdot 0 - 0.7 \cdot 0 - 0.7 \cdot 0 - 0.7} = 0.91$$

$$m_{12}(H) = \frac{\sum {m_1(A) \cdot m_2(B) \cdot m_3(H) \cdot m_3(L)}}{1 - \frac{1}{m_1(A) \cdot m_2(B)}} = \frac{m_1(H) \cdot m_2(H) + m_1(U) \cdot m_2(U) \cdot m_3(H)}{1 - m_1(H) \cdot m_2(L) - m_1(L) \cdot m_2(H) - m_1(H) \cdot m_2(N) - m_1(N) \cdot m_2(H)} = \frac{0 \cdot 0 + 0 \cdot 0.3 + 0.3 \cdot 0}{1 - 0.7 \cdot 0 - 0.7 \cdot 0 - 0.7 \cdot 0 - 0.7} = 0$$

$$m_{12}(N) = \frac{\sum {m_1(A) \cdot m_2(B) \cdot m_3(N) \cdot m_3(L)}}{1 - \frac{1}{m_1(A) \cdot m_2(B)}} = \frac{m_1(N) \cdot m_2(N) + m_1(U) \cdot m_2(U) \cdot m_3(N)}{1 - m_1(N) \cdot m_2(L) - m_1(L) \cdot m_2(N) - m_1(N) \cdot m_2(H) - m_1(H) \cdot m_2(N)} = \frac{0 \cdot 0 + 0 \cdot 0.3 + 0.3 \cdot 0}{1 - 0.7 \cdot 0 - 0.7 \cdot 0 - 0.7 \cdot 0 - 0.7} = 0$$
\[ m_{22}(U) = \frac{\sum_{0 \leq r < m} m_1(A) m_2(B)}{1 - \sum_{0 \leq r < n} m_1(A) m_2(B)} = m_3(U) . m_4(U) \]
\[ 1 - m_3(H) . m_4(L) - m_4(L) . m_2(H) - m_2(N) . m_4(H) - m_3(H) . m_4(N) - m_4(N) . m_2(L) - m_1(L) . m_3(N) = 0.3 \cdot 0.3 \]
\[ 1 - 0.7 \cdot 0.7 - 0.7 \cdot 0 - 0.0 - 0.0 - 0.7 - 0.7 = 0.09 \]
\[ m_{22}(L) = \frac{\sum_{0 \leq r < m} m_1(A) m_3(B)}{1 - \sum_{0 \leq r < n} m_1(A) m_3(B)} = m_3(L) . m_4(L) + m_4(L) . m_1(U) + m_1(U) . m_4(L) \]
\[ = \frac{0.91 \cdot 0.2 + 0.91 \cdot 0.2 + 0.09 \cdot 0.2}{1 - 0.91 \cdot 0.2 - 0.0 - 0.91 \cdot 0.4 - 0.2} = 0.382 = 0.841 \]

The same DS reasoning computation presented above is used in our evaluation. Although, the DS theory has the strength of representing unknown or uncertainty, determination of mass values for propositions can be a difficult task, particularly that they can have impact on the other situations. For evaluation of CS and FSI, we use the equations (1) and (2) (discussed earlier). These techniques do not include the sensor’s inaccuracy and could be compared to the DS method more accurately.

The dataset used for evaluation is generated continuously (data rate is 30 records/minute) in ascending order. For this set of experiments, we have used our data synthesizer to represent the different events defined in Table 3 that contribute to the occurrence of each pre-defined situation as well as the uncertain situations. Table 4 depicts a snapshot of 131 context states that is used along with their scales.

<table>
<thead>
<tr>
<th>Context attribute scales</th>
<th>Corresponding DS events</th>
</tr>
</thead>
<tbody>
<tr>
<td>SBP:40-65, DBP: 20-45, HR: 20-45</td>
<td>SBPLow, DBPLow, HRSlow</td>
</tr>
<tr>
<td>SBP:66-80, DBP: 46-60, HR: 46-60</td>
<td>SBPLow, DBPLow, HRMed</td>
</tr>
<tr>
<td>SBP:81-85, DBP: 61-65, HR: 61-65</td>
<td>SBPLow, DBPmed, HRMed</td>
</tr>
<tr>
<td>SBP:86-105, DBP: 66-85, HR: 66-85</td>
<td>SBPmed, DBPmed, HRMed</td>
</tr>
<tr>
<td>SBP:106-130, DBP: 86-110, HR: 86-110</td>
<td>SBPmed, DBPmed, HRHigh</td>
</tr>
<tr>
<td>SBP:136-170, DBP: 116-150, HR: 116-150</td>
<td>SBPHigh, DBPHigh, HRHigh</td>
</tr>
</tbody>
</table>

Fig. 2 presents the results of comparative evaluation of three reasoning approaches of CS, DS and FSI for situations of ‘hypotension’, ‘normal’ and ‘hypertension’.

Fig. 2 shows three approaches of CS, DS and FSI have a relatively similar trend according to context changes. When the data corresponds to a pre-defined situation the results of three approaches almost overlap. This overlapping is more noticeable with the CS and FSI models as they are based on similar heuristics.

However, when changes of data indicate the occurrence of an unknown and uncertain situation, differences of reasoning results between CS, DS and FSI are more apparent. Compared to FSI, the results of situation reasoning by the CS and DS methods show sudden rises and falls with sharp edges when situations change which do not match the real-life situations. This is because the DS and CS approaches do not deal
with delta changes of the values and are not able to reflect the gradual evolution of one situation to another situation. When the value of context attributes decreases or increases, its membership degree also increases and decreases accordingly and gradually. This enables FSI to provide more accurate situation reasoning results in terms of reflecting very minor changes of context.

The evaluation validates the accuracy of the FSI model for situation modeling and reasoning and it also shows that FSI is able to reflect very minor changes of context in situation inference and represent changes in a more gradual and smooth manner.

The evaluation shows that the FSI model is more appropriate approach for representation of human concepts and for reasoning about the real-world situations that are defined by continuous values. Health-related situations are examples of these types of
scenarios where FSI can prove to be more fitting approach compared to the DS and CS reasoning approaches.

7 Conclusion

Situation modeling and reasoning under uncertainty are challenging research tasks in context-aware pervasive computing. Fuzzy logic has the potential to represent the fuzziness and uncertainty that is associated with real-world situations. However, application of a fuzzy approach per se can not be adequate for situation modeling and reasoning in pervasive computing environments. Therefore, it is imperative that a fuzzy modeling and reasoning method to be combined with a rich theoretical basis for supporting context-aware scenarios.

In this paper, we proposed a Fuzzy Situation inference (FSI) model that integrates fuzzy logic into the CS model, a formal and general context reasoning and modeling technique for pervasive computing environments. The strengths of fuzzy logic for modeling imperfect context and reasoning about vague situations are combined with the CS model’s underlying theoretical basis for supporting context-aware and pervasive computing scenarios. An implementation and evaluation of the FSI model were presented through a scenario in health monitoring to highlight the benefits of the FSI technique for context reasoning under uncertainty.

The FSI model is a part of our architecture for adaptive mobile data stream mining. In this project, we use the results of FSI for gradual tuning of parameters of data stream mining algorithms and perform intelligent and real-time analysis of data stream generated from sensors on mobile devices. The analysis is underpinned using situation-aware adaptation. In the future, we intend to explore and model relationships between situations, and extend FSI with learning capabilities so the system can predict situations.
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Abstract. There has been an increasing interest in context-awareness and preferences for database querying. Ranking of database query results under different contexts is an effective approach to provide the most relevant information to the right users. By applying the regression models developed in the statistics field, we present a quantitative way to measure the impact of context upon database query results by means of contextual ranking functions with context attributes and their influential database attributes as parameters. To make the approach computationally efficient, we furthermore propose to reduce the dimensionality of context space, which can not only increase computational efficiency but also help one identify informative association patterns among context attributes and database attributes. Our experimental study on both synthetic and real data verifies the efficiency and effectiveness of our methods.

1 Introduction

With the proliferation of ubiquitous computing which integrates information processing with everyday activities, it is indispensable to provide effective data management support which is affected by preferences and needs of different users under different contexts. Therefore, context-aware preference querying techniques are in great demand. At the same time, the increasing amount of data stored in databases often leads to the many-answers problem. Contextual ranking of database query results according to how well they match user’s preferences becomes an effective approach to make the right information available to the right user under the right context. We use the following running example throughout the paper to illustrate key concepts:

Example 1. Table 1 shows a sun protection product relation with attributes TupleId, Name, Sun-Protection-Factor (SPF), Net Weight, and Price, and Table 2 shows some user-related context information, including monthly income and Ultra Violet Index (UVI) of the place where the user is located, together with some ranking scores that different query users assigned to different products. For instance, when a user is at a place, say Honolulu, with a high UVI, s/he will highly rank the sun protection cream with a high SPF.

In the literature, two lines of research were conducted for database preference querying, namely, quantitative and qualitative [8]. The qualitative approach is to directly specify
preferences on database tuples, typically using binary preference relations and/or rules. A preference relation example is “prefer one book tuple to another if and only if their IS-BNs are the same and the price of the first is lower.” The quantitative approach expresses preferences using scoring functions, which associate numeric scores with database tuples. Tuple $t_1$ is said to be preferred to tuple $t_2$ if and only if the score of $t_1$ is higher than the score of $t_2$.

In [4], van Bunningen et al. took a qualitative approach to model users’ context-aware preference rules using Description Logics. “Eric prefers to watch the TV program on Channel 5 during weekends” is an example of such a context-aware preference rule. While such a knowledge-based approach well suits querying reasoning and inference, it cannot measure the impact of context upon database query results in a relatively precise and quantitative way. In real world applications, the number of users’ preference rules could be so large that figuring out the complete set of rules is usually impossible. Particularly when the rule set is large, confliction may easily emerge from logic rules. The aim of this study is to overcome the shortcomings of the qualitative approach, and investigate the impact of context, as measured in a more general quantitative way, on database querying, with a hope that the combination of qualitative and quantitative methods could complement each other to deliver a more satisfactory solution to context-aware database querying.

This paper reports our preliminary study on contextual ranking of database query results by exploring statistic correlations between context attributes and database attributes instead of generating hard-coded preference rules. We apply the regression models well-developed in the statistic field to approximate contextual ranking functions on context attributes and database attributes. As the context space encompasses multiple dimensions about users and external environments, data collection in the context database usually leads to an information overload. This enormity inevitably brings serious computational problems to the statistic relationship investigation between database tuples and context attributes. Therefore, we perform context selection to remove irrelevant and/or redundant context dimensions in order to improve the efficiency of ranking.
functions’ learning and enhance the comprehensibility of learning results. We expect a small subset of context attributes which gives adequate measurement accuracy with a reasonable computational cost. On the other hand, in trying to understand the effect of context on database tuples, it may be desirable to consider context attributes which are either known or believed to affect the ranking scores. Empirical experiments are conducted to compare the performance of statistic regression models for context-aware query and demonstrate necessity and effectiveness of our context selection strategy.

The contribution of the paper is two-fold. First, we present a quantitative mechanism to measure the impact of context upon database query results by means of contextual ranking functions with context attributes and database attributes as parameters. Second, we present a method of reducing dimensionality of context space which not only increases computational efficiency but also helps us identify informative patterns among context attributes and database attributes, that is, which context elements influence the query answer. Dimension reduction is extremely important because there are always unavoidable gaps between tools and representations. Our context selection method could be considered as an instrument bridging the gaps.

The rest of this paper is organized as follows. We review some closely related work in Section 2. Contextual ranking of database query results is discussed in Section 3. We describe techniques for context selection in Section 4. In Section 5, we present our evaluation results on both synthetic and real data sets. Finally, Section 6 concludes the paper.

2 Related Work

In this section, we review two pieces of work which are closely related to this study.

**Context-Aware Preference Querying.** Users’ context-aware preferences over database tuples can be expressed through either quantitative scores bound to interesting tuples, or qualitative relations/rules to be satisfied by interesting tuples, taking context information into account. For example, Stefanidis et al. used a combination of context and non-context attribute-value pairs associated with a degree of interest to define a context-aware preference [22]. They gave a hierarchical model for expressing contextual preferences [23], and proposed to locate and score database tuples corresponding to the given context descriptor. In a recent work, they grouped context-aware preferences based on score similarity, where similarity for each of context parameters is defined according to the path distance and the depth of the hierarchy levels. The distance between the context states is defined as the weighted sum of value distances [21].

Without considering context, Agrawal and Wimmers drew a general framework for quantitatively expressing and combining multiple preference functions [2]. Kießling [15], Koutrika and Ioannidis [16] presented rich preference models which associate degrees of interest with preferences over a database schema.

Recently, learning to rank starts to receive attention in the web search domain, where Chen et al. [7] proposed a two-phased framework for training ranking functions. First, manually labeled examples are used to train a base linear model. Second, user preference examples are used to tune the base model parameter. They derived user preferences from “clickthrough data” which is the query log of the search engine in connection with the log of links the users clicked [14].
In comparison, Agrawal et al. adopted a qualitative approach to present and utilize preference relationships among tuples to precompute tuple orderings and use them to provide ranked query answers [11]. van Bunningen et al. illustrated a knowledge-based way to model context-aware preference rules, where both contexts and preferences are treated in a uniform way using Description Logics [4]. Database query results are ranked according to the weights of preference rules and degrees of context uncertainty [5].

The work reported in this paper distinguishes from the previous ones in the following two aspects. First, we take a quantitative approach, and exploit the regression models well-developed in the statistics field to precisely measure the impact of context-awareness upon database querying by learning contextual ranking functions on context and database attributes. Second, to increase computational efficiency and meanwhile target at more informative patterns, we propose a method to reduce high-dimensional context space prior to function learning and invoking for query result ranking.

**Dimension Reduction.** Dimension reduction and feature selection play a pivotal role in statistics, machine learning, and pattern recognition. Traditional algorithms in machine learning and data mining suffer from the curse of dimensionality [3], which refers to the very slow convergence rate of any estimator to the true value of a multivariate smooth function defined on a high dimensional space. Liu and Motoda offers an excellent overview of various feature selection techniques [18]. Principal Component Analysis is a classical statistical method for transforming and re-expressing multivariate data which seeks to identify and understand patterns of association across variables [17]. It is an unsupervised technique which does not include label information of data, by contrast Linear Discriminant Analysis uses the label information to discover an informative projection on which the two classes are better separated [9]. Spectral Regression proposed in [6] is based on regression and spectral graph analysis and can be performed in a supervised/supervised/semi-supervised situation.

### 3 Conceptual Ranking of Database Query Results

In comparison with traditional non-context-aware relational database querying whose query result is a set of tuples satisfying the query condition, the answer to a context-aware database query is a ranked list of database tuples, whose ordering is based on how well the user may prefer the tuples, taking both the query condition and the query context into account.

Formally, let \( R(A_1, A_2, \ldots, A_m) \) be a relation schema containing \( m \) attributes \( A = \{A_1, A_2, \ldots, A_m\} \), whose domains are denoted as \( \text{Dom}(A_1), \text{Dom}(A_2), \ldots, \text{Dom}(A_m) \), respectively. A relation of the relation schema \( R(A_1, A_2, \ldots, A_m) \), denoted by \( r(R) \), is a set of tuples \( r(R) = \{t_1, t_2, \ldots, t_s\} \). Each \( m \)-tuple \( t \) is an ordered list of \( m \) values \( t = \{t.A_1, t.A_2, \ldots, t.A_m\} \), where each value \( t.A_i \), \( 1 \leq i \leq m \), is an element of \( \text{Dom}(A_i) \). In a similar fashion, an \( n \)-dimensional context space \( CS(C_1, C_2, \ldots, C_n) \) contains \( n \) context attributes \( C = \{C_1, C_2, \ldots, C_n\} \), whose domains are denoted as \( \text{Dom}(C_1), \text{Dom}(C_2), \ldots, \text{Dom}(C_n) \), respectively. A context of the context space, denoted by \( c(CS) \), consists of a set of context instances \( c(CS) = \{c_1, c_2, \ldots, c_l\} \).
{u_1, u_2, \ldots, u_n}. Each n-tuple u is an ordered list of n values \( u = \langle u.C_1, u.C_2, \ldots, u.C_n \rangle \), where each value \( u.C_j, 1 \leq j \leq n \), is an element of \( \text{Dom}(C_j) \).

In this study, we distinguish database attributes from context attributes in that: database attributes (like \textit{Price} and \textit{NetWT}) are subject-oriented and inherent characteristics of database entity \textit{product}; while context attributes (like \textit{Income} and \textit{UVI}) are more user/environment-related whose values vary under different query contexts.

**Definition 1.** Let \( t \in r(R) \) be a tuple of relation \( r(R) \), and let \( u \in c(CS) \) be a context instance of context \( c(CS) \). A \textbf{contextual ranking of database tuple} \( t \) under \( u \) is defined as a function: \( f(t.A_1, t.A_2, \ldots, t.A_m, u.C_1, u.C_2, \ldots, u.C_n) = s \in [0, 1] \).

**Definition 2.** Let \( t, t' \in r(R) \) be two tuples of relation \( r(R) \), and let \( u \in c(CS) \) be a context instance of context \( c(CS) \). We call \( t \) is preferred to \( t' \) under \( u \), if and only if

\[
f(t.A_1, \ldots, t.A_m, u.C_1, \ldots, u.C_n) \geq f(t'.A_1, \ldots, t'.A_m, u.C_1, \ldots, u.C_n)
\]

With the contextual ranking function, we can rank the answer to a context-aware database querying accordingly.

**Definition 3.** Given a database query \( q \) over relation \( r(R) \) under context instance \( u \in c(CS) \), let \( T_q \subseteq \{t_1, t_2, \ldots, t_q\} \) be a set of tuples satisfying the query condition of \( q \) without loss of generality. The \textbf{contextual ranking of query answer} \( T_q \) is defined as a function:

\[
CQ(T_q, u) = \{(t_i, s_i) \mid (t_i \in T_q) \land (s_i = f(t_i.A_1, \ldots, t_i.A_m, u.C_1, \ldots, u.C_n))\}
\]

**Example 2.** Suppose a query is issued under context instance \( u_3 \) to request sun products where \( (\text{NetWT} < 100) \) (Table 1) with \( \{t_1, t_2, t_5\} \) as the result tuples. According to Table 2,

\[
f(t_1, \text{SPF} = 50, t_1.\text{Price} = 47, u_3.\text{Income} = 8000, u_3.\text{UVI} = 1) = 0.150, \\
f(t_2, \text{SPF} = 40, t_2.\text{Price} = 9.99, u_3.\text{Income} = 8000, u_3.\text{UVI} = 1) = 0.107, \text{and} \\
f(t_5, \text{SPF} = 150, t_5.\text{Price} = 180, u_3.\text{Income} = 8000, u_3.\text{UVI} = 1) = 0.099.
\]

Thus, we have \( CQ(T_q, u_3) = \{(t_1, 0.150), (t_2, 0.107), (t_5, 0.099)\} \) as the final ranked query answer.

The establishment of an appropriate ranking function relies on users’ subjective knowledge within a specific problem domain. Hence, the method proposed in this paper needs users to provide their preferences (measured in scores) to database tuples under various contexts. We use these information to learn the scoring function \( f \), which is later used to predict users’ inclinations to tuples under future (un)known contexts.

Now we can generalize our problem to adequately approximate a function of several to many variables given only the values of the function at various points in a dependent variable space. The goal is to model the dependence of a response variable score \( y \) on predictor variables \( x_1, \ldots, x_{m+n} \). The system that generates the data can be described as: \( y = f(x_1, x_2, \ldots, x_{m+n}) + \epsilon \), where \( \epsilon \) is iid (independent and identically distributed) random error following \( N(0, \sigma^2) \).

The single valued deterministic function of \( f \) with \( m + n \) dimensional arguments portrays the joint predictive relationship of score \( y \) on target values for database and
context attribute values $x_1, ..., x_n, ..., x_{m+n}$. In practical applications, a wide range of studies often encounter the problem of reconstructing an unknown function $f$ from a finite set of discrete data. In the following, let’s review the fruitful results achieved by the statistics community.

A Brief Review of Regression Models. Regression Analysis is one of the most widely used methods of investigating the statistical relationship between a set of predictor variables and a response variable. It is most often helpful when the predictor variables cannot be controlled, as when they are sampled in the observational study. The form of the model that is thought to relate the response variable to a set of predictor variables can be specified initially by the experts in the area of study based on their knowledge or their objective and/or subjective judgements. The hypothesized model can then be either confirmed or refuted by the analysis of the collected data. We need to select the form of the function $f(x_1, x_2, ..., x_r)$. This function can be classified into two categories: linear and nonlinear.

I. Linear Regression Model
Let $x_1, x_2, ..., x_r$ be $r$ predictor variables or regressors thought to be related to a response variable $Y$. The linear regression model with a single response takes the form

$$Y = \beta_0 + \beta_1 x_1 + ... + \beta_r x_r + \epsilon$$

The term “linear” refers to the fact the models are linear in the unknown parameters $\beta_0, \beta_1, ..., \beta_r$.

With $n$ independent observations on $Y$ and the associated regressor variable $x_{ij}$ ($x_{ij}$ denotes the $i$th observation of variable $x_j$), the complete model is

$$Y_1 = \beta_0 + \beta_1 x_{11} + \beta_2 x_{12} + ... + \beta_r x_{1r} + \epsilon_1$$
$$Y_2 = \beta_0 + \beta_1 x_{21} + \beta_2 x_{22} + ... + \beta_r x_{2r} + \epsilon_2$$
$$\vdots$$
$$Y_n = \beta_0 + \beta_1 x_{n1} + \beta_2 x_{n2} + ... + \beta_r x_{nr} + \epsilon_n$$

where the error terms are assumed to have the following properties:
1. $E(\epsilon_j) = 0$;
2. $\text{Var}(\epsilon_j) = \sigma^2$;
3. $\text{Cov}(\epsilon_j, \epsilon_k) = 0, j \neq k$.

In matrix terms,

$$\mathbf{y} = \mathbf{X}\beta + \mathbf{\epsilon}$$

II. Polynomial Regression Model
The model previously considered have specified a linear relationship between the predictor variables and the response variable. This restriction excludes many nonlinear mathematical forms. Polynomial regression model extends the simple linear regression to include higher order terms. The second-degree polynomial model in two variables is:

$$Y_i = \beta_0 + \beta_1 X_{i1} + \beta_2 X_{i2} + \beta_{11}X_{i1}^2 + \beta_{12}X_{i1}X_{i2} + \beta_{22}X_{i2}^2 + \epsilon_i$$
Multivariate Adaptive Regression Splines

Multivariate Adaptive Regression Splines (MARS) was first introduced by Friedman \[11\] to efficiently approximate the relationship between a dependent variable and a set of explanatory variables in a piece-wise regression. MARS is an adaptive procedure for regression, and is well suited for high dimensional problems (i.e., a large number of inputs), where the curse of dimensionality would probably create problems for other techniques.

MARS is a nonparametric regression procedure that makes no assumption as to how the dependent variables are related to predictors. Because the relationship between the context values, attributes and score value is unknown, MARS is particularly fit for approximating the scoring function $f$ when parametric models are helpless.

MARS uses "hockey stick" basis functions of the form $(x - t)_+$ and $(t - x)_+$ which are the building blocks of the model. The "+" denotes positive part, so

\[
(x - t)_+ = \begin{cases} 
  x - t, & \text{if } x > t, \\
  0, & \text{otherwise}
\end{cases}
\]

\[
(t - x)_+ = \begin{cases} 
  t - x, & \text{if } x < t, \\
  0, & \text{otherwise}
\end{cases}
\]

Each function is piecewise linear, with the parameter $t$ as the knot of the basis function. The pair of functions is called a reflected pair \[12\]. The set of basis functions is

\[
\mathcal{F} = \{ (X_j - t)_+, (t - X_j)_+ \}_{t \in x_{j_1}, x_{j_2}, ..., x_{N_j}}^{j = 1, 2, ..., p}.
\]

Then, we use functions from the set $\mathcal{F}$ and their products to build the model. Thus the model takes the form

\[
f(X) = \beta_0 + \sum_{m=1}^{M} \beta_m B_m(X),
\]

where each $B_m(X)$ is a function in $\mathcal{F}$, or a product of several such functions. The algorithm consists of four steps:

**Step 1:** Start with the $B_0(X) = 1$.

**Step 2:** Search the space of basis functions for each predictor variable and split point. $\beta_m$ for each $B_m$ is estimated by the minimization of the residual sum-of-squares.

**Step 3:** Run Step 2 recursively until a model with some preset maximum number of terms is built.

**Step 4:** The basis functions which contribute least to the accuracy of the fit are removed.

4 Context Space Reduction

To learn an appropriate contextual ranking function, it is desirable to reduce context space first due to the following reasons. First, in many real situations, a context attribute is highly correlated to a certain database attribute. For example, users at the areas with
very high ultra-violet radiation levels are usually more interested in high SPFs provided by sunscreen lotions. Second, a subset of context attributes is usually adequate for producing accurate prediction within a reasonable cost, as demonstrated by our experiment. Third, data collection usually leads to an information overload. Working with fewer context dimensions can not only increase computational efficiency but also make it easier to identify interesting patterns. Fourth, in complex situations, the relationships between context attributes and database attributes tend to be obscure, and it is not easy to manually select context attributes which affect the ranking of query results.

As a starting point, we make two assumptions related to contextual ranking functions in this study: 1) context attribute set and database attribute set have a bijective relationship, which is pre-specified by users; 2) The bijective association between a database attribute and a context attribute has a monotonic property.

**Definition 4.** Context attribute set $C$ and database attribute set $A$ have a bijective relationship, if and only if every element $C_j \in C$ has a relationship with only one corresponding element $A_i \in A$, and vice versa. We use $(A_i, C_j)$ to denote the bijective pair of database attribute $A_i$ and context attribute $C_j$.

With the bijective relationship assumption, the examination of context influence upon database query results can be translated into individually examining the effect of each context attribute upon its corresponding bijective database attribute.

**Definition 5.** $(A_i, C_j)$, where $(A_i \in A)$ and $(C_j \in C)$, is called a monotonic bijective pair if $(A_i, C_j)$ is a bijective pair; and meanwhile for $\forall t, t' \in r(R), \forall u, u' \in c(CS)$, $f(t.A_i, u.C_j) \leq f(t'.A_i, u'.C_j)$ subject to either of the following two conditions: 1) if $(t.A_i \leq t'.A_i)$, then $(u.C_j \leq u'.C_j)$; or 2) if $(u.C_j \leq u'.C_j)$, then $(t.A_i \leq t'.A_i)$.

Referring to Table 1 and 2, the product attribute $SPF$ and context attribute $UVI$ is a monotonic bijective pair: the higher the value of context attribute $UVI$ is, the higher the value of product’s $SPF$ is preferred by users, leading to a higher rank value assigned to the corresponding product tuple.

Therefore, our context selection task degrades to search for a subset of bijective context and database attribute pairs according to a certain criterion. With each state in the search space specifying a subset of bijective pairs, the search space is $O(2^N)$ where $N$ is the number of bijective context and database attribute pairs. When $N$ is large, exhaustive search will be computationally prohibitive. Before presenting our context selection method, we first introduce some notions.

**Definition 6.** Given a list of comparable values $L = <l_1, l_2, \ldots, l_x>$, we define a position list function over $L$, $Posi(L) = L'$, which maps $L$ to a new list $L'$, whose elements are non-negative integers, indicating the ordering positions of the elements in $L$. We denote the position of element $l_i$ of $L$ by $posi(l_i, L)$. That is, $Posi(L) = <posi(l_1, L), posi(l_1, L), \ldots, posi(l_x, L)>.$

**Example 3.** Given a list $L = <100.0, 80.0, 200.5>$, $posi(100.0, L) = 2$, $posi(80.0, L) = 1$, and $posi(200.5, L) = 3$. Therefore, $Posi(L) = <2, 1, 3>.$
Definition 7. Let $L = \langle l_1, l_2, \ldots, l_x \rangle$ and $L' = \langle l'_1, l'_2, \ldots, l'_x \rangle$ be two lists of the same length. A **minus** operator upon $L$ and $L'$ is defined as: $L - L' = \langle l_1 - l'_1, l_2 - l'_2, \ldots, l_x - l'_x \rangle$.

Apparently, the binary **minus** operator defined above is a closed operator.

Definition 8. Given a set of contextually ranked database tuples of the form $[t, u, s]$ where $(t \in T) \land (u \in U) \land (s \in [0, 1])$, let $L_{A_i} = \langle t_1.A_i, t_2.A_i, \ldots, t_{|T|}.A_i \rangle$ be a list of database attribute $A_i$'s values from $Dom(A_i)$; let $L_{C_j} = \langle u_1.C_j, u_2.C_j, \ldots, u_{|T|}.C_j \rangle$ be a list of context attribute $C_j$'s values $Dom(C_j)$; and let $L_S = \langle s_1, s_2, \ldots, s_{|T|} \rangle$ be a list of ranked values given by users beforehand. We define the **impact factor** of context attribute $C_j$ upon database attribute $A_i$, given $[T, U, S]$, as:

$$Imp(A_i, C_j)|_{[T, U, S]} = \left| r_s(Posi(L_{C_j}) - Posi(L_{A_i}), L_S) \right|.$$

Here, $r_s$ is the well-known Spearman rank correlation coefficient [13] defined as:

$$r_s(L_1, L_2) = 1 - 6 \frac{\sum d^2}{N(N^2 - 1)},$$

where $d$ is the difference in statistical rank of corresponding variables in $L_1$ and $L_2$, and $N$ is length of $L_1$.

Through the impact factor of a context attribute upon a database attribute, we can quantitatively measure their association strength in terms of whether a context attribute value coordinates well with the corresponding database attribute value. In other words, when their positions’ difference within respective value lists is small, the ranking score is high. According to the impact factors of context attributes upon their bijective database attributes, we can identify those influential context and database attribute pairs whose impact factors are above a certain threshold $\sigma$, i.e., $Imp(A_i, C_j)|_{[T, U, S]} \geq \sigma$. Algorithm 1 shows how to make context-database attribute pair selection in order to reduce context dimensionality.

**Algorithm 1. The ContextSpaceReduction Algorithm**

**Input:** a set of monotonic bijective context and database attribute pairs, a set of contextually ranked tuples of the form $[t, u, s]$ where $(t \in T) \land (u \in U) \land (s \in [0, 1])$;

**Output:** a selected subset of monotonic bijective context and database attribute pairs.

1. **for all** bijective pairs $(A_i, C_j)$ **do**
2. \hspace{1em} $L_{A_i} \leftarrow \langle t_1.A_i, t_2.A_i, \ldots, t_{|T|}.A_i \rangle$
3. \hspace{1em} $L_{C_j} \leftarrow \langle u_1.C_j, u_2.C_j, \ldots, u_{|T|}.C_j \rangle$
4. \hspace{1em} $L_S \leftarrow \langle s_1, s_2, \ldots, s_{|T|} \rangle$
5. \hspace{1em} $L_{diff} \leftarrow Posi(L_{A_i}) - Posi(L_{C_j})$
6. \hspace{1em} compute $r_s(L_{diff}, L_S)$
7. **if** $|r_s(L_{diff}, L_S)| < \sigma$ **then**
8. \hspace{1em} drop $C_j$
9. **end if**
10. **end for**

Given a set of contextually ranked database tuples $T$ under context, and let $w$ be the total number of bijective pairs of context attributes and database attributes. The function $Posi$ executes the sorting operation which takes $O(|T| \log |T|)$ time complexity. Other operations within the inner loop take linear time. Therefore, the time complexity of the context selection algorithm is $O(w \times |T| \log |T|)$. 


5 Evaluation

We did some experiments on both synthetic and real data to test the efficiency and effectiveness of our approach. All the tests were performed on a computer with Intel Core Duo CPU L7500 1.60GHz and 2G of Memory. The computer runs Windows Vista, and the algorithms were implemented in S language.

5.1 Experimental Data

Synthetic Data. Taking the running example in Section 1 for reference, assume we have two monotonic bijective pairs, \((SFP,UVI)\) and \((Price,Income)\). The behavior of such monotonic bijective relationships implies that, the closer the values of \(v_{SFP} \) and \(k \cdot v_{UVI} - a\) (or \(v_{Price}\) and \(l \cdot v_{Income} - b\)) are, the higher the contextual ranking function shall return. For simplicity, here, we use \(v_{SFP}\) to represent a value of the database attribute \(SFP\) related to a product tuple, and \(v_{UVI}\) to represent a value of the context attribute \(UVI\) under a certain context instance. \(k, l, a, b\) are constant values. We generate 3 synthetic data sets by following different forms of ranking functions.

Dataset 1. The contextual ranking function is set to \(f(v_{SFP}, v_{UVI}) = -|v_{SFP} - k \cdot v_{UVI} + a| \cdot 0.935 + 100.311\) (where \(k=7.667, a=-15\)). The values of \(UVI\) and \(SFP\) are uniformly generated in the range of \([0, 15]\) and \([15, 130]\), respectively. In total, we generate 10k records in the form of \((v_{SFP}, v_{UVI}, f(v_{SFP}, v_{UVI}))\). Figure 1(a) demonstrates Dataset 1.

Dataset 2. The contextual ranking function is set to \(f(v_{SFP}, v_{UVI}) = 5/|v_{SFP} - k \cdot v_{UVI} + a|\) (where \(k=7.667, a=-15\)). The setting of \(UVI\) and \(SFP\) values is the same as in Dataset 1, with totally 10k records generated. Figure 1(b) shows uniformly sampled 200 records of Dataset 2.

Dataset 3. Besides the bijective pair \((SFP,UVI)\), we incorporate another bijective pair \((Price,Income)\) into the contextual ranking function: \(f(v_{SFP}, v_{Price}, v_{UVI}, v_{Income}) = 10/(|v_{SFP} - k \cdot v_{UVI} + a| + |v_{Price} - l \cdot v_{Income} + b|)\) (where \(k = 7.667, l = 0.0095, a = -15, b = -10.5\)). The values of \(v_{Price}\) and \(v_{Income}\) are also generated with a uniform distribution in the range of \([20, 200]\) and \([1000, 20000]\), respectively. The total number of records in the form of \((v_{SFP}, v_{Price}, v_{UVI}, v_{Income})\) varies from 100k to 500k.

![Fig. 1. Scatter plot of synthetic data](image-url)
To test context space reduction, we meanwhile add one more context attribute value \( v_{\text{Age}} \) in the range of [15, 90], and one more product attribute value \( v_{\text{ProductionDate}} \) in the range of [2004, 2008] to each record. We also added Gaussian random noises to the synthetic data generation and witness that the experimental results are not easily disturbed by the noises.

**Real Data.** We invited 10 people to rank product tuples of different attribute values under different context instances, which are organized in the following 4 groups:
1) \((v_{\text{SPF}}, v_{\text{UVI}})\); 2) \((v_{\text{Price}}, v_{\text{Income}})\); 3) \((v_{\text{ProductionDate}}, v_{\text{Age}})\); 4) \((v_{\text{SPF}}, v_{\text{Price}}, v_{\text{ProductionDate}}, v_{\text{UVI}}, v_{\text{Income}}, v_{\text{Age}})\). Each group has 20 (record) * 10 (people) = 200 records for learning and testing the contextual ranking function. Figure 2 plots our surveyed data of \((v_{\text{UVI}}, v_{\text{SPF}}, \text{score})\) in 3-dimensional space with UVI as x-axis, SPF as y-axis, and score as z-axis.

For both synthetic and real data sets, we take 80% of each to learn the contextual ranking function, and 20% for testing purpose.

### 5.2 Basic Experiments

Three regression models described in Section 3, i.e., the Generalized Linear Model (GLM), polynomial regression, and Multivariate Adaptive Regression Splines (MARS), are exploited to learn the contextual ranking function. We examine how good the regression models fit the data by means of the deviance residual measurement, recommended by McCullagh and Nelder [19]. The deviance value is written in the form of
\[
\sum_{i=1}^{n} d_i = D(\beta),
\]
where \( d_{i,r} = [\text{sgn}(y_i - \hat{\mu}_i)] \cdot \sqrt{d_{i}}, i = 1, 2, ..., n \) is called deviance residual [20].

Results on both synthetic data and real data - Group 1 \((v_{\text{SPF}}, v_{\text{UVI}}, \text{score})\), as shown in Figure 3, demonstrate the feasibility of regression models for learning contextual ranking functions, where MARS and polynomial regression are more robust than GLM under different datasets.

### 5.3 Performance of Context Selection

We ran the experiments on synthetic Dataset 3 to investigate how much we can gain by context space reduction. The original Dataset 3 contains three context and database
attribute pairs. The context selection algorithm will eliminate the pair \((\text{ProductionDate}, \text{Age})\). In Figure 4(a), blue, red, and green solid lines stand for the performances of polynomial regression, MARS, and GLM, respectively before context selection. Their dashed counterparts stand for the performances after context space reduction. Experimental results justify that our context selection algorithm can greatly increase computational efficiency, especially for MARS and polynomial regression which usually need to take longer time than GLM.

Besides efficiency, we also study the effectiveness of context selection (where \(\sigma = 0.85\)). We call the output ranking result an inversion ranking if \(t\) is preferred to \(t'\) in testing data but \(t'\) is preferred to \(t\) in the predicting output. With it, we define an Accuracy metric as one minus the proportion of the number of inversion rankings to the maximum possible number of inversions rankings.

From the results presented in Figure 4(b), it is interesting to see that context selection can not only increase execution efficiency, but also improve the ranking effectiveness compared to the non-context selection strategy.

We test the context selection strategy on the real data - Group 4. Due to the impact factor of context attribute Age upon ProductionDate is less than \(\sigma\), which is set to 0.85, we eliminate this pair. Figure 5 shows almost no loss in accuracy after we reduce the context space.
6 Conclusion

Studying the impact of context attributes upon certain database attributes is fundamental and crucial to context-aware database querying. In this paper, we exploit the use of regression models developed by the statistics community to contextually rank database query results. We propose to reduce the context search space so as to increase efficiency and meanwhile enhance our understanding of the inherent relationship between contexts and attributes. Unlike traditional principal component analysis methods to reduce dimensionality, our algorithm is based on rank correlation coefficients to eliminate irrelevant contexts and avoid transformation which could make context information less interpretable. We evaluate the performance of the approach and demonstrate that our algorithm increases the efficiency and effectiveness of regression models with dimension reduction. In the future, we plan to investigate different dimensionality reduction techniques on hierarchical contexts, and integrate qualitative and quantitative approaches together to deal with context-aware database querying.
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Abstract. High quality context information plays a vital role in adapting a system to the rapidly changing situations. However, the diversity of the sources of context information and the characteristics of the computing devices strongly impact the quality of context information in pervasive computing environments. Quality of Context parameters can be used to characterize the quality of context information from different aspects. In this paper, we quantify the Quality of Context parameters to present them in a suitable form for use with the applications in pervasive environments. We also present a mechanism to tailor the Quality of Context parameters according to the needs of an application and then evaluate these parameters. Enrichment of context information with Quality of Context parameters enhances the capabilities of context-aware systems to effectively use the context information to adapt to the emerging situations in pervasive computing environments.

1 Introduction

Designing an adaptive system in pervasive computing environments faces a stern challenge because of the limitations of the quality of context information [2]. Context information has an innate characteristic of imperfection [4] and its quality is highly influenced by the way it is acquired in pervasive computing environments [28]. Diverse sources of context information, ranging from physical and logical sensors to user interfaces and applications on mobile devices, also affect the quality of the context information and context information can be imperfect [13].

Many research efforts have been done to provide and use context information to achieve the vision of pervasive computing environments since it has been presented in [29]. However, as indicated in [1], existing systems rarely give any consideration to the quality of context information. Previous studies show that the applications using context information either make wrong assumptions about its quality [5,7,13] or perform extra effort to deal with the uncertainty of context information [20].

As discussed in [14], “context information is (a) incorrect if it fails to reflect the true state of the world it models, (b) inconsistent, e.g., by containing contradictory information, or (c) incomplete if some aspects of context are unknown”. Therefore, possessing the knowledge about the quality of the context information plays an important role in using that information effectively and achieving the capability of context awareness.

* This research is partially supported by the European Union through the FP6-2005-IST-5-034749 project WORKPAD.
Subsequently, research efforts have been undertaken to model the quality of context information \cite{12,22}. The term “Quality of Context (QoC)” has been coined in \cite{3} and is defined as “any information that describes the quality of information that is used as context information”. QoC parameters have also been listed as the probability of correctness, trust-worthiness, resolution, and up-to-dateness \cite{3}. However, few works \cite{16,23} have discussed the evaluation of QoC parameters. There has not been any work which presents and evaluates the QoC parameters as the worth of context information for an application and provides the context information enriched with these QoC parameters.

In this paper we evaluate the QoC and relate QoC to the worth of context information for an application. We classify QoC into QoC sources and parameters. QoC sources are the information about the sources that collect context information, the environments where that context information is collected, and the entities about which the context information is collected. These QoC sources are used to evaluate QoC parameters that indicate the worth of context information for an application. Context information enriched with QoC parameters is provided to the applications to make them aware of the quality of context information they use. We also discuss our context information model that represents the context information enriched with QoC parameters. We have implemented our approach to provide context information enriched with QoC parameters to support adaptiveness in disaster response activities.

The rest of the paper is organized as follows: Section 2 illustrates a scenario and discusses the motivation for our work. Section 3 gives an overview of related work and compares them with our approach. Section 4 presents a classification of QoC sources and QoC parameters. Our approach to evaluate the QoC parameters is presented in Section 5. We discuss our context information model enriched with QoC parameters in Section 6. Our prototype implementation is explained in Section 7. Finally, we conclude the paper and discuss future work in Section 8.

2 Motivation and Scenario

In August 2002, widespread persistent rain led to the catastrophic floods in many parts of Central Europe. There were extreme rainfall events in Austria on numerous rivers north of the Central Alps starting from the west. The northern Federal Provinces of Upper and Lower Austria as well as the Federal Province of Salzburg were particularly affected. This event brought rainfall of extraordinary extent and flood recurrence intervals from several years to more than 100 years. Loses of human life and livestock, damages on the infrastructure, buildings, public and private properties rose the public awareness and the demand for improvement of future flood mitigation measures, innovative alert systems and new technological solutions needed to improve the rescue activities and the analysis of the damage caused by the floods.

This scenario is illustrated in \cite{11} and is supported in the EU project WORKPAD \cite{25}. In this project, we aim at facilitating people, performing rescue work in such situations, by providing context information to them. Field workers, participating in the rescue activities and equipped with mobile devices, share context information among themselves and send it to the back end by using context information management services as described in our ESCAPE framework \cite{27}. But due to the unawareness about
the quality of information, people face problems in using this information. For example, in aforesaid scenario, a geographical information specialist makes an analysis of the damage caused by the flood and provides this information to the organizations participating in the rescue activities. He receives context information from the field workers and combines it with the data stored in a geographical information system (GIS) to update the current flood situation. As there are usually more than one context source providing information of the same entity in the field, he has to make analysis of all information to be aware of the quality of that information. The photos taken all look the same and he has often not been able to select one of them and relate it to the digital map stored in the GIS. These problems not only cost him time and effort, but also affect the quality of his work. Context information, enriched with QoC parameters such as up-to-dateness, trust-worthiness, completeness, and significance, allows him to know the quality of context information without looking at the contents of context information, and thus substantially improving his work.

3 Related Work

Quality of context information, gathered in pervasive computing environments, has been considered unsatisfactory since the start of research in context-aware systems [7, 14]. It has also been considered a challenge to deal with this shortcoming of the quality of context information in the development of context-aware systems [8, 12]. But only few works [14, 8] have used metadata to indicate characteristics of context information and advantages of modeling metadata with context information, e.g., [15]. Subsequently, problems associated with this imperfection of context information and its causes have been explored in more detail [13]. Here, we discuss the works that defined the term Quality of Context, identified the parameters to indicate the Quality of Context, and evaluated some of them.

3.1 Quality of Context

Quality of Context (QoC) was first defined in [3] as “any information that describes the quality of information that is used as context information”. Later on, QoC has also been defined in [17] as “any inherent information that describes context information and can be used to determine the worth of information for a specific application”. Precision, probability of correctness, trust-worthiness, resolution, and up-to-dateness has been identified as important QoC parameters in [3]. This list has been extended to include accuracy, completeness, representation consistency, and access security selected on the basis of user’s concern in the quality of context information [16]. The characteristics of the sensor, the situation of the specific measurement, the values expressed by the context information object itself, and the granularity of the representation format have also been identified as the sources to determine QoC [17].

However, these works have not provided the QoC parameters in a form that can show the worth of context information for an application and to allow those parameters to be used by an application. They have also not made any distinction between the QoC indicators which can be used to calculate high level QoC parameters for application usage.
3.2 QoC Evaluation

Though QoC parameters have been indicated and context information models have been designed to accommodate these parameters with context information [12, 21, 24, 30], few works have tried to evaluate these parameters. In [22], incompleteness, inconsistency and variation in precision of context information have been identified as sources of imperfection in context information. A three-layered model, for user context management, has been discussed to handle this problem of imperfect context information. However, only the age of context information has been used to measure the confidence in context information that is not enough to indicate the quality of context information in pervasive computing environments.

An analysis of QoC indicators, such as precision, freshness, spatial resolution, temporal resolution, and probability of correctness and different options to quantify these parameters, has been done in [23]. Later, this work has used these QoC parameters to enforce the user privacy policy in a health tele-monitoring scenario. But no mechanism has been provided to evaluate these parameters for context information and provide these parameters to the applications. As compared to their work, we have also related QoC parameters to the worth of context information for an application.

A relationship between dimensions of information quality and QoC parameters have been discussed in [16]. Accuracy, completeness, representation consistency, access security, and up-to-dateness have been selected as quality dimensions of context information. This work used a statistical estimation method to calculate the accuracy of sensor data in smart homes. However, their method to measure accuracy is only appropriate in those cases where sensors get continuous data around some average value, e.g., via temperature sensors. Completeness is also measured as the ratio of available attributes to total number of attributes for a specific context object. This work has also not provided the evaluation of enough QoC parameters to be useful with the applications in pervasive computing environments.

4 QoC Classification

As we aim at relating QoC to the worth of context information for an application, we classify QoC into QoC sources and QoC parameters. QoC sources are the quantities which are sensed from the environment or profiled as the configuration of a system. But as these values are not appropriate for use with an application, they are transformed to higher level QoC parameters that are in more suitable form for computational use. Context information is then annotated with these QoC parameters and is provided to users or applications.

Let \( O \) be a context object that has context information about a real world entity \( E \). The context object \( O \) is collected by a sensor \( S \). Sensor \( S \) can be a physical sensor or a logical sensor, e.g., user interfaces and applications on a portable device.

4.1 QoC Sources

QoC sources describe the information about the source of context information, environment in which context information is gathered and a context information object itself.
They include information that have been sensed from the environment, derived from existing information, or profiled at the source of context information. These values will be used to determine the QoC parameters. Figure 1 shows the QoC sources which are collected along with context object. Here we will give a short description of each of them.

SourceLocation is the geographical location of the source that collects the context object and InformationEntityLocation is the geographical location of the entity that is represented by that context object. SourceLocation along with InformationEntityLocation will be representing the space resolution. They help to decide about the trust-worthiness on the context object. For example, if we have more than one context object, representing the same entity in the environment, the context object reported by the source that is nearest the entity will get maximum value of trust-worthiness, provided that all the sources are collecting the information with the same accuracy.

MeasurementTime is the time at which context information is measured. SensorDataAccuracy is the accuracy with which a sensor can collect a context object. SourceState indicates whether the source of information is dynamic or static. For example, sensors measuring temperature are fixed at different places in a city. These sources have static value for the SourceState. While sensors embedded in a portable device carried by a human have dynamic value for the SourceState, e.g., GPS sensors embedded in mobile phones. SourceCategory indicates category that a source of context information can have in pervasive computing environments. Possible values for the SourceCategory can be sensed, profiled, derived, and static [13]. LifeTime is the period of time after which context information becomes obsolete and it is necessary to take its value again. For example, the location of fast moving vehicle may has less value regarding lifetime as compared to the location of a walking person.

CriticalValue of context information will indicate that this information is crucial in a specific scenario. This concept particularly affects quality of context information in scenarios where it will be used in tasks involving saving the human lives. For example, in our afore mentioned scenario, context object having information about the people caught in the low lying area of the city will be of high critical value. MeasurementUnit is used to describe precision of context information. The location of an entity measured
Table 1. Association between the QoC parameter and sources

<table>
<thead>
<tr>
<th>QoC parameter</th>
<th>QoC sources used for evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Up-to-dateness</td>
<td>MeasurementTime, CurrentTime</td>
</tr>
<tr>
<td>trust-worthiness</td>
<td>SourceLocation, InformationEntityLocation, SensorDataAccuracy</td>
</tr>
<tr>
<td>completeness</td>
<td>Ratio of number of attributes filled to total number of attributes</td>
</tr>
<tr>
<td>significance</td>
<td>CriticalValue</td>
</tr>
</tbody>
</table>

with the accuracy of ten meters will have less precision as compared to a measurement up to the accuracy of one meter.

4.2 QoC Parameters

QoC parameters are derived from QoC sources and are represented in a form that is suitable for use by an application. Figure 1 shows QoC parameters divided into generic and domain specific parameters. Generic QoC parameters are those parameters which are required by most applications, such as precision, trust, validity, representation consistency, and completeness [3]. Domain specific QoC parameters are those parameters that are important for some specific application domains, such as significance and access security. Generic QoC parameters have been described in different works [3, 17, 23]. Significance of context information is important in life threatening situations such as in emergency response. It signals unusual events, in the environment, which need immediate attention. For example, in a flood response scenario if water level raises more than threshold value, this information will be of high significance and will need immediate response. In the next section we will discuss how can we quantify and evaluate some of the QoC parameters.

5 QoC Evaluation

In this section we discuss our approach and system that evaluates QoC parameters. The first step to represent QoC parameters in such a form that they can easily be used by an application is to quantify them. Quality is a relative term and is measured against some standards so it is appropriate to measure QoC parameters as a decimal which can have value in the range $[0..1]$. Maximum value 1 means that QoC parameter is in complete compliance to the given requirements while minimum value 0 means total nonconformity to the requirements. Table 1 shows the QoC parameters which are evaluated in this section and QoC sources which are used for their evaluation. We have selected those QoC parameters for close examination which are more expressive and have substantial impact on our illustrated scenario.

5.1 Up-To-Dateness

This quality measure indicates the degree of rationalism to use a context object for a specific application at a given time. We take into account the age of context object and the lifetime of that context object to calculate the value of up-to-dateness. The age of the
context object $O$ is calculated by taking the difference between the current time, $t_{\text{curr}}$, and the measurement time of that context object $O$, $t_{\text{meas}}(O)$, as shown by Equation 1.

$$\text{Age}(O) = t_{\text{curr}} - t_{\text{meas}}(O)$$

(1)

Up-to-dateness of the context object $O$, $U(O)$, is calculated by Equation 2.

$$U(O) = \begin{cases} 1 - \frac{\text{Age}(O)}{\text{Lifetime}(O)} & \text{if } \text{Age}(O) < \text{Lifetime}(O) \\ 0 & \text{otherwise} \end{cases}$$

(2)

The value of up-to-dateness and hence the validity of context object $O$ decrease as the age of that context object increases. Therefore, the geographical information specialist in our scenario can look at the value of this QoC parameter to be sure of the validity of information contained by the context object. This parameter can help him to more confidently combine the information contained in this context object with the existing information in GIS to provide the current situation of flood in the city to teams participating in rescue work. Context objects, having low value of the up-to-dateness, may have misleading or wrong information and can be ignored. If we have static information, e.g., rescue worker’s profile information saved at the back end, we can set the lifetime of that information infinite so that its age will not affect the value of up-to-dateness and it will always be maximum.

### 5.2 Trust-Worthiness

This quality measure indicates the belief that we have in the correctness of information in a context object. Trust-worthiness of a context object is highly affected by the space resolution, i.e., the distance between the sensor and the entity. The farther the sensor from the entity the more will be the doubt in the correctness of information presented by that context object. Along with the space resolution, accuracy, with which the sensor collects a context object, also affects the trust-worthiness of that context object. Let the accuracy of the sensor data be $\delta$. The trust-worthiness, $T(O)$, of context object $O$ is defined by Equation 3.

$$T(O) = \begin{cases} (1 - \frac{d(S, E)}{d_{\text{max}}}) \times \delta & \text{if } d(S, E) < d_{\text{max}} \\ 0 & \text{otherwise} \end{cases}$$

(3)

where $d(S, E)$ is the distance between the sensor and the entity. $d_{\text{max}}$ is the maximum distance for which we can trust on the observation of this sensor. Every type of sensor will have different value for $d_{\text{max}}$. For example $d_{\text{max}}$ value for a satellite capturing the photos from the space will be a lot more than the camera held by a worker to take photos in the field. Accuracy of a sensor, $\delta$, is measured on the basis of a statistical estimation method presented in [16].

Trust-worthiness is useful in situations when we have more than one context object representing the same entity. There will be more confidence in the context object collected by the sensor that has a higher value of trust-worthiness. For instance, in scenario discussed in Section 2 photos will be preferred from a worker that have higher value of trust-worthiness. It means that the worker is nearest the entity, represented by the photo, and he has device capability to capture the photo with more accuracy.
5.3 Completeness

This quality measure indicates the quantity of information that is provided by a context object. In [16], completeness has been computed as the ratio of the number of attributes available to the total number of attributes. We have enhanced this concept by using the weights for different attributes, as all attributes of a context object do not have the same importance. Hence, we define the completeness of a context object as the ratio of the sum of the weights of available attributes of a context object to the sum of the weights of all the attributes of that context object. Completeness, $C(O)$, of context object $O$ is evaluated by Equation 4.

$$C(O) = \frac{\sum_{j=0}^{m} w_j(O)}{\sum_{i=0}^{n} w_i(O)}$$

where $m$ is the number of the attributes of context object $O$ that have been assigned a value and $w_j(O)$ represents the weight of the $j$th attribute of $O$ that has been assigned a value. Similarly, $n$ is the total number of the attributes of context object $O$ and $w_i(O)$ represents the weight of the $i$th attribute of $O$. The value of completeness will be maximum, i.e., 1 if $n = m$. It means that all the attributes of context object $O$ have been assigned a value.

5.4 Significance

This quality measure indicates the worth or the preciousness of context information in a specific situation. Its value is of particular importance in scenarios that involve life threatening situations for humans. For example, in the flood scenario described in Section 2, significance of the context object will increase if it contains information which needs immediate response or attention, e.g., collapse of a building in a low lying area of the city where the water level is high. A context object having this information gets a higher value of significance so that it will get immediate attention. Significance of context object $O$, $S(O)$, is evaluated by Equation 5.

$$S(O) = \frac{CV(O)}{CV_{max}(O)}$$

where $CV(O)$ is the critical value of the context object $O$. This information will be gathered from a situation configuration file. This configuration file will have the information about the critical values of each type of concept in the context model for a specific situation. $CV_{max}(O)$ is the maximum critical value that can be assigned to a context object of the type that is represented by $O$.

5.5 Algorithm for the Evaluation of QoC Parameters

Algorithm 1 has been defined to evaluate the QoC parameters. This algorithm takes a context object $O$ as input and requires that the QoC source information is attached to the context object. It calculates the values of QoC parameters and returns the context object after annotating it with these parameters.
Algorithm 1. Evaluation of QoC parameters

INPUT: ContextObject $O$ with QoC sources
OUTPUT: ContextObject $O$ with QoC parameters

1: $qocParameters \leftarrow \text{null}$
2: $qocSources \leftarrow \text{get QoCSources from } O$
3: if $qocSources \neq \text{null}$ then
4: $t_{\text{meas}}(O) \leftarrow \text{get MeasurementTime of } O$
5: $age \leftarrow t_{\text{curr}} - t_{\text{meas}}(O)$
6: $\text{lifetime} \leftarrow \text{get LifeTime of } O$
7: if $age < \text{lifetime}$ then
8: $\text{up-to-dateness} \leftarrow 1 - (age/\text{lifetime})$
9: \{set value of validity in qocParameters\}
10: $qocParameters.\text{Up-to-dateness} \leftarrow \text{up-to-dateness}$
11: $\text{loc}_s \leftarrow \text{get SourceLocation from } O$
12: $\text{loc}_e \leftarrow \text{get InformationEntityLocation from } O$
13: $\text{distance} \leftarrow \text{distance between } \text{loc}_s \text{ and } \text{loc}_e$
14: $\text{accuracy} \leftarrow \text{get SensorDataAccuracy from } O$
15: if $\text{distance} < \text{distance}_{\text{max}}$ then
16: $\text{trust-worthiness} \leftarrow (1 - \text{distance}/\text{distance}_{\text{max}}) * \text{acc}$
17: \{set value of trust-worthiness in qocParameters\}
18: $qocParameters.\text{Trust-worthiness} \leftarrow \text{trust-worthiness}$
19: for each attribute in $O$ do
20: if value for attribute is available then
21: \{Sum of the weights of attributes which have the value\}
22: $w_a \leftarrow w_a + \text{weight assigned to attribute}$
23: \end if
24: \{Sum of the weights of all the attributes\}
25: $w_c \leftarrow w_c + \text{weight assigned to attribute}$
26: \end for
27: $\text{completeness} \leftarrow w_a/w_c$
28: \{set value of completeness as qocParameters\}
29: $qocParameters.\text{Completeness} \leftarrow \text{completeness}$
30: $\text{significance} \leftarrow \text{critical value of } O/\text{maximum critical value that } O \text{ can have}$
31: \{set significance as value of qocParameters\}
32: $qocParameters.\text{Significance} \leftarrow \text{significance}$
33: \{Annotation of ContextObject $O$ with qocParameters\}
34: $O.QoCParameters \leftarrow qocParameters$
35: \end if
36: RETURN $O$

At Line 1 the algorithm extracts QoC source information that is attached to context object $O$. If QoC sources information is not provided then it returns the context object without the values of QoC parameters. At Line 1 it gets the measurement time of context object $O$ that is used to calculate the age of the context object at Line 1. Validity is calculated at Line 1 and is added to QoC parameters at Line 1.
The algorithm gets the location of the sensor that gathers the context object at Line 1 and gets the location of the entity that is represented by the context object at Line 1. The distance between the sensor and the entity is calculated at Line 1 and is used to calculate the trust-worthiness of context object $O$ at Line 1. Trust-worthiness is assigned to QoC parameters at Line 1. At Line 1 it calculates the sum of the weights of attributes that have been assigned a value while the sum of the weights of all attributes is calculated at Line 1. Completeness is calculated at Line 1 and assigned to QoC parameters at Line 1. Finally the significance of context object $O$ is calculated at Line 1 and added to QoC parameters at Line 1. Context object $O$ is enriched with QoC parameters at Line 1 and returned at Line 1.

6 Enrichment of Context Information Model with QoC

Developing a model to represent context information is of foremost importance in a context-aware system. Without a suitable model it is impossible to provide context information. The main considerations to model context information are: What are the system requirements? What is the purpose of collecting information? How is the information going to be used? Who will use this information? Another factor in the provisioning of context information is to deliver the user with only necessary information considering his current situation.

To achieve these requirements, our model to provide context information for supporting disaster response is based on W4H [6] and granular context model [9]. The main concepts in this model are the SupportWorkers that perform rescue work on disaster site, Devices that are used by the SupportWorkers for communication and collection of context information, Activities of the SupportWorkers, and the Site of disaster response. Each concept is represented by a context object and can contain other context objects. For example, the context object providing information about a SupportWorker includes the context object providing information about the Device used by that SupportWorker. Each context object also include QoC Sources information that are described in Section 4 and QoC Parameters that are evaluated in Section 5.
Fig. 3. (Simplified) XML schema representation of QoC-parameters

Figure 2 shows the XML representation of the QoC sources that will be attached to every context object and Figure 3 shows the XML representation of the QoC-parameters. Every QoC-parameter is of type QoC-Decimal which is defined as the restricted type over decimal to have the value in range [0.0, 1.0].

7 Implementation

The components of our system that evaluate the QoC parameters (QoC Evaluator), annotate the context information (QoC Annotator), and provide QoC enriched context information (QoC Provider) to the applications are shown in Figure 4. We have implemented this system by using our Vimoware toolkit [26] that supports the development of Web services in ad-hoc networks of mobile devices. Sensors, collecting the information from the environment, are implemented as Context Information Management Service (CIMS). These sensors include the physical and logical sensors such as GPS sensor, battery sensor, memory sensor, network sensor, and sensors embedded in user interfaces and applications on the mobile devices.

CIMS publishes the type of context object, as defined by context information model, by using the Context Publisher component. Applications can query and subscribe for the context information using Context Query and Subscriber. Context information is provided to those applications by the Context Provider. QoC Evaluator evaluates the QoC parameters from the information provided in the context object about the QoC sources as described in Section 5. Sensors will be configured from a local configuration file which will have the information about SourceState, SourceType and components to evaluate the QoC parameters will be configured from a situation configuration file. This situation configuration file will have the information about LifeTime and CriticalValue of each type of context information concept in context information model for a specific scenario. Our mechanism to evaluate the QoC parameters can be configured according to the requirements of an application or situation by this configuration file. Finally, Context Annotator enriches the context information with already evaluated QoC parameters that is provided to subscribed applications by QoC Provider.
Sensors, providing information about the machine capabilities, have been implemented using the Intel Mobile SDK [10]. MXQuery [19] and KSOAP2 [18], having a low memory footprint to be able to run on mobile devices, have been used for processing XML data.

8 Conclusion and Future Work

In this work we have discussed the QoC parameters as the worth of context information for a specific application. Selected QoC parameters have also been evaluated and provided to the subscribed applications along with context information. Subsequently, enrichment of context information with Quality of Context parameters by our implemented algorithm enhances the perception of an application about the context information and enables the system to use this context information in an improved way.

For our next steps, we plan to extend this work with the evaluation of the remaining QoC parameters and perform the experiments to evaluate the effectiveness of these parameters. We will also broaden the scope of QoC parameters by discussing the role of reputation and historical information about the source of information and probabilistic nature of the context information in their evaluation. We will examine how the applications using these QoC parameters mention their weights according to their preference, how these parameters depend on each other, and how can we reach a tradeoff between their values. We plan to use QoC parameters in context data management and context information fusion. We will also enhance the quality by combining the context information and QoC parameters represented by more than one context object. We will use this high quality context information to provide robustness in context-aware systems.
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Abstract. We present a game-theoretic approach to co-operative driving under the assumption that drivers are willing, yet unable to follow recommendations of their adaptive driving assistance systems (ADAS) precisely. Unknown road conditions, certain health conditions, or other external impacts may render drivers unable to exactly realize their optimal behavior. We argue the importance of context information for co-operative driving, and sketch a framework where driving assistance systems communicate with each other to negotiate optimal recommendations for their specific drivers. As the final decision is nevertheless up to the driver, it is interesting to investigate what happens if drivers are unwilling or unable to follow the recommended choices. Using game theoretic tools, we derive bounds on the impact that partially random behavior can have on the own utility (safety) of a driver.

1 Introduction

Driving assistance systems (DAS) offer support in potentially dangerous driving situations. Co-operative systems improve their performance by sharing context-information with each other. Knowledge about the driving context has substantial influence on the decisions and recommendations of advanced driver assistance systems. The more a system knows about its environment, the more intelligent are the decisions it can make and pass on to the driver. But what are the negative consequences if a driver does not yield to the recommendation? Stated differently, what consequences can we expect from unskilled drivers that are willing to follow a recommendation, but cannot? Thirdly, drivers may suffer from bad health conditions, which can also inhibit precise maneuvers, but neither the skill-level or the precise condition of the driver will be available in full detail. Faulty components at the vehicle may have remained undiscovered yet, and the skill level or health condition of a driver is an information which’s conveyance would surely violate a driver’s privacy. Still, that information is of importance to other drivers, because actions have to be chosen differently, depending on how much
trust we can have in the skills of our neighbor on the road. The goal of this work is a theoretical estimation how much is lost by lack of certain information and resulting random behavior due to missing skills or bad conditions of the road, car, or the own health. Our solution implicitly accounts for privacy issues of a driver (information that is private and thus not communicated may be considered as a source of randomness by others), as well as for imprecise and uncertain information.

We present an approach that estimates the consequences of diverging driving behavior exploiting methods from game theory. As this work focuses on safety, we shall assume the driving assistance system to calculate its recommendations w.r.t. maximum safety. Other goals are imaginable (such as fast travel), but are not covered here. Potential misbehavior is assumed to be random, and the goal of our model is the analysis of possible danger arising from such phenomena rather than explaining misbehavior. We emphasize that this work presents a purely theoretical concept, which’s implementation is subject of currently ongoing work. We therefore will restrict ourselves to the theoretical results, and defer practical considerations to upcoming papers.

2 Related Work

Over the last decade, co-operative driving has become a very active field of research \cite{17,20,21}, indicating it as a promising and important concept for the future. However, we are not aware of any proposal of estimating the damage due to misbehavior, either intended or not. To the best of our knowledge, our proposal is the first attempt to explicitly assess the loss arising from such misbehavior, and hence can be a valuable asset in any project dealing with cooperation for increased security. A recent attempt \cite{14} to model driving behavior under extreme conditions is not game theoretic, and as such essentially different from ours. The idea of using game theory for describing driver’s behavior is not new, though: In \cite{1}, an extensive form game is used to model the driving process involving various decisions throughout a trip. The optimality of single decisions is formalized and investigated, but cooperation among several drivers is not explicitly considered.

The possible failure of Nash equilibria in accurately describing situations where humans are involved has been pointed out in \cite{6} almost a decade ago, but unlike the approach presented here, the authors of \cite{6} focus on certain signals that should be incorporated when looking for optimal decisions. The absence of such signals may indeed become a source of randomness in the behavior drivers may observe among each other, and our work adds to previous considerations the aspect of what happens if certain inputs cannot be made known to the driver.

In \cite{4,27}, the concept of dynamic games and dynamic coalitions has been used to develop mechanisms for driving aid and assistance systems. The approach is without doubt very interesting, but also lacks an account for possible distortions. The dynamic nature of the model may allow for application of classical stability theory in order to analyze the effects of perturbations. In contrast to this, our work provides similar results for (discrete) repeated games without needing to
rely on difficult numerics involved with solutions of differential equations or maximization of complex functionals.

The use of game theory to support and analyze the driving process is further backed up by [5], whose author identifies adaptive driving assistance systems (ADAS) as a valuable asset especially for older drivers. Actions chosen by kids or old persons may occasionally appear irrational or even random, because the person may either be unaware of a risk (kids), or too slow to react appropriately on certain incidents. Each is a source of possible danger and deserves closer investigation, which we provide a starting point for in this work.

The author of [15] thoroughly discusses the problem of dynamical models for decision making, and uses the driving context (route choice models) for comparing the obtained results to recent results of experimental games in that context. The work focuses on how decisions are made and what influences are there that cause possibly bad decisions.

Other approaches include [12], in which the problem of cooperation is cast into a problem of agent synchronization, which then allows for invocation of tools from stability theory. Their approach is not game theoretic, and synchronization makes it difficult to focus on a single user’s needs, since synchronization means reaching a global consensus, which may not be optimal for a single user any more, but may indeed be optimal for the whole set of users. We shall focus on single individuals here.

The authors of [2] elaborate on the importance of analyzing effects of misbehavior for cooperations using a simulation-based approach. (Mis)behavior in games is discussed in [3], presenting an approach that rests on similar assumptions as ours, but does not provide measures on the loss that individuals suffer from occasional non-rational play.

3 A Context Model

Let us sketch a context model for co-operative driver assistance systems. Within a driving situation we consider four major context areas: 1) the environment, 2) the driver, 3) the own-vehicle, and 4) the driving regulations (traffic law). The environment is by far the most complex context with the greatest variety of participating objects. It consists of the spatial context, which is basically the type of the road (highway, city, etc.) and the local context, which is a regional physical environment with specialized driving rules (intersection, level crossing, etc.). The spatial context in general is the physical environment, the own vehicle is currently driving in, so basically it gives the type of the current road. A spatial context also contains other traffic objects, which are relevant for the driving task. Examples are traffic signs, markings and traffic lights, as well as other participants. Typically the spatial context is valid for a longer timespan (from minutes up to hours). Every spatial context can be further specialized by a local context. The local context is a regional physical environment that is located within a spatial context and typically valid for a very short timespan (seconds or minutes). Special driving rules are usually applied to a local context.
Examples for a local context are intersections, zebra and level crossings, tunnels, roundabouts etc. A local context always depends on the currently valid spatial context.

Within the spatial/local context, traffic objects like signs or markings are valid and other participants (vehicles, pedestrians) are located within it. The relationships of spatial context, traffic objects and participants to the own vehicle are important to a driver assistance system. Depending on them, various driving regulations are valid and specific behaviors must be applied. Road conditions complement the driving environment.

![Diagram showing context, scenario, and driver assistant info with decision process example](image)

**Fig. 1.** Influence of context on the decision process of a driver assistance system [?]

About the driver, we would like to know the experience, the current state (fatigue, health condition, etc.) and the risk willingness. With regard to the own-vehicle, the standard parameters, like speed, and the technical equipment are important. Recommended behavior differs e.g. with the presence of an antilock brake system, because of a decreased stopping distance. Finally, the driving regulations provide the allowed and recommended behavior in a specific situation.

Figure 1 gives an example of how context influences the recommendations of a driver assistance system. The first step in the hierarchy determines the spatial context, which dictates the most general driving rules for the current environment. For example, without further restrictions the standard speed limit of 130 km/h applies for the highway. If there is no local context, we can directly switch to the presence of traffic objects. Let’s assume that a 100 km/h speed limit, a ban-on-passing and a double white line are present. If the driver assistance system is aware of this restrictions it will adjust its speed and overtake recommendations. Without further participants this information will just determine the allowed legal speed and can be used, e.g. by an adaptive cruise control to adjust the current speed. When looking further, we will eventually detect another vehicle driving in front of us with 90 km/h. A context-unaware assistant without knowledge of the speed limit and the ban-on-passing would recommend to take over, whereas the context-aware system recognizes that it now allowed to overtake and tells the driver to stay behind and adjust speed. In case of additional bad weather conditions like heavy rain, there is danger of hydro planning and
the driver must be told to further slow down and increase the safety distance. This simple example already shows the high influence context-awareness has on the decisions on a driver assistance system. Reasoning starts with determining the standard behavior and all additional detected objects and conditions impose further restrictions. We refer the reader to [9] for a detailed discussion of the context model.

In a perfect world, the driver assistance system has every relevant information about the current driving environment and all drivers and participants behave perfectly legal and reasonable. Unfortunately, in the real world this is rather often not the case. Context-information is often incomplete, uncertain and ambiguous; traffic participants behave selfishly, irrationally and unforeseeable, regardless of the consequences. This leads to dangerous situations, because irrational actions of other participants (e.g. ignoring a red light or sudden stops without a reason) can not be predicted under any circumstances. However, even normal maneuvers like small changes in speed cannot be anticipated, therefore most driving assistance systems generally assume that other drivers behave continuously for the sake of simplicity.

Even the driver of the own vehicle will not be able to yield to a recommendation with 100% accuracy. For example, road conditions (e.g. black ice) that are unknown to the system could prevent the driver to perform a rapid braking maneuver. Also, if the driver is told to speed up, let’s say 7 km/h, it will be difficult to perform this requested maneuver exactly - most speedometers don’t even have a scale this accurate. Our approach is mainly concerned with the price that has to be paid for small or large deviations in recommended behavior, either intentionally or unconsciously performed by drivers.

Speaking about co-operative driving, we henceforth assume that driving assistance systems continuously communicate, negotiating optimal recommendations to their respective drivers in order to maximize security. Consequently, we assume the existence of a utility function determining the recommendations presented to a driver, and so the drivers can be modeled as players in a game where strategies accord with the driving parameters/actions (speed, distances, lane change, etc.) and utility functions are measures of safety resulting from several action configurations (see section 4.2). Because we can assume the driving parameters to be continuous quantities, strategy spaces for drivers are continuous subsets of the Euclidian vector space.

4 Preliminaries

Before presenting our results, we shortly revise the necessary foundations of game theory in this section for convenience of the reader.

4.1 Elements of Game-Theory

Consider a finite set of players (drivers), which we denote as $N = \{1, 2, \ldots, n\}$, with $n$ possibly being very large. Notice that throughout this work, we use the
words “driver” and “player” synonymously. A non-cooperative \( n \)-Person game in normal form is a triple \( \Gamma = (N, S, H) \) composed of a set of players \( N = \{1, 2, \ldots, n\} \), a set of compact and bounded \( d \)-dimensional strategy spaces \( S = \{S_1, S_2, \ldots, S_n\} \), where \( S_i \subset \mathbb{R}^d \) for all \( i \), and a set of payoff functions \( H = \{u_1, \ldots, u_n\} \) dependent on the strategies of each player, i.e. \( u_i : \times_{i=1}^n S_i \to \mathbb{R} \) for all \( i \in N \). Throughout this work, all games are understood to be non-cooperative, hence we may occasionally omit the explicit term “non-cooperative” and simply speak about a ”game”. A pure strategy is any member of the strategy set of a player, as opposed to a mixed strategy, which is a probability distribution over the strategy set. We shall concentrate on mixed strategies, and their implied expected average, which we (for the sake of simplicity) again denote as \( u_i(s_i, s_{-i}) \), with the standard notational convention that \( s_i \) is the mixed strategy chosen by the \( i \)-th player, and \( s_{-i} \) is the set of mixed strategies chosen by \( i \)’s opponents.

If players act selfishly while paying attention to their opponents actions, any resulting stable situation will be a Nash-equilibrium \cite{Nash, Harsanyi}: The vector of strategies \( s^* = (s_1^*, \ldots, s_n^*) \) is called a Nash-equilibrium for the non-cooperative game \( \Gamma = (N, S, H) \), if every player \( i \) chooses a strategy \( s_i^* \) which gives maximum utility, i.e. if

\[
\text{\( u_i(s_i^*, s_{-i}^*) \geq u_i(s_i, s_{-i}^*) \) \quad \forall i, \forall s_i \in S_i. \quad (1) \]

It is well known that such equilibria exist if the strategy spaces are finite, however, we will need a more general result that has been given a few years after Nash’s existence theorem:

**Theorem 1** \cite{Harsanyi, Harsanyi}. *If for a game in normal form, the strategy spaces \( S_i \) are nonempty compact subsets of a metric space, and the payoff functions are continuous, then there exists at least one Nash-equilibrium in mixed strategies.*

Many results in game theory presume fully rational behavior of players. Our setup assumes a mechanism of advice that tells a driver an optimal choice, which cannot be implemented with full precision. Consequently, although there may be no intention behind it, drivers may still act different to a rational expectation, due to technical limitations of the vehicle, or unknown conditions of the road preventing exact driving. In a more general context, we may summarize this as partial randomness or irrationality, since we may have a quite good idea what to do, but cannot exactly realize the strategy. Hence, we refer to this as acting semi-rational. The now introduced concept of games with semi-rational players serves as mathematical model for such behavior:

A non-cooperative \( n \)-Person game with semi-rational players arises from a classical non-cooperative game by endowing the set of players with probability distributions reflecting the uncertainty of strategy choices. This is made precise in the following definition:

**Definition 1** (Game with semi-rational players). *Let \( \Gamma = (N, S, H) \) be a game in normal form. A non-cooperative game with semi-rational players is a quadruple \( \Gamma = (N, F, S, H) \), where \( F = \{F_1, \ldots, F_n\} \) is a set of probability measures of random variables \( X_i \) over a metric space \( S \). Each random variable*
The independent random variables $X_1, \ldots, X_n$ reflect the errors each player inevitably makes when trying to realize a chosen strategy, i.e. if $s_i^*$ is the optimal strategy for player $i$, then the strategy actually played is $s_i^* + X_i$, where $X_i \sim F_i$. The property $E(X_i) = 0$ models the assumption that players still perform optimal in the long run average, but although a fully rational strategy is attempted, no player can advance the own skills beyond some personal and/or technical limit. Players who disregard any contextual information can be considered as playing with different utility functions, so this causes no conflict with our definition. Naturally, this relates our setting to perturbed and disturbed games [25], but contrary to perturbed games (and their resulting equilibria, referred to as perfect equilibria), solutions of games with semi-rational players are not characterized through a limit process of completely mixed strategies (cf. [25] and Lemma 1).

In a disturbed game, an opponent cannot observe the utility, but a perturbed version of it which is $u + X$ for some utility $u$ and some random variable $X$. Contrary to this, we assume the strategies to be imprecise. Although this could technically be viewed as a disturbed game, our approach yields substantially simpler proofs of according results.

It remains to be clarified what we mean by an equilibrium of a game with semi-rational players: Since we cannot hope to directly apply Nash’s definition of an equilibrium, we need to cope with the randomness first. Thanks to the assumption of zero mean for each random variable $X_i$, this is easy, as Nash’s definition then transforms as follows: According to the defining property of a Nash-equilibrium [1], an equilibrium situation is present if $u_i(s_i^*, s_{-i}^*) \geq u_i(s_i, s_{-i}^*) \forall i, \forall s_i \in S_i$. Replacing the optimal strategy $s^*$ by an imprecise strategy $s_i^* + X_i$, the terms become random, and we can ask for their long-run average, which is $E_{X_i}(u_i(s_i^* + X_i, s_{-i}^* + X_{-i}))$. Accordingly, we define an equilibrium for a game with semi-rational players by being optimal in terms of expected utility:

**Definition 2 (equilibrium for games with semi-rational players).** Let $\Gamma = (N, F, S, H)$ be a non-cooperative game in normal form with semi-rational players, then a strategy $s^*$ is called an equilibrium, if the expected utility of each player is optimal under the chosen strategy $s_i^*$, i.e. if $\forall i, \forall s_i \in S_i$,

$$E_{X_i}(u_i(s_i^* + X_i, s_{-i}^* + X_{-i})) \geq E_{X_i}(u_i(s_i + X_i, s_{-i}^* + X_{-i})). \quad (2)$$

There is a natural relation to the concept correlated equilibria [16], where players derive their strategies from correlated random variables. This, however, is not the case in our setting, since we assume randomness of strategies to be uncorrelated among players, but their choices to be correlated through the utility function. The latter is the case in any game, but unlike correlated equilibria, imprecisions of actions of a driver are independent of the deviations other drivers exhibit. Regarding the existence of equilibria, we have the following result:
Lemma 1. For every game with semi-rational players, there exists a normal form game with the same set of equilibria.

Proof. Define the random variable \( Y_i := -X_i \), then \( Y_i \) has the density \( g_i(x) := f_i(-x) \), by a change of variables \([18]\). With \( s = (s_i, s_{-i}) \), re-write the right-hand side of \( (2) \) as \( E(u_i(s_i^* + X_i, s_{-i}^* + X_{-i})) = E(u_i(s_i^* - Y_i, s_{-i}^* - Y_{-i})) = E u_i(s - Y_i) \). The latter term is equal to \( E u_i(s - Y_i) = \int_{S_i} u_i(s - y)f_i(-y)dy = u_i^*g_i \).

Using Theorem 1 this lemma instantly establishes the following existence result, which ensures that solutions to games with semi-rational players exist if standard conditions are satisfied. The hypothesis under which solutions exist is similar to the one of Theorem 1 with an additional constraint on the measures:

Theorem 2. Every game with semi-rational players with nonempty compact strategy spaces, continuous payoff functions and compactly supported uncertainty measures has at least one equilibrium.

Knowing that there are equilibria situations, i.e. solutions to the game we have created, we can ask for how much those equilibria deviate from a situation that would arise in a game with perfect players. This is subject of Section 5.

4.2 A Measure of Safety

Our presentation in this work will follow the ideas of \([10]\) to define an appropriate utility function measuring safety of a driving process: Assume that from historical data, the ADAS records deviations between its recommendations and the true behavior of a driver. With that information, we can set up an empirical distribution which allows for simulations of scenarios under different possible behavioral alternatives of a driver. Considering overtaking as an example, we may run a number of simulations each of which simulates the driver’s behavior according to the randomness we have recorded from past experience. The relative frequency of successful completions of the maneuver (where any situation that does not lead to any physical contact of the vehicle with another object may be considered as a success) is then the utility we can expect from our recommendation. The utility then has the interpretation of the probability of successful completion of a maneuver, and can even be presented to a driver.

As our main concern is safety of a driver, let us focus our attention on only two possible outcomes of a decision, which are

1. no accident.
2. accident with possible injuries or damage to the vehicle.
Note that here, we do not explicitly treat differences between light injuries and severe injuries up to paralysis. Neither do we distinguish between damages like scratches in the lacquer or a broken engine. We treat them all on an equal basis as giving zero utility, while avoiding an accident is assigned utility 1. The reverse assignment of utility (corresponding to loss) is known as 0-1-loss in decision theory (cf. [24]). Let us define our utility as binary valued variable depending on a choice $s$:

$$u(s) = \begin{cases} 
0, & \text{if } s \text{ leads to an accident;} \\
1, & \text{otherwise.}
\end{cases}$$

Let us illustrate our thoughts with an example: Consider an overtaking maneuver on two lanes on a highway, involving three vehicles as shown in figure 2.

![Fig. 2. Overtaking maneuver involving three vehicles](image)

Vehicles are termed 0,1,2 (from left to right) and drive at the corresponding velocities $v_0$, $v_1$ and $v_2$. The distance $d_{0,2}$ is assumed 90m and the distance $d_{0,1}$ is 30m in our example. Initially, assume the velocities to be exactly known as $v_0 = 100\text{km/h}$, $v_1 = 100\text{km/h}$ and $v_2 = 120\text{km/h}$ (assuming a standard situation on a German highway). Then a simple calculation shows that the overtaking maneuver can be done by accelerating to $130\text{km/h}$ without risk (i.e. utility comes to 1). Keeping the strategy $s$ to be "accelerate to 130", on the other hand, if vehicle 2 goes only with $100\text{km/h}$, then a crash will surely occur (utility is 0). Now, suppose that either from observation or from communication (cooperation), we know that the driver of vehicle 2 maintains his speed with a standard deviation of 10 (assuming a normal distribution of speed choice around the optimal (expected) value of $120\text{km/h}$), which makes $99.7\%$ of the random choices lie within the interval $90 \leq v_2 \leq 150$. There is a small chance that the driver of vehicle 2 slows down and thus creates a dangerous situation if the overtaking maneuver is carried out with the recommended choice. Drawing random samples and recalculating the scenario for a large number of cases then gives a relative frequency of times when the maneuver cannot be completed successfully. Running a simulation with 10000 trials gives 930 cases in which a crash occurs, which comes to a probability of 0.093 for a crash. The utility value $u = 1 - 0.093 = 0.907$ is then presented to the driver as likelihood of successful completion of the maneuver if he does the overtaking.
5 Bounding the Loss

We would like to obtain some measure giving the deviation of Nash-equilibria when moving from exact play to imprecise strategies. Let a game with semi-rational players be given, and call \( \Gamma(F) = (N, S, H) \) the corresponding game according to Lemma \[1\].

Our main goal in this section is establishing a measure of how much is lost by occasionally irrational play. Since the played strategies are inherently random, we shall provide bounds on the probability to loose more than some given threshold by the imprecision of the player’s actions. This can be answered on probability theoretic grounds as follows, using Theorem \[3\] better known as McDiarmid’s inequality, as a technical tool, which will later establish Theorem \[4\].

**Theorem 3** \([22, \text{Lemma 1.2}]\). Let \( X_1, \ldots, X_n \) be independent random variables, where \( X_k \) takes values in a set \( A_k \). Suppose that the measurable function \( f : \prod A_k \to \mathbb{R} \) satisfies \( |f(x) - f(x')| \leq c_k \), for some constants \( c_k \) whenever \( x, x' \) differ only in the \( k \)-th coordinate. Let \( Y \) be the random variable \( f(X_1, \ldots, X_k) \), then for any \( \varepsilon > 0 \), \( \Pr \{|Y - E(Y)| \geq \varepsilon \} \leq 2 \exp \left( -2\varepsilon^2 / \sum_{i=1}^{k} c_i^2 \right) \).

**Theorem 4.** Let \( \Gamma \) be a game with semi-rational players. If the payoff functions are continuous and convex in each strategy, and the strategy spaces are compact, then for any \( \varepsilon > 0 \), the probability of deviating more than \( \varepsilon \) from the optimal utility is exponentially small. More precisely,

\[
\Pr \left\{ \left| u_i(s_i^*, s_{-i}^*) - u_i(s_i^* + X_i, s_{-i}^*) \right| < \varepsilon \right\} \geq 1 - 2 \exp \left( -\frac{\varepsilon^2}{n \|u_i\|_{\infty}^2} \right),
\]

for \( s_i + X_i \) being the randomly perturbed strategy of the \( i \)-th player.

**Proof.** Let \( s^* = (s_1^*, \ldots, s_n^*) \) be an equilibrium situation according to definition \[2\]. Call \( Y_i := s_i^* + X_i \) the random variable that reflects player \( i \)’s behavior. By the convexity of \( u \) and Jensen’s inequality \([7]\),

\[
E u_i(Y_i, s_{-i}^*) \geq u_i(EY_i, s_{-i}^*) = u_i(s_i^*, s_{-i}^*) \geq u_i(Y_i, s_{-i}^*),
\]

where the second inequality follows from the definition of an equilibrium \([1]\). Notice that within the chain of inequalities, the optimal utility \( u_i(s_i^*, s_{-i}^*) \) lies somewhere between \( E u_i(Y_i, s_{-i}^*) \) and \( u_i(Y_i, s_{-i}^*) \). Abbreviating the (real-valued) terms in expression \([4]\) as \( a := E u_i(Y_i, s_{-i}^*), b := u_i(EY_i, s_{-i}^*), c := u_i(Y_i, s_{-i}^*), \)

\[\text{can be re-written as } a \geq b \geq c, \text{ from which we conclude } |b - c| \leq |a - c|. \]

For \( \varepsilon > 0 \), let us introduce the events \( A := \{|a - c| < \varepsilon\} \) and \( B := \{|b - c| < \varepsilon\} \), then the last inequality implies that \( A \subseteq B \), and by taking probabilities \( \Pr(A) \leq \Pr(B) \). Calculating the probabilities for the complementary events (i.e. multiplying the inequality with \(-1\) and adding \(1\)) gives

\[
\Pr \{|a - c| \geq \varepsilon\} \geq \Pr \{|b - c| \geq \varepsilon\},
\]

\[\text{ (5) }\]
in which we can upper-bound the right term using McDiarmid’s inequality. Because \( u_i \) is continuous on a compact set, we have \( \|u_i\|_\infty = \sup_s |u_i(s)| < \infty \), so by Theorem 2

\[
2 \exp \left[ -\varepsilon^2 / (n \|u_i\|_\infty^2) \right] \geq \Pr \{|a - c| \geq \varepsilon\},
\]

where \( n \) is the dimension of the full strategy vector \((s_i^1, s_i^\ast)\), and therefore by (5), \( \Pr \{|b - c| \geq \varepsilon\} \leq 2 \exp \left[ -\varepsilon^2 / (n \|u_i\|_\infty^2) \right] \), which establishes the claim by taking complementary probabilities again.

It is often observable that an increase of speed is not necessarily tied to a proportional saving of time. In some sense, if we take travel time as utility and speed as a strategy, then we can only increase the speed up to its legal limit, while still needing to obey the other drivers behavior. If everyone tries to maximize the speed, then we are back at the situation where drivers follow similar speed patterns, in which case nobody can significantly win over another. This intuitively indicates that the travel time has a minimum somewhere in the middle, and the assumption of convex utility intuitively makes sense for this example. Yet, we shall relax the assumption at the cost of losing the global nature of the theorem in the following.

Discussing the case of non-convex payoffs is worthwhile, as the convexity assumption may be violated by many real-world applications. Unfortunately, the proof of Theorem 4 vitally relies on that assumption, but we can show that the result still holds ”locally” by virtue of an approximation argument. We base our argument on the following well-known result, belonging to the class of approximation theorems:

**Theorem 5** ([19, pg. 320]). Let \((\delta_k)_{k \in \mathbb{N}}\) be a Dirac-sequence. Then the sequence \((f * \delta_k)\) is \(L^1\)-convergent towards \(f\) for every function \(f \in L^1(\mathbb{R}^n)\). Furthermore, if \(f\) is uniformly continuous and bounded on \(\mathbb{R}^n\), then the convergence \((f * \delta_k) \to f\) is uniform.

**Lemma 2.** Let \(u\) be a continuous function on a compact set \(S\), then for every \(\varepsilon > 0\) and every point \(s \in S\), we can find a convex function \(\hat{u}\) such that \(|\hat{u}(s') - u(s')| < \varepsilon\) for all \(s'\) in some neighborhood of \(s\).

**Proof.** In the light of Theorem 4 we can use of smoothing techniques based on Dirac-sequences as follows: Let \((\delta_k)_{k \in \mathbb{N}} \subset C^1(S)\) be a Dirac-sequence. Continuity of \(u\) on a compact set implies uniform continuity and \(u \in L^1(S)\), hence the second statement Theorem 4 applies: For any \(\varepsilon > 0\), we can find an \(n > 0\) such that \(\|u - u * \delta_n\|_\infty < \frac{\varepsilon}{2}\). By [20] Lemma 7.22], \(u * \delta_n\) is everywhere differentiable. Fix a point \(s \in S\) and call \(\hat{u}(x) := [(D(u * \delta_k))(s)](x - s) + (u * \delta_k)(s)\) the tangent hyperplane at \((s, (u * \delta_k)(s))\), which is obviously convex. Moreover, we can find \(\eta > 0\) such that \(\|u * \delta_n - \hat{u}\|_\infty < \frac{\varepsilon}{2}\) on \(B_\eta(s)\), which finally gives \(|u(s') - \hat{u}(s')| < \frac{\varepsilon}{2} + \frac{\varepsilon}{2}\) on the open ball \(B_\eta(s)\).

The argument of Lemma 2 is graphically displayed in Figure 3. The dashed lines mark the \(\varepsilon\)-neighborhood of some utility function \(u\), which is convex and not differentiable. The approximation via the tangent of some smoothed version of \(u\) is carried out in a neighborhood of the origin.
Thanks to this lemma, we can trade the convexity assumption for a local generalization of Theorem 4, which we state as

**Theorem 6.** Let $\Gamma$ be a game with semi-rational players. If the payoff functions are continuous, and the strategy spaces are compact, then for any $\varepsilon > 0$ and any equilibrium $s^* \in S$, there exists some number $\eta(s) > 0$, such that the probability of locally deviating more than $\varepsilon$ ($0 < \varepsilon < \eta(s)$) from the optimal utility is exponentially small. More precisely,

$$
\Pr \{ |u_i(s_i^*, s_{-i}^*) - u_i(s_i^* + X_i, s_{-i}^*)| < \varepsilon \} \geq 1 - 2\exp \left( \frac{-2\varepsilon^2}{nC^2} \right),
$$

(6)

for $s_i + X_i$ being the randomly perturbed strategy of the $i$-th player, and $C$ being a constant that only depends on the function $u$ restricted to the neighborhood $B_{\eta(s)}(s)$.

Proof. For a chosen point $s$, call $\hat{u}$ the convex uniform $\frac{\varepsilon}{2}$-approximation of $u$ in a neighborhood $B_{\eta}(s)$ for some $\eta > 0$, according to Lemma 2. Within $B_{\eta}(s)$, the hypothesis of Theorem 4 is satisfied with $\frac{\varepsilon}{2}$. The role of $\|u_i\|_{\infty}$ in (3) is played by the constant $C$, found as $C = \sup_{s_1, s_2 \in B_{\eta(s)}(s)} |\hat{u}(s_1) - \hat{u}(s_2)|$, and the assertion follows (cf. Theorem 3).

The statements of Theorem 6 and Theorem 4 can be interpreted as follows: The probability of large deviations is exponentially small, meaning that sudden abrupt changes in utility (e.g. crashes) are unlikely to occur if drivers are willing to follow recommendations. This in some sense rules out sudden ”chaotic” behavior exhibited by interacting drivers, but only up to a certain probability. Here, the term chaotic is also not to be understood in the classical sense of dynamical systems theory, rather we mean unexpected events that are significantly more dangerous than the situation was before that event.
6 Conclusion

We have presented a game-theoretic framework that allows for a simple analysis of possible danger under the assumption that drivers interact non-rational on certain occasions. We assume co-operative adaptive driving assistance available for each driver, which’s decisions undergo random perturbations due to conditions beyond the drivers control. These occasionally random behavior leads to a decrease of safety, or utility in general, and our work focuses on how to quantify this loss. Our results allow for the conclusion that small uncertainties in the behavior of drivers may unlikely yield severe safety problems. The focus of the present analysis lies on the quantification of loss that is experienced subjectively, i.e. by a single user and the own actions. Analyzing the global view and the loss of social welfare under simultaneous random behavior of participants is subject of future research, as well as evaluating the theoretical framework under real-world conditions with real drivers.

Our framework is general, and as such applicable to a perhaps much wider range of applications, not necessarily limiting ourselves to the analysis of road traffic. Future work in this direction includes improving our yet probabilistic bounds to more tight ones that may take into account further information about other drivers, like current (health) condition, as far as this information can be made available. We believe that our results can serve as a valuable add-on for theories dealing with co-operative driving as such, as our model is general and therefore applicable to a considerable range of applications, even wider than the field of co-operative driving.
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Abstract. This paper describes an architecture for ontology based context modeling on mobile devices. The combination of the DL-Lite logic, Manchester OWL Syntax, a customized implementation of the JENA API, and an off-the-shelf relational database offers an environment which makes it possible to use ontologies on a modern mobile device. We use such form of context modeling as the foundation of a Context-Addressable Messaging service for mobile ad-hoc networks. This paper covers the details of the service as well as the internal architecture for handling context and resolving context-based addresses. Numerical performance results measured on the Nokia N800 device are provided.

1 Introduction

In mobile context-aware systems, the notion of the context of a node (mobile device) is used to describe the environment the node is located in, its current location, the role of its user, etc. Typically, context data are associated with a particular node in the network. We propose to make special use of these data to provide support for a Context-Addressable Messaging (CAM) service in mobile ad-hoc networks. This service allows sending messages in which the recipients are specified by defining criteria on their context.

An example of usage of such a service is to send messages to all Firefighters located in Station Jussieu. In this example the address of the message would be the statement ‘is a Firefighter and is located at Station Jussieu’. We call such a statement a Context-Based Address, as it is used to describe the destination node through their context. In this example, the relevant context data of destination nodes are their role and location.

The main feature of the proposed CAM service is that the criteria on the context of destination nodes are specified by the message sender. This is different

⋆ This work was supported by the 6FP MIDAS IST project, contract no. 027055.
1 The CAM service could also be applied in other types of networks.
2 We identify the node (device) with its user. The same identification applies if a device is associated with a place or an object.

© Springer-Verlag Berlin Heidelberg 2008
from well known publish-subscribe systems, where the recipients have to express their interest in specific types of data.

The CAM service is implemented as a middleware layer which should be preinstalled on a mobile device in order to supply this service to running applications. An important underlying assumption for this service is that all network nodes share a common Domain (Context) Model. We decided to use an ontology as the Domain Model. This ontology should model the environment of deployment of the CAM service (i.e. the domain), such as, for example, emergency situations or sport events. The main benefit of using data structured according to an ontology is that reasoning can be performed on top of such data. An external Domain Model needs to be prepared and provided together with the middleware (it can be exchanged for different deployment domains) as illustrated in Figure 1.

![Fig. 1. Domain customization of the CAM middleware](image)

Figure 2 presents a conceptual architecture of the CAM service as described in this paper. Given the Domain Model in the form of an ontology TBox (first row in the figure), the context of each user can be expressed in terms of the ABox of this ontology (the second row). While the TBox is the same for all nodes, the ABox is node-specific (it contains data describing the context of the node holding it\(^3\)). Among ABox instances, we distinguish a special instance that will represent the node itself. It is the assertions related to this special instance that will be crucial for delivery of Context-Addressed Messages. We will refer to this instance as thisNode.

The address of a Context-Addressed Message (i.e., a Context-Based Address) is either an existing class from the ontology, or (more often) it is a definition of a new class (as shown in the fourth row of Figure 2). Through reasoning, the instances from the ontology ABox can be identified as belonging (or not) to the new class. If it happens that the thisNode instance belongs to the address class, the message will be delivered to the application running on top of the middleware.

Reasoning which takes advantage of the domain model ontology is one of the main advantages of CAM messaging. For example, a message sent to the address

\(^3\) The amount of available context information depends on the context acquisition mechanisms used.
Fig. 2. CAM middleware context representation and addressing mechanism

'class B' will be delivered to every node whose ABox looks as the one shown in the example in Figure 2. Given that the thisNode instance belongs to class E and class E is a subclass of class B, the reasoning algorithm infers that the thisNode instance belongs to class B, which makes the given node an addressee for messages addressed to ‘class B’.

To implement the architecture described above on a mobile device, the following elements need to be identified: (a) an ontology language with suitable expressivity for the representation of context, (b) the structure for Context-Based Addresses, (c) an efficient reasoning algorithm for address resolving, (d) a routing protocol capable of handling Context-Based Addresses. All of the above should take into account resource limitations of a mobile device.

In our first experiment with CAM [1], we tried to use off-the-shelf solutions: the OWL-DL [2] ontology language, and the Pellet [3] reasoner accessed through the JENA API [4]. These choices did not provide satisfactory performance. This paper presents a CAM service based on DL-Lite [5] ontologies, LOnt library (our own implementation of the JENA API for mobile devices), and a dedicated Context-Based Routing protocol. Note that Context-Based Routing [6] will be described in a separate publication.

This paper is organized as follows: Section 2 describes how DL-Lite is used on a mobile device for context modeling and addressing. Section 3 describes the architecture of the CAM service. Section 4 presents Nokia N800 performance results while Section 5 gives an overview of related work. Conclusions are presented in Section 6.
2 DL-Lite as Domain Modeling Language for CAM

The domain modeling language for Context-Addressable Messaging has to be balanced in terms of expressivity versus complexity. The more complexity is allowed in the model, the higher level of details can be captured. This, however, leads to an increase in the processing complexity of the model, which can very quickly make the system unusable on mobile devices.

To achieve a good performance of the CAM service, we have chosen the DL-Lite\[5\] logic for domain modeling. This logic is a subset of OWL-DL. DL-Lite was chosen to offer a high performance reasoning algorithm which can infer “in polynomial time with respect to [...] the size of the ontology” [7]. An additional advantage of DL-Lite is that it is mentioned as one of the few logics which can be implemented on top of a relational database and are a ”subset of OWL 1.1” [7].

The DL-Lite logic can contain statements about subsumption, disjointness, role-typing, participation and non-participation constraints, and functionality restrictions (see Figure 3).

![Fig. 3. DL-Lite TBox constructs][5]

CAM makes use of DL-Lite conjunctive queries [5] as Context-Based Addresses. When a node receives a Context-Addressed Message, the conjunctive query represented by the Context-Based Address of that message is evaluated. The conjunctive query is executed on top of the context storage relational database (ABox) to determine if the special instance thisNode is returned as a result of this query. For a detailed explanation of the conjunctive query mechanism refer to [5].

We now explain how conjunctive queries are used as Context-Based Addresses. Figure[4] presents how different atoms of a conjunctive query are mapped to message destinations. For example, using an address in the form of \( B(x) \) where \( B \) denotes the class Parent (see the first row in Figure[4]) we can address all nodes whose context defines them as ‘parents’ (the instance thisNode is returned as a result of evaluating the conjunctive query \( \text{Parent}(x) \)). Another type of an address could be composed of the atom \( R(x,i) \) (see the fourth row in Figure[4]) where \( R \) would be the relation \( \text{hasParent} \) and \( i \) would be the instance representing Tom Black. This way, using the \( \text{hasParent}(x, "\text{TomBlack"}) \) conjunctive query, we can address ‘all the children of Tom Black’.

Addressing based on conjunctive queries can be fully appreciated when address atoms are combined together in a conjunction. In principle, it is possible to use an arbitrary number of atoms to describe the destination nodes.
Address atom | Message goes to every node that
--- | ---
\( B(x) \) | Belongs to class \( B \).
**Example:**
Address: Parent(x)
Destination: All persons who are a Parent.

\( R(x, \_ ) \) | Has object property \( R \) assigned.
**Example:**
Address: hasParent(x,\_)
Destination: All persons that have a Parent.

\( R(_, x) \) | Is the value for the object property \( R \).
**Example:**
Address: hasParent(_,x)
Destination: All persons that are a Parent of any other person.

\( R(x, i) \) | Has object property \( R \) assigned, with the value equal to instance \( i \).
**Example:**
Address: hasParent(x,“Tom Black”)
Destination: All persons whose Parent is Tom Black.

\( R(i, x) \) | Is the value for the object property \( R \) assigned to instance \( i \).
**Example:**
Address: hasParent(“Emily Black”,x)
Destination: All persons who are the Parent of “Emily Black”.

\( R(x, y) \) | Has object property \( R \) assigned, with the value equal to one of the instances returned by the part of the address described by \( y \).
**Example:**
Address: hasParent(x,y) \( \cap \) Manager(y)
Destination: All persons who have a Parent who is a Manager.

\( R(y, x) \) | Is the value for the object property \( R \) assigned to one of the instances returned by the part of the address described by \( y \).
**Example:**
Address: hasParent(y,x) \( \cap \) Manager(y)
Destination: All persons who are a Parent of a person who is a Manager.

**Fig. 4.** Atoms of conjunctive queries as Context-Based Addresses

An example of a Context-Based Address constructed as a conjunction of atoms can be as follows: ‘Firefighters located in Jussieu Station, in the rank of a captain’. This address imposes three conditions on the context of destination nodes: (a) they have to belong to the class Firefighter (atom type \( B(x) \)), (b) they have to have the role isLocatedAt with the value equal to the Jussieu Station instance (atom type \( R(x, i) \)), (c) they have to belong to the class Captain (atom type \( B(x) \)). The Context-Based Address constructed of these three atoms would look as follows:

\[
\text{Firefighter}(x) \cap \text{isLocatedAt}(x, \text{"JussieuStation"}) \cap \text{Captain}(x)
\]

Another example could be: ‘Firefighters located in a vehicle which is driving towards station Jussieu’. This address uses the \( R(x, y) \) atom type as it needs to provide constraints both on the node which is target of the messages (atoms Firefighter(x) and isLocatedAt(x,y)), as well as on the place in which that node is currently located (atoms isDrivingTowards(y, “JussieuStation”) and Vehicle(y)). The whole address would look as follows:

\[
\text{Firefighter}(x) \cap \text{isLocatedAt}(x,y) \cap \text{Vehicle}(y) \cap \\
\text{isDrivingTowards}(y, \text{"JussieuStation")}
\]
To implement a DL-Lite based architecture for Context-Addressable Messaging on mobile devices, the following issues, addressed in the next section, arise:

- Creating DL-Lite ontologies. Multiple convenient tools exist for development of OWL ontologies such as Protg [8]; however Protg does not provide support for DL-Lite ontologies.
- Representing and distributing a DL-Lite ontology. A standardized format that is compact and easy to parse is required.
- Using a DL-Lite ontology on mobile devices. A library capable of parsing, and handling DL-Lite ontologies on mobile devices is needed.

3 DL-Lite Based CAM Architecture

Figure 5 presents the architecture of tools required to prepare ontologies for the CAM service (design-time) as well as the architecture of the middleware installed on a mobile device required to enable the CAM service (run-time). The left hand side of the figure presents a plugin to the Protg ontology editor which is used to create DL-Lite ontologies for CAM. The right hand side of the figure shows the CAM middleware which is responsible for handling the DL-Lite ontology on a mobile device.

To facilitate creating DL-Lite ontologies we have developed a plugin to the popular Protg [8] ontology editor. This plugin is capable of reducing OWL-DL ontologies to DL-Lite ontologies, by removing those OWL-DL constructs, which are not supported by the DL-Lite logic. The information loss which occurs during the reduction process could probably be mitigated if OWL-DL specific (non-DL-Lite) constructs could be replaced by ”approximating” DL-Lite constructs (rather than being simply removed). We see this as an interesting issue for future research.

Due to mobile platform resource limitations, the ontology file should be easy to parse. Parsing ontology files encoded in RDF/XML syntax is time consuming and requires a complex parser (see [9] for more details). Therefore, we have chosen the Manchester OWL Syntax [10] for representing the domain model ontology. Table 1 shows a comparison of the Manchester OWL Syntax and RDF/XML syntax. The Manchester OWL Syntax offers the following advantages: (a) it is easy to parse, (b) it is designed for human-readability, (c) DL-Lite ontology files encoded in the Manchester OWL Syntax turned out to be approximately twice smaller than when encoded in the RDF/XML syntax.

The Protg plugin does not only generate the Manchester OWL syntax encoded ontology file, but it also creates a schema for the ontology ABox storage database, according to the contents of the ontology. The database schema and the ontology file are transferred to the mobile device. Together they customize the CAM middleware for a given domain.

The run-time CAM middleware architecture (right-hand side of Figure 5) consists of the following elements: the Manchester OWL Syntax parser, the Lightweight Ontology library (LOnt), a relational database, and the Context-Based Routing (CBR) protocol. The CAM middleware offers the following...
services to the applications: forming Context-Based Addresses, sending and receiving Context-Addressed Messages, and management of context information related to the node it executes on.

The Manchester OWL Syntax parser is generated automatically using the JavaCC [11] (Java Compiler Compiler) tool based on a Manchester OWL Syntax parser definition file for the WonderWeb OWL API [12].

LOnt is a library produced by the authors of this paper, capable of handling OWL-DL (not just DL-Lite) ontologies. It implements the interfaces of the Jena API [4] in a way suited for mobile devices. Its main feature is small size, and low memory requirements; it can successfully run on J2ME-enabled mobile phones. The CAM middleware uses LOnt for representing the TBox part of the domain model ontology.

The CAM middleware uses a relational database for storage and retrieval of the ABox of the ontology (i.e. context data) according to [5]. We have decided to use the HSQL [13] database for its performance on mobile devices.

**Table 1.** Comparison of Manchester Syntax and RDF/XML Syntax

<table>
<thead>
<tr>
<th>Manchester OWL Syntax</th>
<th>RDF/XML Syntax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class: FinishLine</td>
<td><code>&lt;owl:Class rdf:ID=&quot;FinishLine&quot;&gt;</code></td>
</tr>
<tr>
<td>SubClassOf: StagePointOfInterest</td>
<td><code>&lt;rdfs:subClassOf&gt;</code></td>
</tr>
<tr>
<td></td>
<td><code>&lt;owl:Class rdf:about=&quot;#StagePointOfInterest&quot;/&gt;</code></td>
</tr>
<tr>
<td></td>
<td><code>&lt;owl:Class/&gt;</code></td>
</tr>
<tr>
<td>/**</td>
<td><code>&lt;owl:ObjectProperty rdf:ID=&quot;hasMountainPass&quot;&gt;</code></td>
</tr>
<tr>
<td>* @rdfs:comment Assigns Mountain Passes to a specified Stage. */</td>
<td><code>&lt;rdfs:domain rdf:resource=&quot;#Stage&quot;/&gt;</code></td>
</tr>
<tr>
<td></td>
<td><code>&lt;rdfs:range rdf:resource=&quot;#MountainPass&quot;/&gt;</code></td>
</tr>
<tr>
<td>Object property: hasMountainPass</td>
<td><code>&lt;rdfs:comment rdf:datatype=&quot;http://www.w3.org/2001/XMLSchema#string&quot;&gt;</code></td>
</tr>
<tr>
<td>Domains: Stage</td>
<td>Assigns Mountain Passes to a specified Stage.</td>
</tr>
<tr>
<td>Ranges: MountainPass</td>
<td><code>&lt;owl:ObjectProperty/&gt;</code></td>
</tr>
</tbody>
</table>
The Reasoner component implements the DL-Lite mechanism of conjunctive queries [5], on top of the LOnt library and the relational database. This conjunctive query reasoning algorithm is triggered whenever a new Context-Addressed Message is received by a node. The task of transporting sent messages between network nodes, is performed by the Context-Based Routing (CBR) protocol, which is described in a separate paper [6].

The usage of the CAM service can be summarized as follows:

1. Each node injects its local context into its ABox.
2. The application creates a Context-Based Address.
3. The application sends a Context-Addressed Message using the CAM service to the created address.
4. The CAM service sends the message to destination nodes using CBR.
5. CBR routes the message through the network.
6. Each node identified by CBR as a prospective destination checks if it actually is a destination for that message. This is done by invoking the Reasoner with the address of the message as a parameter. The Reasoner makes use of the TBox (domain model) stored in the LOnt library, and the ABox stored in the database (context data) to provide a response. We refer to this process as address resolving.
7. If the response of the Reasoner is positive, the message is passed from CBR to the CAM component and from there to the application layer.

Figure 6 presents a practical example of usage of the CAM service. The first part of the example presents how the context of a node can be defined. The second part shows how a Context-Based Address can be created, and how a message can be sent to that address. The third part shows how the sent message can be received at the destination. Each node in the network that defined its context as shown in the first part of the example will receive the message sent to the address created in the second part of the example by performing the receive operation shown in the third part of the example.

```java
1) Store context
1. DomainInstance thisNode = cam.getThisNodeInstance();
2. thisNode.setInstanceOf(cam.getDomainClass('Firefighter'));
3. thisNode.setInstanceOf(cam.getDomainClass('Captain'));
4. DomainProperty p = cam.getDomainProperty('isLocatedAt');
5. thisNode.setObjectPropertyValue(p, 'Jussieu Station');

2) Send a CAM message
1. ContextBasedAddress a1,a2,a3,dest;
2. a1 = cam.makeCBA_InClass('Firefighter');
3. a2 = cam.makeCBA_HasInstanceValue('isLocatedAt','Jussieu Station');
4. a3 = cam.makeCBA_InClass('Captain');
5. dest = a1.makeIntersection(a2).makeIntersection(a3);
6. cam.sendMessage(dest, 'Help!');

3) Receive a message
1. CamConnection conn = cam.getConnection();
2. String msg = conn.waitForMessage();
3. System.out.println('Message received' + msg);
```

Fig. 6. Usage of the CAM service
4 Performance Results

The test system is the Nokia N800 device[14], running the Linux based Internet Tablet OS 2007 Edition. The N800 offers a 320MHz processor and 128MB DDR RAM. The CAM middleware is written in Java and runs on top of Cacao JVM[15] using the HSQL[13] database. The test application invokes each tested method 100 times and calculates the average value of measured execution times. The ontology used for tests consists of 48 classes, 23 object properties and 31 datatype properties.

To evaluate the performance of the implemented Context-Addressable Messaging service we need to consider three mechanisms that affect overall performance in a major way: 1) domain model ontology (TBox) access, 2) context data (ABox) storage and retrieval, 3) reasoning.

Table 2 presents results measured for operations related to the domain model ontology (TBox) access, i.e., the performance of the LOnt library. We notice that the simple operations which just need to locate a specific resource and return some of its attributes are the fastest ones; however, the exact timing depends on how many relevant 'items' are there. For example we can see that the time measured for GET SUPER CLASSES operation is much shorter than for GET SUB CLASSES operation, which is due to the fact that the class chosen for tests has only one super class, but a few sub classes. We can also observe the impact of reasoning, when we compare the 1,05ms obtained for GET SUB CLASSES method, with 15,78ms obtained for GET REASONED SUB CLASSES (the difference here is that the first method returns only direct sub classes of the selected class, while the former iterates all the way down through the ontology).

<table>
<thead>
<tr>
<th>Operation</th>
<th>ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>GET PROPERTIES OF A CLASS</td>
<td>1,30</td>
</tr>
<tr>
<td>GET DIRECT SUB CLASSES OF A CLASS</td>
<td>1,05</td>
</tr>
<tr>
<td>GET DIRECT SUPER CLASSES OF A CLASS</td>
<td>0,65</td>
</tr>
<tr>
<td>GET REASONED SUB CLASSES OF A CLASS</td>
<td>15,78</td>
</tr>
<tr>
<td>GET REASONED SUPER CLASSES OF A CLASS</td>
<td>2,63</td>
</tr>
<tr>
<td>GET RANGE OF A PROPERTY</td>
<td>0,26</td>
</tr>
<tr>
<td>GET DOMAIN OF A PROPERTY</td>
<td>0,97</td>
</tr>
<tr>
<td>GET DIRECT SUPER PROPERTIES OF A PROPERTY</td>
<td>0,12</td>
</tr>
<tr>
<td>GET DIRECT SUB PROPERTIES OF A PROPERTY</td>
<td>0,12</td>
</tr>
<tr>
<td>GET REASONED SUB PROPERTIES OF A PROPERTY</td>
<td>0,08</td>
</tr>
<tr>
<td>GET REASONED SUPER PROPERTIES OF A PROPERTY</td>
<td>4,23</td>
</tr>
</tbody>
</table>

Table 3 presents results measured for operations related to context data (ABox) management, that is creating instances, assigning property values to those instances, getting these values, or removing the entered information. The main distinction from the methods presented in Table 2 is that these methods require access to the database which is used for storing instances, and do not make use of reasoning. The values presented in Table 3 depend mainly on speed of the underlying database, and can vary greatly depending on the chosen database and its configuration.
Table 3. Performance of selected context management operations for HSQL

<table>
<thead>
<tr>
<th>Operation</th>
<th>ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>CREATE INSTANCE</td>
<td>11.36</td>
</tr>
<tr>
<td>REMOVE INSTANCE</td>
<td>16.65</td>
</tr>
<tr>
<td>SET INSTANCE OF</td>
<td>18.95</td>
</tr>
<tr>
<td>CHECK INSTANCE OF</td>
<td>5.1</td>
</tr>
<tr>
<td>UNSET INSTANCE OF</td>
<td>12.89</td>
</tr>
<tr>
<td>SET PROPERTY VALUE</td>
<td>12.08</td>
</tr>
<tr>
<td>GET PROPERTY VALUE</td>
<td>5.84</td>
</tr>
<tr>
<td>ADD PROPERTY VALUE</td>
<td>17.20</td>
</tr>
<tr>
<td>UNSET PROPERTY VALUE</td>
<td>12.94</td>
</tr>
</tbody>
</table>

Address resolving makes use of reasoning to evaluate the conjunctive query forming a Context-Based Address, by performing queries on the context storage database. Addresses used during tests are composed of atoms of the $B(x)$ type (as described in the first row of Figure 4). Figure 7 shows how the time required to perform address resolving depends on three different attributes of these Context-Based Addresses.

![Figure 7](image)

**Fig. 7.** Time required to resolve an address in the function of: (a) the position of class $B$ in the taxonomy for a single class address, (b) the number of $B(x)$ atoms (where each class has no subclasses) in a DL-Lite query used as the address, (c) the number of other instances belonging to class $B$ in the database for a single atom address composed of class $B$ (which has no subclasses)

Figure 7a shows the time required to resolve an address in the function of class position in the taxonomy. The addresses used for this test are all composed of a single atom of the $B(x)$ type. The class position in the taxonomy is a value which indicates the level of class $B$ in a taxonomy of classes (where level 0 indicates a class without subclasses). We observe that the time required to resolve an address which consists of a single class, increases with the position of that class in the taxonomy.

Figure 7b presents the time required to check an address in the function of the number of atoms in a DL-Lite conjunctive query used as a Context-Based Address. The addresses used for this test are all composed of $B(x)$ type of atoms, each with no subclasses. In this test we measured the time required to resolve an address which is a conjunction of $N = 1,6$ of such atoms.
Figure 7c shows how the time required to resolve an address depends on the amount of data in the ABox (context storage database). In this test we use addresses composed of a single $B(x)$ atom with no subclasses, and we create additional $N=0,1000$ instances which belong to class $B$. We can observe that the time increases linearly with the number of other instances. However the influence of the number of other instance is relatively small compared to other factors.

We perceive the results achieved in the described configuration as satisfactory for lightweight traffic, such as e.g. a messaging service (similar to SMS) which is used for human generated traffic. For traffic intensive applications, such as machine to machine (M2M) communication, the delays introduced by the CAM middleware can be too large.

5 Related Work

The concept of semantic addressing of nodes applied in CAM, has been used in multiple research projects such as the EYES project [16], Content-Based Addressing [17] [18] or FlavourCast [19] (to name a few). However none of these projects aim to combine their addressing schemes with ontology based context modeling as done in CAM. To the best of our knowledge using expressions generated from an ontology as a Context-Based Address is a novel idea, which has not yet been researched, except for [20], where the authors extend the Siena subscription language by using ontologies and ontological operators. However this approach does not consider using expressions formed with multiple classes, and relies only on using single classes for an address.

Using ontologies as a model of context is in itself not a new idea (it has been taken into consideration in the context modeling survey [21] published in 2004). One of the proposed architectures for using an ontology based context model is an architecture where an ontology representation and reasoning is performed on a dedicated context interpreter machine which uses the JENA framework to resolve requests from mobile clients [22]. Other similar approaches exist, such as [23][24][25].

In the architecture presented in [26], ontologies are used as a model for context data obtained from sensors, and context synthesizing is performed by means of a naive Bayesian classifier in order to detect the type of situation in which the user is currently in.

The concept of handling ontologies on a mobile device has already been proposed in a few publications. For example [27] describes an architecture where reasoning is conducted on top of ontology data stored in a relational database, where a very large ontology is distributed between servers and mobile devices.

One of the key features of Context-Addressable Messaging is reasoning on mobile devices. To the best of our knowledge only a few reasoners have been developed for these environments, one of which is the KRHyper reasoner [28] - a software library based on J2ME.
6 Conclusions

This paper presents a mobile middleware for Context-Addressable Messaging. The middleware uses an ontology as the domain (context) model, as well as runtime-defined ontology-driven classes as Context-Based Addresses. It includes reasoning at prospective message recipients for Context-Based Addresses resolution. To achieve reasonable performance, the DL-Lite subset of OWL-DL is used as the ontology language. Major components, developed by the authors to implement the middleware, include a DL-Lite Protg plug-in, a lightweight, mobile implementation of the Jena API (the LOnt library), and a mobile DL-Lite reasoning engine.

A Context-Based Routing protocol (CBR), used to limit the number of prospective recipients, is presented elsewhere [6]. The described Context-Addressable Messaging service offers satisfactory performance for human-to-human, SMS-like messaging.

Research problems to be addressed in the future include: (a) analysing the possibilities for automated ontology reduction from OWL-DL to DL-Lite, (b) introducing caching mechanisms to improve the performance of address resolving.
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A Wearable, Conductive Textile Based User Interface
for Hospital Ward Rounds Document Access

Jingyuan Cheng, David Bannach, Kurt Adamer, Thomas Bernreiter, and Paul Lukowicz

Abstract. This work is motivated by a hospital ward rounds scenario in the EU sponsored WearIT@Work Project. Based on a detailed application design and evaluation described in our previous work we have implemented a simple, wearable user interface seamlessly integrated in the doctor’s coat. The interface is based on a multi-electrodes, conductive textile capacitive sensor that allows the doctor to control the system with simple gestures without the need to touch non sterile material. This paper focuses on the software that robustly extracts the gestures from noisy sensor signals and an extensive real life evaluation, including a two weeks’ deployment of the interface in a hospital where it was used during real life rounds by three doctors, user questionnaires from a demonstration to a broader audience of hospital staff, and a systematic quantitative evaluation with students.

Keywords: capacitance measuring; wearable sensing.

1 Introduction

The work described in this paper is part of a larger effort, to optimize data access during hospital ward rounds sponsored by the EU WearIT@Work project [1]. It builds on a three year application design and evaluation phase described in [2]. A major result of this work has been the need for a simple input interface that allows the doctor to navigate through documents displayed at a bedside mounted screen.

Obviously the interface should not affect the doctor’s ability to interact with patients or hinder him in performing examinations. This means that devices such as wrist worn keyboards and PDAs which require the use of both hands are unsuitable. Neither is voice control which would interfere with the conversation. An additional, non obvious requirement that limits the range of possible interfaces stems from the need to keep the doctor’s hands sterile during the examination. In general the doctor will sterilize his hands before starting examining the patient. During the examination he should then avoid touching non sterile objects. Based on our talks with doctors, they are especially unwilling to touch electronic devices directly, which are difficult to sterilize and could potentially “accumulate” infections over time. The exact requirements of the scenario and their derivation are described in [2].

An initial solution has been to use a wrist mounted accelerometer for gesture recognition. However, this solutions has only had limited success. Person dependent training was not feasible, gestures had to be quite subtle not to irritate the patient,
there would be large variability in the sensor attachment and the doctors were not willing to invest time into learning how to operate the system. As a consequence, for most users the system did not work reliably enough while at the same time many still complained about the gestures being “too large”. Again this has been described in detail in [2].

The above results have lead to the concept of a capacitive, conductive textile based sensor placed under the doctor’s coat to detect small gestures performed in the proximity of the sensor location. The hardware design, the physical background and first step data analysis can be found in [3].

In this paper we describe the design and implementation of the actual interface and present the results of an extensive empirical evaluation. This includes a two weeks’ deployment of the interface in a hospital where it was used during real life rounds by three doctors, user questionnaires from a demonstration to a broader audience of hospital staff, and a systematic quantitative evaluation with students.

1.1 Related Work and Paper Contributions

A similar concept to the one investigated in this paper was presented in [4]. It allows the user to swipe his hand across a watch that would detect the motions with an array of proximity sensors. The use of on body capacitive sensing for user interfaces has been proposed by [5]. Later the same group has used on body capacitive sensing for motion tracking in a dance application [6]. Capacitive gesture recognition for pervasive computing (but not wearable systems) has been discussed [7] (and a string of other publication by this group). In the wearable area capacitive sensing is also the basis of widely used textile pressure sensors [8].

Unlike the above examples our system has large area sensors (which mean that the doctor can operate it without having to pay attention to locating the right spot) and is made of textile so that it is flexible and can be easily integrated under the doctor’s coat. Unlike the textile pressure sensor based interfaces it does not require touching or pressing and can be operated by just moving the hand slightly above the coat. The main contributions of the work described in this paper are:

a. Implementation of the interface software in such a way that it robustly recognizes the relevant gestures in real time and is not prone to false positives, despite week, noisy signals due to flexible, coat integrated interface.

b. Extended (two weeks) deployment of the entire system in a real life environment (during real word rounds with real doctors and patients)

c. Small, quantitative evaluation of the interface with real medical personnel

d. Large detailed quantitative evaluation with students.

2 System Overview

2.1 Overall Architecture and Functionality

The overall system concept is based on work described in detail in [2] (Fig. 1) and will only be briefly summarized below, as the focus of this paper is on the interface and system test. A bedside display is used to show patients’ data from a hospital
information system. When a doctor-nurse team arrives at the bed, they use wrist mounted RFID readers to read the tag on the patient’s wrist. This identifies the patient, establishes the teams’ authority to access his data, and brings up his record on the bedside display. The doctor can then browse the data using the textile touchpad (Control pad in Fig. 2) invisibly integrated (see next paragraph and [3]) inside of his coat. The nurse, who does not need free hands and can focus on the system, may access the record in parallel on a tablet PC and perform operations (such as ordering examinations) which are too complex for the doctors’ interface.

2.2 Hardware Components

The three main components of the system (Fig. 2) are:

a. ID recognition: RFID-tags for doctor and patients, RFID-Readers for doctor and nurse
b. UI control: conductive textile touchpad under doctor’s clothes controlled purely by hand
c. UI: wireless data communication and documents display

The ID recognition part is based on a SkyeTek RFID Reader M1-Mini, which is connected to a Moteiv Tmote-mini that sends data out via 2.4G ZigBee wireless connection. They are put together into a wristband and the RFID tags are also embedded into wristbands.
The UI control part is made of a capacitive pad described in [3]. An ideal capacitor consists of two conductive plates separated and insulated from each other by a dielectric. Because human body is conductive, it can be considered as one of the electrodes. In our design, metal textile is fixed to the inner side of doctor's clothes with snap fastener and the doctor’s hand is considered as the other electrode. Data are sent out via Tmote-mini, too. Two versions of pads were developed: a big one which is meant to be controlled by one hand, and a smaller one controlled by finger. Each pad is of 7 channels.

Both embedded boards (one for gesture control and one for RFID reading) have its own rechargeable battery and can keep running for more than 10 hours.

A Moteiv Tmote-sky is attached as data collection node to a bedside PC, on which data processing and user interface runs.

3 Software Design

3.1 General Structure

A hospital user interface called MPA has been developed by Systema under Windows for medical record management. The other part of software is divided into three parts and designed under CRN Toolbox [9]: data receiving and decoding, patients ID and gesture recognition, and UI command sending, as shown in Fig. 3. The main purpose of this part is to convert hardware level raw data to UI level information or commands.

Mapping RFID number to patient index can be achieved by an editable look-up table.

Fig. 3. Software structure under CRN Toolbox
As for gesture recognition, a gesture level is inserted between the raw data level and command level. Based on whether one or more channels are triggered and the mean channel index, raw data are grouped into three categories: double click, scrolling, and others, which are further used to switch finite state machine and send commands to user interface.

### 3.2 Raw Data Level Algorithm

Simply apply a fixed threshold to every channel will give out the triggered channels. However, for better performance, auto-adjust threshold are implied.

If channel $i$ is triggered in the last data packet, $\text{th}(j, i)$, the threshold for channel $j$ deduced from $i$, is:

$$
\text{th}(j, i) = \left| j - i \right| \times (\text{th}_{\text{high}} - \text{th}_{\text{low}}) + \text{th}_{\text{low}}
$$

(1)

Where $\text{th}_{\text{high}}$ and $\text{th}_{\text{low}}$ are the highest and lowest possible values of threshold.

$\text{th}(j)$, the final threshold for channel $j$ is set to the minimum of all $\text{th}(j, i)$ s. Or if there is no channel triggered in the last packet, threshold for all the channels will be set to $\text{th}_{\text{high}}$.

The mean channel index is:

$$
\text{MCI} = \frac{\sum_{j, \text{A}(j) > \text{th}(j)} \text{A}(j) \times j}{\sum_{j, \text{A}(j) > \text{th}(j)} \text{A}(j)}
$$

(2)

Where $\text{A}(j)$ is amplitude of channel $j$.

### 3.3 Gesture Level Algorithm

Although theoretically this pad can provide more functions like single click, zoom in and out, finally only two groups of valid gestures are implied. Because the fewer gestures implied, the smaller the error rate is. In hospital scenario, where end users should not be expected as experts on computer, less gestures also means less effort in learning and using the system.

The mapping from raw data level to gestures is shown in Fig. 4.

Gesture recognition always starts with an un-triggered status. Double click is only triggered when the change of MCI is not too big. The time length for triggered and un-triggered status is also checked. The change threshold for MCI is set to 2 channels at the beginning, and reduces as the user scrolls further down. This provides more accurate scrolling in the beginning and quicker scrolling for long distance moving.
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Fig. 4. Mapping raw data into gestures (MCI: mean channel index, Tri: triggered status, Untri: un-triggered status)

3.4 User Interface Level Algorithm

The mapping from gestures to user interface command is based on a finite state machine, as in Fig. 5. The program runs in two states: activated and deactivated. In deactivated status, it only responds to double click and then changes into activated status, where it reacts to double click as open/close (open when all documents closed, and close when a certain document opened), and scroll up/down. If no action was taken for a certain time, the program automatically returns to deactivated status.

Fig. 5. Finite state machine for program states and UI commands
4 Evaluation

To improve the system, a test scenario was first set up in our lab. Then a two weeks real situation test was performed in Hospital Steyr, Austria from May 12th to 23rd 2008. After that, a quantitative evaluation was carried out during a demonstration in the hospital cafeteria. Finally, we repeated the student test again.

4.1 Test and Demonstration in Hospital Steyr

The system was set up in a double-beds patient-room with two bed-side PCs. The doctors used this system to view and show the patients’ medical record twice a day, once in the morning and once in the afternoon. Each time it lasted for about 10 minutes. Altogether there were 3 doctors and 5 patients involved directly in the 10 days test. Doctors were satisfied with the system which was used continuously throughout the two weeks’ period. Most patients suggested that the ability to go through the records together with the doctor was satisfying, and they were happy to see their own medical record on the screen. This test proved that the system could be used under real circumstance where situation was more complex with the involvement of non-technical persons and clinical devices.

However, due to law, privacy reasons, and the fact that we were constrained to three doctors it was impractical to perform any quantitative evaluation.

Hence a demonstration was held in the hospital’s cafeteria afterwards, as shown in Fig. 6. We brought the whole system into cafeteria during lunch time, told people how to use it and then let them try. Finally 25 questionnaires were filled out after the two days’ demonstration, among them 15 from doctors, 2 from nurses and 8 from others. The results were based on first impressions, because in general each person had only about 10 minutes to get to know and try the system.

![Fig. 6. End User Promotion in Cafeteria](image)

Generally, people found the system worked well. There are 11 “no answer” because this question on general feeling was added only on the second day, when we received 14 valid feedbacks. When it comes to whether you would like to use such a system in daily work, 12 answered yes, 7 said no, and 6 remained undecided. The
statistic details can be found in Table 1 and Table 2. We didn't include age, gender, status information in the cafeteria questionnaire, because people were supposed to be in a hurry so we put as less questions as possible.

**Table 1.** Statistics on general feeling about the system from cafeteria demonstration

<table>
<thead>
<tr>
<th></th>
<th>very much</th>
<th>much</th>
<th>not so much</th>
<th>only a little</th>
<th>not at all</th>
<th>no answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>reduce my stress on the job</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>increase my productivity</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>makes me uncomfortable</td>
<td>0</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Increases the time I can spend with patients</td>
<td>2</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>affects my interaction with colleagues and/or patients</td>
<td>0</td>
<td>9</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

**Table 2.** Statistics on function evaluation on the pad from cafeteria demonstration

<table>
<thead>
<tr>
<th></th>
<th>very good</th>
<th>good</th>
<th>not so good</th>
<th>bad</th>
<th>very bad</th>
<th>no answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>activate</td>
<td>8</td>
<td>16</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>scroll</td>
<td>6</td>
<td>7</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>open/close</td>
<td>8</td>
<td>14</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>in general</td>
<td>4</td>
<td>9</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>11</td>
</tr>
</tbody>
</table>

**4.2 Student Test**

As mentioned before, a student test has already been run once before the hospital test. But in order to put the system in its best mode for the coming hospital test, algorithms were changed constantly during the first student test when there were problems discovered or suggestions submitted. After the hospital test, the second round student test was carried out in our lab from May 27th to 30th 2008.

In the student test, a test person stood in front of a table, where a dummy with RFID-tag on its left wrist lay. The SmartBoard, a big display, was placed in the corner for both him and the “patient”, as in Fig. 7.

Before the test, the test person was allowed first to try the system for about ten minutes, while the logger stood beside him, introducing the system, answering his questions and providing suggestions. After the subject got familiar with the control methods, he was required to carry out a whole test with the following steps:

1. Greet the patient; get his ID number by the wristband RFID-reader
2. Examine the patient’s foot, open report document No. 2 then x-ray document No. 3.
3. Examine the patient’s hands and open the final report document
4. Shut down the whole system by reading the ID-tag for the doctor himself, say goodbye to the patient
Both big pad and small pad were tested. Altogether 10 persons joined the test, among them 7 computer science students, 2 teachers and 1 bank employee. In general, it takes less than twenty minutes to finish the tasks on both pads. People prefer the smaller pad than the big one, because it is easier to control with only one or two fingers than a complete hand, and also with smaller movement. Detailed statistics are shown in Table 3. Because the students are of the same generation and only 2 females took part in the test, we didn’t make compare between age or gender group, as for the hospital cafeteria test.

<table>
<thead>
<tr>
<th>Table 3. Statistic on function evaluation on the pad from student test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>big pad</td>
</tr>
<tr>
<td>activate</td>
</tr>
<tr>
<td>scroll</td>
</tr>
<tr>
<td>open/close</td>
</tr>
<tr>
<td>in general</td>
</tr>
<tr>
<td>small pad</td>
</tr>
<tr>
<td>activate</td>
</tr>
<tr>
<td>scroll</td>
</tr>
<tr>
<td>open/close</td>
</tr>
<tr>
<td>in general</td>
</tr>
</tbody>
</table>

5 Conclusion

The fact that it was used for two weeks in a real life hospital environment without major problems and to the satisfaction of both the doctors and the patients is a clear indication that our concept is well suited for ward round applications. Although only three doctors used the system during the deployment, the data from a more statistically relevant sample of medical staff (25 people) who tried the system during the cafeteria demo supports this assessment. The student tests further strengthen the argument and
provide a more detailed insight into the positive and negative sides of the interface. The main issue to improve seems to be faster and smoother scrolling, which should be possible with a higher number of electrodes and faster circuits processing in the future.
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1 Introduction

The application of pay-per-use payment models is receiving growing interest and is perhaps exemplified by numerous existing road pricing systems deployed around the world and various examples of pay-per-use car insurance [1][2]. Pay-per-use or ‘metered service’ is a payment model that allows customers unlimited access to services (such as electricity, phone calls, internet access etc.) or physical objects where cost is calculated according to usage. Many new examples of pay-per-use systems in use today have been enabled by advances in technology and motivated by economic factors (in the case of car insurance) or social factors (in the case of congestion related road pricing). While many examples of ‘metered service’ already exist in our daily lives the application of a pay-per-use model in the broader context of everyday objects has received very little attention. Pay-per-use can potentially be applied to any object into which a system to record usage can be embedded. To date, the only example of a pay-per-use object intended to investigate this idea is a prototype chair that contains sensors and can record use [3].
We explore this new research area by applying the pay-per-use concept to an equipment hire scenario in the construction domain. When construction companies deal with short-term contracts, it is common for equipment to be hired for the duration of that contract (in order to avoid purchase cost and maintenance overhead). However, the hire cost is currently proportional to the time period involved so regardless of whether equipment is used heavily or not at all the construction company will be charged the same amount. Additionally, those responsible for managing the hire of equipment have no accurate knowledge of how much use equipment is receiving and whether project management decisions need to be revised, for example, in order to reduce cost or increase productivity.

Our approach to addressing these problems is to augment individual pieces of equipment with sensing, storage and communication capability to enable them to become 'smart' objects. This work builds upon existing research using smart physical objects for safety monitoring on construction sites [4] [5] and we use smart objects to detect and store experiences. We use the term experience to refer to events or activities involving the object which it can detect. Detection of usage experiences in particular is then used to implement a pay-per-use billing model for equipment hire.

Smart physical objects not only allows the implementation of services such as pay-per-use but also provides the opportunity to enable a range of novel user interaction experiences. A piece of equipment used in the construction domain is involved in a range of meaningful experiences each connected with a variety of contextual information. Our goal is to make this information accessible to an interested (and authorised) party interacting via a mobile device. For example, a supervisor finding a discarded piece of equipment at a site could interact with it to find information such as whether it is in working order and how much its hire has cost to date.

Section 2 provides an overview then analysis of the construction scenario which motivates this work, followed by discussion of our pay-per-use billing model. Section 3 discusses the design of the pay-per-use smart object architecture. Section 4 provides an overview of the hardware and software implementation of the prototype system. Section 5 provides evaluation and discussion of the prototype including areas for future work. Section 6 discusses related work and section 7 presents concluding remarks.

2 Pay-Per-Use for Construction Equipment

2.1 Construction Scenario: Road Patching

The design of our pay-per-use prototype is motivated by the scenario of road patching (where defects to tarmac road surface are repaired). The task of road patching begins with a contract between a governmental body such as a local council and a construction company. The local council then provides details of the roads that need to be repaired. Typically, once the contract for work is in place, the construction company (the lessee) hires necessary equipments from a hire company (the lessor) for the duration of the contract. Figure 1 shows a site where road patching is taking place and hired the equipment in use.
2.2 Analysis of Usage Scenario

Figure 2 depicts the main stages in the hire operation of a piece of equipment in a construction scenario. Within Figure 2 a range of users are involved, each with different responsibilities and goals. We divide users into two main categories. Firstly, employees from a company that lease equipment (stages 1, 1b, 2, 3 and 7). Secondly, we consider employees from a construction company that hires and utilises equipment with responsibilities summarised as:

- Administrator: Procuring and managing the hire of equipment (stages 2, 3 and 6),
- Supervisor: Managing and overseeing the deployment of workers and equipment (stages 4 and 5),
- Worker: Transporting equipment to a site and utilising it to carry out road patching (stages 5 and 6).

For the design of a smart object in this scenario, three main areas to address can be identified; experiences the smart object must detect, user interactions that take place with the smart object and processes with which the object must take part. One example of each is discussed in the following paragraphs:

Usage Experience - The key aspect of the scenario for pay-per-use is the detection of usage experiences once workers have transported equipment to the required site. The equipment continually senses its state and stores usage experiences. If a piece of equipment develops a fault (which can not be sensed internally by the tool) a supervisor would interact to record this information. If an exception condition is sensed during usage (such as overheating, exceeding duty cycle, dropping/subjecting to excessive forces etc.) this mishandling experience is also recorded.
Query Interaction - This occurs when a supervisor visiting a remote site needs to view how much use a piece of equipment has received and the associated cost. The supervisor locates the equipment (which may be on a van or in the field) then interacts. In addition to cost, the supervisor is also able to view daily breakdowns of use (including per-worker) and any faults that have been reported.

Delivery Process - This concerns delivery of equipment by a hire company to a construction company depot after negotiation of a lease contract. At the point of delivery an employee of the hire company (lessor) interacts to confirm information relevant to the hire is stored on the device (date of delivery, cost information, point of contact at hire company etc.) and ensures that usage counters are reset. An administrator from the construction company (lessee) interacts to check equipment fulfils the required technical specification and confirm that delivery has taken place.

2.3 Pay-Per-Use Billing Model

A wide range of possibilities exist for calculating cost from usage. For example, charges can vary based on times of use (with peak and off-peak periods), usage level (such as cost reducing and usage increases) or even the intensity of use. We use a billing model which considers an object’s usage and mishandling experiences. Equipment mishandling includes overheating, exceeding duty cycle, dropped/subjecting to excessive forces etc. We assume that if a piece of equipment is mishandled by the lessee additional maintenance (carried out by the lessor) is required and therefore a charge should be levied.
We now give the formal description of our own pay-per-use billing model. LeaseCost is the summation of the usage cost (where \( T \) is the total period of use and \( U \) is the equipment-specific cost per usage unit) and total costs for every type of mishandling experience (\( M \) is the set of mishandling experience that occur, \( m \in M \)):

\[
\text{LeaseCost} = (T \times U) + \sum_{i=1}^{\left| M \right|} \text{Cost}(m)_i
\]

The function \( \text{Cost}(m) \) returns the cost for each type of mishandling event \( m \), for the number of times the event occurs, \( N \); this cost sums the base penalty for the occurrence of the event (returned by the \( \text{BasePenalty}(m) \) function) with a severity surcharge (returned by the \( \text{Severity}(m) \) function):

\[
\text{Cost}(m) = \sum_{n=1}^{N} [\text{BasePenalty}(m) + \text{Severity}(m)]_n
\]

In order to capture pay-per-use data we use wireless sensor nodes attached to the exterior of equipment. Equipment used in our construction scenario (as shown in Figure 1) exhibits vibration between certain ranges when in use (dependent on the individual piece of equipment). The sensor nodes contain an accelerometer and this is used to detect vibrations that indicate usage. The accelerometer is also used to detect experiences that involve sudden motions such as dropping (and the severity of the drop). The sensor nodes can potentially be used to detect other parameters in order to infer experiences such as monitoring temperature in order to detect overheating experiences.

### 3 Pay-Per-Use Smart Object Architecture

As discussed in the previous section, our approach is to attach wireless sensor nodes to equipment which detect experiences such as usage. The self-contained sensor nodes maintain a semi-persistent memory of their experiences without reliance on other nodes or additional infrastructure. This independence is necessary to simplify deployment and ensure reliability in the context of remote building sites with limited connectivity and ad-hoc movement and usage of equipment. However, a backend database for persistent storage of experiences does exist and the use of mobile devices to interact with objects provides a form of opportunistic connectivity for transferring data. We assume that all users which interact with the smart objects have personal mobile devices such as mobile phones or PDAs, but these may have varying communication, storage and user interaction capabilities.

The overall architecture of the system is shown in Figure 3, where each piece of equipment is augmented with a wireless sensor node (labelled Asset Tag) which provides sensing, storage and processing. Mobile devices then interact with a sensor node (shown by the black arrow) and enable data to be transferred to a backend infrastructure (the dashed areas indicate future work). In summary, the sensor node interprets...
low-level sensor data to detect higher-level experiences of interest (e.g. equipment in use). Before the experiences are committed to physical storage, security and pay-per-use models are applied. Additionally, use of physical storage is carefully managed to ensure optimum use of space available and flash RAM (with a finite number of reads and writes). The mobile device is allowed to access data stored on the sensor node, subject to the security model. It is our intention that each user should be presented with their own personalised user interface based on the information they can access, the tasks which they are able to carry out and the capabilities of their mobile device.

We now discuss the design of the security, communication and pay-per-use model aspects of the architecture in more detail.

While the key requirement for implementing the pay-per-use prototype is the detection and storage of usage experiences, we also wish to record involvement in processes that cannot be sensed (such as delivery) about which equipment has to be ‘told’ through user interaction. Storing a wider variety of information on a piece of equipment that is passed among different users in different companies raises the need for a security model. For example, the lessor is unlikely to allow the lessee to access information related to the profit generated though the lease of a piece of equipment. Conversely, the lessee may have to carefully control access information pertaining to individual workers use of the equipment.

Information stored at a piece of equipment may have been authored by the equipment itself (for example, interpreted from sensor readings), the lessor or the lessee. In order to provide data security, the categories of users or specific user that can access information are explicitly specified. In Table 1 we classify some example pieces of information which are stored on a sensor node in our prototype system according to the author and security restrictions.

Devices attached to equipment in the field have potential for only limited, opportunistic network connectivity with external back-end infrastructure. Therefore, embedded storage is essential for recording and accessing experiences that occur in real
time. This requirement presents additional challenges for managing data on a device with limited storage capacity. However, the mobile phone used for interaction may also transfer data from the equipment to a backend infrastructure via network technologies such as GPRS/UMTS and also when synchronising the mobile device with a desktop machine.

### Table 1. Examples of Data Stored on the Pay-Per-Use Prototype

<table>
<thead>
<tr>
<th>Author Information</th>
<th>User Access</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor Node</td>
<td></td>
</tr>
<tr>
<td>Total use for current lessee</td>
<td>Lessor, Lessee: Administrator, Supervisor</td>
</tr>
<tr>
<td>Per-worker usage for current lessee</td>
<td>Lessee: Supervisor, Worker (to which the usage is attributed)</td>
</tr>
<tr>
<td>Maintenance experiences</td>
<td>Public</td>
</tr>
<tr>
<td>Exception experiences for current lessee</td>
<td>Public</td>
</tr>
<tr>
<td>Lessor Contact details</td>
<td>Public</td>
</tr>
<tr>
<td>Pay-Per-Use billing model details</td>
<td>Lessor</td>
</tr>
<tr>
<td>Serviceable lifetime of equipment remaining</td>
<td>Lessor</td>
</tr>
<tr>
<td>Lessee Lease contract details</td>
<td>Lessee: Administrator, Supervisor</td>
</tr>
<tr>
<td>Workers assigned to equipment use</td>
<td>Lessee: Supervisor, Worker</td>
</tr>
</tbody>
</table>

As discussed in section 2.4, a wide variety of pay-per-use billing calculations are possible which, in addition to usage time, could take into account other parameters such as usage intensity and usage location. In our prototype scenario we currently implement the billing calculation at the piece of equipment in order to ensure accurate cost information is always available when interacting. However, we also assume that verifiable usage data retrieved during user interaction during and/or at the end of lease contract is used by the lessor to generate formal invoices.

### 4 Prototype Implementation

#### 4.1 Hardware

The current prototype implementation is based on an existing hardware platform (Nemo Tags [6]) with wireless sensor nodes that include an accelerometer, ARM processor and low-power 802.15.4 radio enabling communication with and proximity detection. The platform is designed to enable HAV monitoring for extended periods in the field and consists of an Asset Tag which is fixed to equipment. Asset Tags are housed in a rugged enclosure (as shown in Figure 5) to deal with the harsh environment of building sites. They remain continually powered on (power management is a key consideration [6] [7]) and automatically detect use without any user intervention.
Fig. 5. Overall Architecture Showing Mobile Phone Interaction with Equipment (Nemo Asset Tags Circled)

In order to enable mobile phone interaction with the Nemo Asset Tags a Bluetooth extension board was developed in order to provide a Bluetooth Bridge Tag. This enables communication between Nemo Asset Tags using 802.15.4 and Bluetooth enabled mobile devices. As interaction with equipment will take place in the harsh environment of construction sites, it was important to support a mobile device that was available in ruggedized format. Only a limited range of ruggedized phones that support development of 3rd party applications are available and as the majority of these are Windows Mobile devices this platform was chosen. Figure 5 shows the overall architecture for the prototype scenario where the black arrow represents Bluetooth communication and the grey arrow 802.15.4.

4.2 Software

The applications that run on the Bluetooth Bridge Tag and Asset Tags attached to equipment are developed in C. The Bridge Tag continually listens for commands sent by a phone, validates those received and sends messages over the 802.15.4 radio as appropriate. A simple textual command set is currently used for all communication. Data received over the 802.15.4 radio is checked for integrity and forwarded to the phone if appropriate.

The mobile phone application, currently implemented in C#, initially discovers Bluetooth devices in range and allows the user to connect to the desired Bridge Tag. Once paired, communication takes place using Bluetooth SPP (Serial Port Profile) and commands are sent between the phone and bridge. An Asset Tag discovery process is initiated from the Bridge Tag (broadcast over the 802.15.4 radio) and tags in range reply with basic information such as equipment name, leaser name and status. The results of the discovery are used to populate a GUI on the phone application (Figure 6). Once the user has identified a piece of equipment they wish to interact with, they then ‘connect’ to it and access information via a customised user interface (currently implemented with a different application for each group of users). The interface for a supervisor in a construction company is show in Figure 7.

This early prototype implementation of the application and user interfaces is based on our analysis of the scenario and technical feasibility of features. We plan to refine our design through user studies with workers involved with equipment hire and use in the construction domain.
5 Evaluation and Discussion

5.1 Quantitative Evaluation of Storage Model

A fundamental requirement for pay-per-use implementation is persistent storage of usage experiences. Fulfilling this requirement in a resource-constrained embedded implementation requires careful management of available storage. From our analysis of usage data generated by a pavement breaker, we found it possible to optimize the storage model.

From observations made during a field trial, typical use of a pavement breaker involves approximately 10 short bursts of drilling during a minute of use. The pavement breaker may be in continual use for upwards of 10 minutes in total (the period). Rather than logging raw data from the accelerometer, every continual burst of use is detected as a single usage experience. Assuming the record structure shown in Table 2 is used to store usage experiences where 20 bytes of storage are required to store every individual burst of drilling. The existing Nemo Asset Tag hardware implementation provides 460,800 bytes of available flash memory, which can potentially hold a maximum of 2304 minutes or 38 hours of use (assuming no other data is stored).

This storage limit may be exceeded when considering a piece of equipment that may be used heavily in the field over a lease period of several years. The solution we have to this problem is to apply a form of simple data aggregation (also called data fusion) [8] to aggregate the individual usage experiences during the overall period of drilling (10 minutes or more) into a single experience. This yields a minimum hundred-fold increase in storage capacity. Aggregating the data is effectively trading-off detail in the resolution of the data collected for overall storage capacity. However, the trade-off here is acceptable as the finest granularity of information we wish to capture is individual periods of drilling.
5.2 Evaluating the Trace of a Pay-Per-Use Example

We now consider the trace of experiences generated during a pay-per-use rental example and demonstrate the calculation of total cost for the customer. We consider the use of a pavement breaker over the course of five days with usage most days (shown in Table 3) and a single mishandling event (shown in Table 4). We detect use by comparing readings from the onboard accelerometer with known values which indicate use (recorded during testing in field trials), mishandling events such as dropping are detected in a similar manner.

### Table 3. Usage Experience Records

<table>
<thead>
<tr>
<th>User</th>
<th>Time Start</th>
<th>Use Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>9458001000000007</td>
<td>1212312600</td>
<td>429</td>
</tr>
<tr>
<td>9458001000000007</td>
<td>1212318907</td>
<td>365</td>
</tr>
<tr>
<td>9458001000000009</td>
<td>1212329054</td>
<td>671</td>
</tr>
<tr>
<td>9458001000000032</td>
<td>1212487974</td>
<td>967</td>
</tr>
<tr>
<td>9458001000000007</td>
<td>1212657043</td>
<td>243</td>
</tr>
<tr>
<td>9458001000000007</td>
<td>1212674247</td>
<td>401</td>
</tr>
</tbody>
</table>

### Table 4. Mishandling Experience Record

<table>
<thead>
<tr>
<th>Time</th>
<th>Type</th>
<th>Severity Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1212695901</td>
<td>1</td>
<td>12</td>
</tr>
</tbody>
</table>

Using the calculations presented in 2.4 we now find the total cost for the usage represented in tables 2 and 4. Using a per-second usage cost of £0.02, the total period of use in Table 3 (3076 seconds) the total usage cost is £74.12. Table 4 shows a single mishandling event, assuming BasePenalty(1) returns a value of £3 and Severity(12) returns a value of £5 the total mishandling charge is £8. The total cost for the lease period is £82.12 and the total amount of storage required for the records shown in Tables 3 and 4 is 134 bytes. This realistic example highlights the feasibility of our pay-per-use design and is easily accommodated by our prototype system.

5.3 Discussion and Future Work

Several issues remain to be addressed in the prototype implementation. In order to provide security in a scenario with groups of users with different privileges to access data (lessor, lessee etc.) we currently intend to implement this using encryption. The
802.14.5 radio module used on the Asset Tags [9] contains a hardware implementation of AES (Advanced Encryption Standard, also known as Rijndael) which enables the encryption of data in hardware during transmission, potentially removing the need to encrypt data stored on an Asset Tag. An important aspect of accurate pay-per-use billing is maintaining the integrity of usage data collected and stored on an object and this could be achieved through additional encryption (or even through the use of digital signatures and a trusted third party). Moving data from a pay-per-use object in the field to a back-end infrastructure (without resorting to the deployment of additional communication infrastructure such as that described [10]) is an area we wish to explore in the future. We consider that opportunistic connectivity provided by user interactions with objects from mobile phones is an excellent opportunity for this. However, challenges are raised if an object in the field cannot communicate with a back-end infrastructure directly and data has to travel via multiple asynchronous ‘hops’. For example, an object would require confirmation that a piece of data has been successfully transferred to a back-end database intact before removing it from its own storage.

The use of a Windows Mobile device enabled rapid prototyping of user interfaces and interaction with the Nemo Asset Tags, in addition to the potential provision of a ruggedized user device. However, these devices require user interaction via a small keypad or keyboard and touch screen using a stylus. The use of these interaction methods, while not exclusive to Windows Mobile devices, require a very high degree of attention on the users part which may prove problematic on a building site where a user must be continually aware of their surroundings to avoid injury. A user may also be required to wear safety equipment on a construction site such as eye, ear and hand protection which may further increase the difficulty of interacting with a mobile device. It may be possible to help mitigate these problems through HCI design but an important aspect of future work will be discussion with industrial partners in order to explore these pragmatic user interaction challenges.

Refining and expanding the design of functionality provided by the prototype is a broader goal for future work. We plan to consider this extension in terms of what is technically feasible, what is desirable by users and how to support adoption of the system as part of users existing working patterns. We wish to explore these requirements through discussion of current and potential features with industrial partners using design workshops and other user-centred techniques.

6 Related Work

The idea of pay-per-use is traditionally applied to utility services (gas, electricity, phone, broadband etc.) but has recently been used in more dynamic automotive applications such as road pricing, where charges levied for the use of roads are also intended to reduce traffic congestion (the key concepts and examples of road pricing system are discussed in [11]). The concept has also been applied to car insurance, such as Norwich Union’s ‘pay-as-you-drive’ product [1], where the customer attaches a device to their car that records use of the car and sends it to the insurer without user intervention. The Smart Tachograph [12] is a prototype system which takes this idea further and combines both road pricing and pay-per-use insurance. Smart
Tachograph is similar to the work presented here in that it exploits the technology in use to provide more than purely pay-per-use functionality (such as providing a user interface). When inferring collecting car usage information in the form of GPS data (used in the ‘pay-as-you-drive’ product and Smart Tachograph) privacy issues emerge when disclosing data. GPS data can be analysed to determine factors such as whether the car exceeded speed limits and severity of acceleration/braking: information which can be used to determine whether a driver presents a high risk and should be charged more for their insurance. This potentially negative aspect of pay-per-use for certain users may emerge through our work. For example, through implementing pay-per-use some construction companies may find that they are paying more for hire of equipment than with a previous static scheme even though the extra charge is justified.

Related work describing existing prototypes of pay-per-use applied to objects is currently limited to a brief discussion of a pay-per-use chair idea [3]. However, the technological and financial motivations for implementing the prototype is similar to the work presented here. Several examples of prototypes that enable interactions with the environment via mobile devices exist, many use RFID tags and phones with in-built RFID tag readers. For example, the PERCI (PERvasive serviCe Interaction) architecture [13] enables interaction between the user and a set of semantic web services which compose the interactive aspects of the environment. In common with the aims of this work, the PERCI architecture supports the generation of user interfaces based on the capabilities of the user’s mobile device. However, a phone equipped with an RFID tag reader is required and continual communication with web services using GPRS. Existing research has investigated a range of techniques for using mobile devices to interact with the environment which include touching, pointing, scanning and user mediated [14]. The technique of ‘touching’ is exemplified by RFID where a user has to physically touch an object to interact and ‘scanning’ describes interaction mechanisms such as Bluetooth where a user has to scan for objects in their current proximity. Pointing is typically implemented using a camera phone which recognises graphical markers located on an object and user mediated interaction involves a users specifying the object with which they wish to interact using an identifier such as a URL. Scanning is currently the most suitable method of interaction in our scenario as the user will be in close proximity of an object but physical contact may not be possible.

There exists extensive research involving wireless sensor networks (WSNs) in a variety of areas [15] [16]. Where large volumes of data are generated at nodes or support for queries is required often a distributed query processing system such as tinyDB [17] is used. However, the application of this research is largely focussed on utilising data collected from communication between numerous (highly resource constrained) nodes to monitor an environment. While the application of sensor nodes may differ in WSNs several examples of hardware platform used (such as BTnodes [18]) are similar to that used in this work.

7 Conclusion

This paper has presented our initial exploration of the design, implementation and evaluation of a prototypical system for enabling pay-per-use. The approach used was
to augment physical objects with wireless sensor nodes to enable them to become smart objects. The scenario used to motivate the design of our prototype is based on equipment rented for use in the construction domain. Once augmented with the prototype sensor nodes, equipment detects and collects its own experiences (such as usage and mishandling) then applies a pay-per-use billing model to calculate cost. We also support interaction with the smart objects via mobile devices from a range of users involved the equipment hire and usage scenario. These interactions are not restricted to pay-per-use applications, for example an administrator responsible for equipment procurement may interact to view usage data in order to revise hire decisions and a site supervisor may interact to report a fault with the piece of equipment. While the design and implementation of the prototype is at an early stage, a range of technical challenges have been identified and considered. These challenges included supporting user interaction with a smart object, data security issues in the context of multiple users and the need for managing the storage of experiences in an independent resource constrained sensor node. In addition to further refinement of design and evaluation of user interfaces, several additional issues were identified for future work. These included enabling user interaction with mobile device in an environment where a user must be continually aware of their surroundings to avoid injury, and transferring data to a backend infrastructure using opportunistic connectivity via mobile devices. Pay-per-use systems such as our prototype enable a wide variety of new and novel applications and we hope the work presented here will be valuable to other researchers exploring this area.

References

Synthesizing Context for a Sports Domain on a Mobile Device

Alisa Devlic¹,², Michal Koziuk³, and Wybe Horsman⁴

¹ Appear Networks, Kista Science Tower, 16451 Kista, Sweden  
alisa.devlic@apparelnetworks.com  
² Royal Institute of Technology (KTH), Department of Communication Systems, Electrum 418, SE-164 40 Kista, Sweden  
devlic@kth.se  
³ Institute of Telecommunications, Warsaw University of Technology, ul. Nowowiejska 15/19, 00-665 Warsaw, Poland  
mkoziuk@tele.pw.edu.pl  
⁴ Capgemini NL bv, Papendorpseweg 100 3528BJ Utrecht, The Netherlands  
wybe.horsman@capgemini.com

Abstract. In ubiquitous computing environments there are an increasing number and variety of devices that can generate context data. The challenge is to timely acquire, process, and deliver these data to context-aware applications. The role of context synthesis is to generate new knowledge, as a result of a reasoning process applied to context information that is already present in the system. The success of this mechanism mainly depends on the response time that the end-user or an application must wait for the response to a context query. This paper describes and evaluates an approach to context synthesis on a mobile device to be used by a set of applications in a sports domain. A scenario based on a live race at the Super Prestige Cyclocross in Gieten, Netherlands demonstrates the use of context synthesis to dynamically compose gaps and groups of cyclists in order to provide a nearly real-time virtual ranking service.
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1 Introduction

Imagine experiencing a sport event from your phone, where you are your own director deciding upon your own point of view by actually moving about the event locale. Rather than simply selecting one of many video streams on your screen, instead you utilize the abstract view of the event (as viewed on your smartphone) to select your own personal viewpoint of the event. Therefore, you want answers to questions, such as: what are the positions of the Rabobank riders, what gaps and groups of riders are there on the track today, who is the virtual leader of the race at this moment, at what time can I expect the leader to pass my current position on the track, etc. Based upon
the answers to these questions you will move to the position which you decide will give you the best vantage point.

It is November 2007 in Gieten, Netherlands. It is cold and rainy, the perfect conditions for an international cyclo-cross race. The track lies partly in the woods and partly around a pond with steep banks. The track is about 3 km in length and each rider must complete 7 laps. The difference between the top riders and the ones that have a bad day is very big; after 2 laps the slowest rider is lapped by the fastest, but by then most distinguishing features of the riders are covered with mud – thus after 3 or 4 laps it is hard to see who is who. Using devices with the MIDAS middleware and race application preinstalled, attendees are able to see their own location and the location of the individual riders on a map of the track, the leading cyclist in the race, the total and remaining distance in meters, the gap between riders, as well as which riders are riding in the same group (so called gaps and groups analysis). All of this is shown live on your mobile device.

MIDAS (Middleware Platform for Developing and Deploying Advanced Mobile Services) [1] is a European research project concerning 3G and beyond, which aims to define and implement a platform to simplify and speed up the task of developing and deploying mobile applications and services. It is specifically designed to be used in MANETs. MIDAS enables applications running on different nodes to share information by inserting data in and retrieving data from a shared data space. This shared data space is implemented using a combination of data replication and remote operations – but this fact is transparent to applications. Therefore, for the purpose of this paper, we assume that all context information is available locally on a mobile device.

An application using this middleware calculates and displays gaps and groups of cyclists in near real time. This calculation needs to be performed as the cyclists’ relative positions change, resulting in the synthesis of gaps and groups context. Moreover, the presentation on the display needs to be updated to reflect the current composition of groups. Thus, the middleware periodically obtains cyclists’ geographic locations and utilizes information about the waypoints in the race. This data can be combined with the cyclists’ data (such as name, team name, identification number, etc.), in order to perform context synthesis.

This newly generated context information can be in turn used by multiple applications. Hence, applications requesting customized context may share the cost of producing this synthesized context information. Additionally, each application need not be concerned with how this synthesis is implemented. However, some applications may want to implement their own synthesis functions. We refer to these functions as context operators. Context operators enable different applications and even different context-aware systems in the same domain to query each other about the context information which could be synthesized using the functions they implement. For example: a racing application and media application deployed on different devices should be able to remotely query each other (using the same middleware API and context operators) for results of the race and rankings of all athletes in the competition. The output of the operator is sent as a result of a context query. This result is called a synthesized context, since it was generated by context synthesis.

Our motivation and the idea for context synthesis using operators was previously presented in [2]. The main advantages of our approach are increased reusability, extensibility, and interoperability, facilitated by context operators and exploiting ontology
based context modeling. This paper describes the realization of this approach via a race application developed on this middleware, and evaluates the context synthesis in terms of the response time to a context query sent by the application. The response time is divided into the time needed to find the correct operator, the time needed to obtain context information (formatted as ontology data) from its repository, and the time needed by this operator to perform the actual context synthesis.

The rest of the paper is organized in seven sections. Section 2 elaborates the MIDAS context modeling approach using ontologies for mobile devices. Section 3 presents our approach for context synthesis using context operators, while Section 4 describes the set of applications developed for sports scenario that illustrate the use of context operators for context synthesis. In Section 5 we give a performance evaluation. Section 6 provides a brief overview of related work. We conclude in Section 7 with a summary of the results and plans for future work.

2 Context Modeling Using Ontologies

In order for MIDAS to be a context aware framework it needs a mechanism for modeling and representing context. This context model must contain information specific to a specific domain of deployment of a MIDAS based service. A context model of a domain describes the people, objects, and relations between them which are typically encountered in a specific situation (or types of situations). Focusing only on a single domain makes it possible to create a very specific model, capable of representing a very fine level of detail, which otherwise could not be captured due to growing complexity of a more general model.

The context model used is an ontology, which is provided to the system in the form of a file. Thus the same middleware can be used in various domains given a new ontology file. We envision that an organizer of an event creates an ontology which represents the domain of this event. This ontology is provided to application developers (who can create applications for this particular domain). Once this ontology is created, other similar events can re-use the ontology, modifying it as required.

The ontology language chosen for the domain model is DL-Lite [3], which is a subset of OWL-DL optimized for fast reasoning on top of relational databases. This language supports the basic terms of classes and properties, and it handles statements about subsumption, disjointness, role-typing, participation constraints, non-participation constraints, and functionality restrictions. MIDAS implements an architecture for handling DL-Lite ontologies on a Java enabled mobile device [4].

The decision to use DL-Lite as a language for MIDAS ontologies was motivated by the results obtained during an initial experiment [5]. This experiment showed that using OWL-DL [6] with existing off the shelf solutions such as Jena [7] and Pellet [8] could not be applied on mobile devices, given their poor (slow) performance even on desktop machines and very high memory requirements. The use of existing ontology query languages, such as RQL [9] or SPARQL [10] was not analyzed. However, these solutions are usually not designed for mobile devices as their main focus is high expressivity. Thus, their practical usability in a mobile device setting is unlikely. We
chose DL-Lite because of its relative simplicity and optimization for fast performance. The limitations in the description logic that made these improvements possible turn out not to be limiting when modeling a domain.

The syntax chosen for context model ontologies is the Manchester OWL Syntax [11] due to features which make it more suitable for applications on mobile devices than the usual OWL Syntax [12]. The main feature is that it is much easier to parse, as it requires only two linear scans of the ontology file, and does not require construction of a tree structure during parsing. Another feature is that an ontology is approximately half the size of the equivalent OWL representation, and because it is human readable it is possible to edit it by hand if necessary.

For representing the ontology on a MIDAS enabled mobile device we created a dedicated Lightweight Ontology library [13], which implements the Jena [7] API in a form suitable for mobile devices. This library parses the ontology file and creates an in-memory representation of the ontology (supporting all the structures present in OWL-DL) based on HashTables. Its simplicity suits resource constrained devices (such as J2ME mobile phones).

The scenario examined in this paper is a cycling race. Part of the context model ontology is shown in Fig. 1. This example shows only the part of the class hierarchy from the domain model, which contains classes corresponding to roles of users. Other classes (not shown) in the domain model are used to represent places encountered during the event, abstract entities such as a group of cyclists, a gap between two groups, etc.

![Diagram of Cycling Event Roles](image)

**Fig. 1.** Classes that describe roles of users involved in the cycling event

We consider five types of entities, which can be characterized as owners of context information: a person, a device, a network, a place, and an object. However, these entities are not independent, but have the following relations (see Fig. 2): a device is connected to a network; a person uses certain device(s); a person, device, and an object may be located at a place; a person and a device are somehow related to some other object(s). All entities are subclasses of the root class “Thing” in the ontology, from which all other terms are derived. Thus, we assign all context information to a certain entity and we can query information about an entity—i.e., user context, device context, network context, place context, and object context.
The context modeling architecture is implemented by a Context Knowledge Base component in the middleware. The API offered by this component makes it possible to model context by means of objects of the type `DomainInstance`, each of which represent physical entities. A `DomainInstance` can be added or removed as needed. Each `DomainInstance` object can have a number of property values assigned to it, and can belong to a number of classes. These classes are represented by objects of the type `DomainClass` and `DomainProperty` (respectively) which correspond to those present in the domain model ontology.

Context information needs to be stored by the middleware before it can be queried or synthesized. In order to store, retrieve, and manipulate the formatted (higher-level) context information, we developed a means of mechanically mapping the domain classes from the context model to the corresponding java classes, as well as from property names to java class variables.

## 3. Context Synthesis Using Context Operators

Operators for context synthesis are domain-specific functions over the context data. The benefits of these operators are that by performing operations over the existing context information, new context information that previously did not exist in the system can be produced. The output of the operation performed by an operator, a synthesized context, is sent to the application as a result of a context query. Operators could be used on a higher level to synthesize information of a certain user, device, network, place, or other object, as illustrated earlier in Fig. 2.

Operators are bundles of both a description and implementation; and described by an ontology, similar to the representation of context. They are implemented as java scripts that perform an action specified in the operator’s ontology. The operator’s description specifies the name of this operator, the types of the required input arguments, the returned output type, and the list of other operators used in performing the operator’s function. As with the context model, operators are created for a specific domain and can be used by a set of applications in that domain. In order to provide context synthesis functions for applications in another domain, a new set of operators needs to be provided to the middleware, along with their ontology schema.

We distinguish between generic and specialized operators. Generic operators are part of an ontology schema, representing an umbrella for all the different implementations of
a function they provide. They are also part of an API provided to application developers. On the other hand, specialized operators can be created/modified and inserted into the middleware by application or system developers. Specialized operators are not directly visible to application developers; which operator is invoked will be determined by the middleware at runtime.

Specialized operators are implemented as scripts using Beanshell [23], an open source java script engine. In our implementation the operator scripts are part of the context service process and they can be programmatically added and removed by the middleware.

Fig. 5 shows the structure of the Operator space - a repository of operators. The root folder (i.e. operators/) contains all generic operators (which are also folders), containing in turn their specialized operators. Note that specialized operators are bundles of an operator description (an instance of the operator ontology encoded in Manchester OWL format, i.e., a .man file) and an operator implementation (a java script written in Beanshell, i.e., a .bsh file).

The root folder of the Operator space shown in Fig. 3 also contains three specific operator scripts which are responsible for retrieving context data of the specified context owner, from the Context knowledge base: GetContext.bsh, GetClassContext.bsh, and GetInstanceContext.bsh. Note that they do not have a generic operator representing them, and they are used for distinct purposes. As previously noted, when specific context operators need to retrieve context, they will provide DomainInstance objects to the GetContext operator to retrieve the missing context values. It is also possible to retrieve context data directly from the repository without context synthesis, via the GetClassContext and GetInstanceContext scripts. GetInstanceContext is used to obtain the domain instance with the supplied datatype properties from the context query.
We can also query the Context knowledge base for other properties of the same instance. GetClassContext is used when we do not know the instance, but rather use a domain class with the specified property name-value pair to identify this instance.

An example of an operator description file, InRange.man is presented in Fig. 4. This file contains all the specialized operator descriptions. Fig. 3 shows only CyclistsInRange, but there could be others as well (e.g., UsersInRange). The description of the CyclistsInRange (specialized) operator is interpreted in the following way: it has the name "CyclistsInRange" and is derived from a generic operator (i.e. InRange). It requires an input of the type Cyclist and produces an output value of the type Cyclist. The operator uses the result from another (simpler) operator DistanceBetweenXYZLocations to calculate the distance between two locations.

In order to generate this description file, the developer needs to programmatically set the type of this specialized operator, the list of input types, the output type, as well as operator dependencies. The middleware will automatically append this operator description to the correct ontology file (if this file does not exist, it will be created in the correct location).

Note that all specialized operator scripts take as inputs DomainInstance objects, which are instances of classes specified as input types in their operator description file. Thus these domain instances pass the input arguments from the context query to the operator’s method, and can be used to retrieve the missing information from the Context knowledge base (if needed).

### 3.1 Operator Matching

The context synthesizing process determines the most appropriate specialized operator to invoke from the available (specialized) operators by using a reasoning process (which takes into account the required output type and supplied input types). The idea behind the operator matching algorithm, illustrated in Fig. 5, is to enable different applications (or even different context systems) in the same domain (in our scenario a sport domain) to use the same "functions" to synthesize context information, without being concerned about the implementation of these functions. The operator matching algorithm returns the specialized operator with either exactly the same description as specified by the query or a more generic one.
**Fig. 5.** This figure shows the algorithm itself, initiated by the user's context query, along with the invocation of the matched (specialized) operator.

An example of a context query is: `InRange("101", 50, ModelConstants.Cyclist)`, where the response time is bounded to 5 sec. This example can be interpreted as follows: retrieve all cyclists in the range of 50 meters from the cyclist with the ID = "101" and the result should be returned within 5 seconds. If the result is not computed by that time, the synthesis process will be interrupted, and a response will be returned to the query initiator containing an empty list of values and a flag indicating that the query was unsuccessful. After receiving the query, the operator matching algorithm retrieves all available specialized operators and processes the supplied data in order to find an exactly matching specialized operator (by checking if output and input types of the operator and the query match). Otherwise it will return a more generalized one.
i.e. UsersInRange, which would return Users instead of Cyclists as result. Finally, it invokes the matching operator.

4 Cyclist Race Application

The cyclist race application set consists of a number of applications responsible for: 1) entering static cyclist data and managing track waypoints, 2) processing and showing a list of the latest rider location data and 3) showing the actual gaps and groups of cyclists to the end user during the race. The last (end-user) application is available with a user interface in three different form factors for display on a small device (Nokia N800), a laptop (HP tablet), and as a sidebar next to a web page shown on a laptop. The processing application was at the time of the race not actually deployed on a mobile device; however, in Section 5 we give an evaluation of context synthesis on a Nokia N800.

The geographic locations of the cyclists are obtained from GPS receivers attached to cyclists’ arms and this context is synthesized into gaps and groups information. The gaps and groups information is in turn broadcasted to all interested users equipped with the MIDAS middleware and an end-user application installed on their devices. The frequency of updates is about once every three seconds. A video demonstrating the live race at the Super Prestige Cyclocross using MIDAS middleware and the described application set can be seen at [21].

The gaps between groups of cyclists and the composition of groups are synthesized from the following cyclists’ context: the last known cyclists position information, the roadbook waypoints, and the configured maximum distance between two consecutive cyclists of one group. A gap is defined as a distance between locations of two consecutive cyclists that exceeds a predefined threshold. In cycling a distance of about 25 meters is considered a gap. Cyclists between two consecutive gaps compose a group. In order to calculate gaps and groups, the application needs to calculate the distance between the successive waypoints and their distance to the finish (based on Haversine’s Formula [14] combined with John P. Snyder’s curvature [15]).

Figure 6 illustrates the operators used to calculate gaps and groups information. In order to improve the performance, all real time objects are stored in the memory. To share these objects between applications singleton instances are stored in the operator space running environment; therefore an operator has to be used to interact with these objects. Moreover, the output of one operator is used as an input to the other one.

![Fig. 6. Set of operators used in the application](image-url)
To calculate the gaps and groups, the algorithm exploits the fact that every cyclist cycles from one waypoint to the other and sends several GPS measurements while on this path to reach the waypoint. Based on received GPS measurements, the algorithm computes location, distances between cyclists, their order, and if the distance between two cyclists is 25 meters or greater, then there is a gap.

Groups in the race are presented graphically to the user via a user application, as shown in Fig.7. The circle represents the whole track. Each dot represents a group. The progress of the groups is shown relative to Start and Finish. Additionally, the list of groups is presented to the user as a textual table. The first column of the table contains the group name (1 to n), the second column shows the number of cyclists present in the group, and the third one contains the distance to the preceding group. The leading group distance is replaced with a "Leading" indicator. For every cyclist, the first and last name, player number, as well as distance to the finish are shown. Once a group finishes the race, the distance is replaced by a "Finished" indicator, the cyclist icon is replaced by a flag, and the line is printed in green.

![Fig. 7. Application GUI with actual data](image)

5 Performance Evaluation

The MIDAS middleware and applications are implemented in Java. We ran all performance tests on a Nokia N800 device with the JamVM virtual machine [22] with a compiler for Java 1.4. This device was chosen by the MIDAS project because it is Linux based, allowing network and low-level programming. We also used a third party library for implementation of java scripts, Beanshell [23].

The performance of context synthesis is evaluated in terms of the response time of operator matching, context retrieval, and context processing (i.e., operator invocation),
Table 1. Response times

<table>
<thead>
<tr>
<th>Average response times with varying number of specialized operators (i.e., 1, 2, 5, 10)</th>
<th>Based on 10 first queries</th>
<th>Standard deviation (based on 10 first queries)</th>
<th>Based on 10 subsequent queries</th>
<th>Standard deviation (based on 10 subsequent queries)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matching algorithm</td>
<td>2.49 sec</td>
<td>0.009 sec</td>
<td>1.94 sec</td>
<td>0.07 sec</td>
</tr>
<tr>
<td>Loading specialized &amp; root scripts time</td>
<td>1.7 sec</td>
<td>0.087 sec</td>
<td>No average, for the first time only (1.7 sec)</td>
<td>No standard deviation</td>
</tr>
<tr>
<td>Total operator matching time</td>
<td>4.2 sec</td>
<td>0.087 sec</td>
<td>1.94 sec</td>
<td>0.07 sec</td>
</tr>
<tr>
<td>Context retrieval time</td>
<td>0.37 sec</td>
<td>0.006 sec</td>
<td>0.09 sec</td>
<td>0.001 sec</td>
</tr>
<tr>
<td>Loading dependency scripts time</td>
<td>0.15 sec</td>
<td>0.001 sec</td>
<td>0.17 sec</td>
<td>0.015 sec</td>
</tr>
<tr>
<td>Operator invocation time</td>
<td>0.67 sec</td>
<td>0.008 sec</td>
<td>0.36 sec</td>
<td>0.04 sec</td>
</tr>
<tr>
<td>Total query time</td>
<td>5.4 sec</td>
<td>0.045 sec</td>
<td>2.57 sec</td>
<td>0.07 sec</td>
</tr>
</tbody>
</table>

as well as the overall response time to a query sent by an application. The values shown in Table 1 were obtained by sending the same context query, but varying the number of available specific operators (i.e., 1, 2, 5, and 10) when performing the operator matching algorithm, and then calculating the mean value.

Note that before the java scripts can be invoked, they have to be loaded into the interpreter and the classpath has to point to the folder where these scripts reside. These scripts can also invoke other scripts (from different folders), thus these other scripts need to be invoked in the caller's context (the so called namespace). Therefore, when the first query is sent, the total time needed to find the most appropriate specialized operator (i.e., the total operator matching time) also includes the time needed to set the namespace to point to the generic operator folder (e.g., InRange), as well as load specific operator scripts from this folder and from the root operator folder. For all successive queries this operation is cached. When invoking the specialized operator found by the matching algorithm, some additional time is needed to load the scripts from the dependency operator folder (e.g., DistanceBetween).

As it can be seen from Table 1, the response times for the first query are twice as large as for the other following queries, because the caching speeds up the subsequent operations. The operator matching algorithm takes 2 seconds on average, however for the first query it requires 4 seconds (including the initial time needed for loading the necessary scripts). Context retrieval (of three cyclists' data) was rather quick as was the operator invocation time. The number of concepts required by an application was small. With regards to performance with increasing number of domain instances, please refer to [4]. Note that operator invocation time includes the time needed to invoke CyclistsInRange and DistanceBetween operators. We used SQL prepared statements to retrieve context from an HSQL database. The total time needed to receive the result of context query took on average 2.5 seconds, but 5.4 seconds for the first query.
Note also that in some other scenario it could happen that after the second query the first query is made again but containing some other operator, this will also require operator matching. However, we plan (as future work) to introduce caching of queries and matched specialized operators in order to reduce the total query time.

There were 1000 spectators along the race course. Note that this deployment was intended as a proof of concept to validate middleware functionalities and was not designed to be an evaluation of the system using a statistically significant number of users. However, the impression of 9 users (monitoring the race on 6 tablet PCs and 3 Nokia N800 devices) was very positive. A few seconds of delay did not affect their "near real-time experience". Furthermore, users liked the way that they could select their favorite cyclists in the application, in order to know when he/she will pass their location. Zooming functionality also helped to improve overcome the limitations of the small screen when more cyclists were tracked during the race.

So far we have not examined the cases when context changes rapidly nor we have considered the issues concerning uncertainty in the context. We plan to address these issues in future work.

6 Related Work

Our context synthesizing work was inspired by the Aura Contextual Information Service (CIS) research project [16]. However, our queries are not SQL-like, but instead they are object-oriented, containing context operators which perform synthesizing operations. Context operators can in turn use other simpler operators to execute smaller tasks and to reuse existing functionality.

Modeling context with ontologies is in itself not a novel idea. Surveys of context modeling frameworks clearly indicate that modeling context with ontologies is the most expressive way to do it [17]. Typically, mobile devices being part of a context aware system need to remotely access the ontology model, and the context data. In case of CoBrA [18] the remote facility is an ‘intelligent agent’, called a Context Broker, which acts as a central point of the system maintaining a representation of context common to all the devices in the network. The SOCAM [19] solution also relies on a shared context space located on an external device (an OSGi gateway) which can be accessed by multiple context aware services. MIDAS differs from these architectures in that it is capable of handling ontologies on mobile devices, which makes it possible to provide local access to context modeled with ontologies for every device in the network. This seems especially useful in ad-hoc networks where access to a central server cannot be provided.

J. I. Hong and J. A. Landay [20] emphasize a need for creating a basic infrastructure services and application-specific services, the latter implemented on a case-by-case basis. One such basic infrastructure service is automatic path creation, which transforms raw sensor data to higher-level context data. It automatically composes operators based on high-level needs and what resources are available. Our work extends this idea to enable multiple applications or even different context-aware systems to use the same operators designed for a specific domain without being concerned about their implementation. Moreover, we also enable chaining of operators, where each operator takes some existing context information (as defined by a context model)
as input and provides new context information as an output. All applications can reuse already deployed operators and add their own implementations of the same generic operators.

7 Conclusion and Future Work

We have presented and evaluated the approach for context synthesis using operators on a Nokia N800 device. Operators for context synthesizing are domain-specific functions over the context data. The benefits of these operators are that by performing operations over the existing context information, new context information that previously did not exist in the system can be produced. Moreover, applications can use the same operators to synthesize context information, without being concerned about their implementation. This also enables applications to share the cost of context synthesis by querying about the result of operators invocation.

We have evaluated this operator-based context synthesis approach in terms of response time to context query sent by the application and showed that it is possible to perform context synthesis operation in near real time (i.e., with the average latency of 2 seconds) on the mobile device. The main advantages of context operators are the reusability, extensibility, and interoperability, facilitated by ontology-based context modeling. For this purpose MIDAS provides a dedicated Lightweight Ontology library for representing and manipulating ontologies on mobile devices. We also demonstrated the use of context operators in the cyclist race application.

We plan to evaluate the response time of executing the remote operator invocation as well as to use caching decisions made by operator matching algorithm for a certain context query. We will also conduct a user study based on our next deployment. As a next step in context synthesizing we plan to use operators to combine inference algorithms in order to derive about high-level context.
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Abstract. In recent years, the deteriorations of living habits like immobilization or unhealthy diet are becoming serious social problems in many developed countries. Even if we know the importance, it is difficult to change our undesirable habits and to maintain a desirable lifestyle. This study demonstrates a concept called ambient lifestyle feedback systems to be used to motivate people to change their undesirable habits to improve their lifestyle. In the concept, aesthetic and empathetic expressions reflect the feedback of the user’s current behavior to the user. When keeping desirable habits, the user is offered with a feedback expression designed to boost his positive emotion. When turning to undesirable habits, the feedback expression is changed to increase the user’s negative emotions. In this paper, we present brief overviews of four case studies of ambient lifestyle feedback systems, and discuss several findings that we while designing and evaluating the case studies. Future directions will also be discussed.

1 Introduction

Although we know that it is important to keep desirable habits with a great effort, we are apt to being lazy, and having an easy life. Several previous approaches [11][12] have tried to change a user’s daily habits to motivate a better lifestyle. Also, persuasive technologies propose several principles how computing technologies are used to change human behavior and attitude [5]. We have designed our own solution to motivate the desired changes of our behavior. The solution, called ambient lifestyle feedback systems [15], is presented as a set of three design principles [15]. We used some basic tenets from operant conditioning [4] as a basic principle for changing a user’s habits. The most obvious issue is that the system should include a feedback loop between the user’s behavior and the expression shown on an ambient display.

Expression has a role not only as a representor of information but also as an external motivator for the user’s future action. A picture is originally designed to be watched and to have something attractive, but it is also suitable for information visualization [8]. One of the important challenges in ubiquitous computing
is how to represent large amounts of information in a calm and unobtrusive manner. Aesthetic expression of the information is also important in order to accept ubiquitous computing technologies in our daily lives. Our approach enhances traditional ambient displays to claim that an ambient display can be used to persuade to change a user’s undesirable habits, and keep desirable habits.

In this paper, we discuss how aesthetic and empathetic expressions are effective in persuading a user to change his undesirable habits. The emotional impact is very important in making a user to keep desirable habits although he considers it to be hard and challenging. For example, “quit meters” [22] provide smokers with constant feedback on how much money is wasted and how many minutes of life are lost. “Carb counters” [21] for Palm handheld devices provide instant feedback on meal choices. Compared to games, quit meters and carb counters do not require setting aside time for game sessions, as their use is intended to happen during normal daily activities. But the feedback they provide lacks the engagement and fun that games provide, lessening their emotional impact.

In Section 2, we describe an overview of ambient lifestyle feedback systems. Section 3 presents four case studies, Persuasive Art, Virtual Acquarium, Mona Lisa Bookshelf, and EcoIsland. In Section 4, several findings are described, and Section 5 concludes the paper, and shows future directions.

2 Ambient Lifestyle Feedback Systems

Ambient lifestyle feedback systems as shown in Fig. 1 are intended to be implemented using ubiquitous computing techniques, including sensors and ambient display devices, but most implementation details are determined by the needs of a particular application and what behavior it targets to satisfy the following principles below. To lend a solid framework for feedback design, we referred to elementary behavioral psychology. Behavioral psychology is a discipline dealing with the relationship between behavior and consequences. It posits that the form and frequency of behavior can be affected by controlling the consequences. The principle to design the systems consists of the following three components.

Passive observation: One of the key factors limiting the applicability of the earlier solutions to our intended purpose is the various burdens they place on a user, either in the form of time use or effort. To avoid the burdens of self-reporting, the system should be able to passively observe the user’s behavior. To eliminate the need to set aside time or go to a special place, the system should be integrated with normal daily activities. Thus our first design principle is to use observations of the users’ behavior as the system’s input, as opposed to using keystrokes or some other proxy behavior. This also facilitates the delivery immediate feedback, a key factor in the effectiveness of operant conditioning.

Emotional Engagement: The fact that the feedback is delivered in a non-disruptive way must not mean that it ends up being irrelevant to the user. To effect a change in behavior in operant conditioning, we must be able to administer some sort of meaningful consequences to the user. We do not have means to effect
changes in physical reality (such as threatening the user’s family), so would it be possible to make the user care about changes in the internal state of a computer system? Computer games seem to be able to do this. Good games are able to provoke a range of emotional responses, from fun and satisfaction to guilt and discontent. By mimicking the techniques used in computer games, we should be able to build an emotionally engaging feedback system, allowing us to administer punishments and rewards without any physical resources. By “emotional engagement” we do not necessarily mean strong and deep emotional responses, but the simple kicks that make many games interesting and addictive.

Ambient Feedback: To complete the integration of the system into the user’s daily living environment, we must also make sure that the output produced by the system is appropriate. We refer to Mark Weiser’s concept of calm technology: technology that is able to leverage our peripheral perception to deliver information, as opposed to constantly demanding direct attention [19]. Ambient lifestyle feedback systems should be designed to blend into their environment and to be able to deliver information in the periphery. A loud or disruptive feedback system might even find itself thrown out of the house or workplace.

3 Four Case Studies

3.1 Persuasive Art

Decorating walls with pictures is common at home. Pictures are a very important way to increase aesthetic feeling in our daily lives. Persuasive Art uses a painting to motivate a user to walk at least 8000 steps every day to keep his/her fit. The number of steps are monitored automatically and stored into a computer. The painting shows the feedback of the current status of the user’s exercise to motivate him to maintain desirable habits. Persuasive Art currently offers the following four paintings as shown in Fig. 2. The landscape painting includes...
a tree that grows and withers. The figure painting is Mona Lisa, the abstract painting has objects that change in size, and the still life picture contains a changing number of orbs.

When using the landscape painting, the tree’s growth is varied according to the user’s behavior. When the user maintains desirable habits, the tree will grow, but if he stops the desirable habits, the tree will get sick. The painting adopts the following metaphor. The increase of healthy activities makes the tree more healthy, but the neglect of the exercise makes the tree sick.

Motivating humans can be classified into two approaches. One is to make users aware of their current situation and the other is to enhance the user’s willingness to change his habits. Motivating a change of habits can also be classified into two types. The positive expression style increases a user’s positive emotion to motivate a change in the user’s undesirable habits. The user feels happy when changing his/her undesirable habits even if the change is challenging and hard. Another type is the negative expression style. This promotes negative emotion to feel a sense of crisis that motivates to change the user’s undesirable habits. For instance, if a user looks at himself in a mirror and finds that he is significantly overweight, this may motivate him to do more exercise.

3.2 Virtual Acquarium

Virtual Aquarium shown in Fig. 3 has the objective of improving users’ dental hygiene by promoting correct toothbrushing practices. The system is set up in the lavatory where it turns a mirror into a simulated aquarium. Fish living in the aquarium are affected by the users’ toothbrushing activity. If users brush their teeth properly, the fish prosper and procreate. If not, they are weakened and may even perish.

In this system, we used a 3-axis accelerometer that is attached to each toothbrush in a household. Since toothbrushes are usually not shared and each Cookie...
Fig. 3. A user toothbrushing in front of a Virtual Aquarium. The toothbrush carries a wireless sensor device that tracks the users’ activity.

has a unique identification number, we are able to infer which user is using the system at a given time. Toothbrushing patterns are recognized by analyzing the acceleration data. Fig. 3 shows a user brushing his teeth in front of the Virtual Aquarium using a brush with a Cookie attached. The toothbrush is able to observe how a user brushes his/her teeth passively without requesting extra actions to play the game.

The objective of Virtual Aquarium is to promote good toothbrushing practices. In this prototype, the ideal behavior was defined as follows: 1) users should brush their teeth at least twice per day; 2) one session should involve at least three minutes of brushing; and 3) brushing should involve patterns that ensure the teeth are properly cleaned. User behavior is compared to this ideal and translated to feedback as described below. We believe that the existence of an aquarium is in-artificial in a lavatory, but the aquarium enriches our daily life.

Fig. 4. Screen Images of Virtual Aquarium

When a user begins to brush her teeth, a scrub inside the aquarium starts cleaning algae off the aquarium wall. At the same time, a set of fish associated with the user starts moving in the aquarium in a playful manner. When the user has brushed for a sufficient time, the scrub finishes cleaning and the fishes’ dance turns to a more elegant pattern. When the user finishes brushing, the fish
end their dance and resume their normal activities. Both the activity of the fish and the movement of the scrub are designed in such a way as to give the user hints regarding the correct method of toothbrushing. The left picture in Fig. 4 shows a scene from the aquarium during brushing. However, if a user does not brush his/her teeth sufficiently, the aquarium becomes dirty, and the fishes in the aquarium become sick.

The fish’s health is visibly affected by how clean the aquarium is. If a user neglects to brush her teeth, some fish fall ill and may even die. In contrast, faithful brushing may result in the fish laying eggs (The right picture in Fig. 4). At first, the eggs are not very likely to hatch. If the user continues to brush consistently for a number of days in row, the incubation ratio increases. This way, the accumulated feedback gives clues to the correct behavior and attempts to maintain motivation over a period of time.

3.3 Mona Lisa Bookshelf

Resources shared by a number of people, such as a public toilet or a bookshelf in a research lab, tend to deteriorate quickly in a process called the tragedy of the commons. This happens because each individual derives a personal benefit from using the resource, while any costs are shared between all the users, leading to reckless use. Garret Hardin, the ecologist who popularized the concept, noted that this belongs to the category of problems that cannot be solved by technology alone, requiring instead a change in human behavior [9]. Mona Lisa Bookshelf, is aimed at keeping a bookshelf organized. It tries to encourage users to keep books in order and to return missing books, but also to take books out every now and then for reading. Each book in the shelf is linked with a piece of a digital image of the Mona Lisa. Like a picture puzzle, the image changes according to how the books are positioned. A high-quality flat display placed near the bookshelf shows the image to the users.

![Image of Mona Lisa Bookshelf prototype installation]

The tracking of a user’s behavior is based on optically detecting books in the shelf. In the prototype system, visual tags are attached to the spines of the books to facilitate their detection and identification. Visual tags are also attached to the corners of the shelf to determine its dimensions (Fig. 5(Left)). The detection system (Fig. 5(Middle)) comprises the following hardware: a digital video camera (iSight by Apple), a high-resolution digital camera (D50 by Nikon) and two
infrared distance detectors (GP2D12 by SHARP). The distance sensors and the
digital video camera are used to detect whether a user is manipulating books
in the shelf. OpenCV, a real-time computer vision software library, is used to
analyze the video signal. As soon as a user is seen leaving the shelf, the high-
resolution still camera takes a picture of it and all the books contained within it.
Images captured by the still camera are analyzed by the VisualCodes [17] soft-
ware library, which recognizes the visual tags attached to the books. The system
is shown installed in Fig. 5 (Right). Each visual code yields data regarding its
position, alignment and identity. This is then translated into context information
that describes the bookshelf’s width and height, which books are currently
contained in shelf, and how they are aligned and ordered. This information is
then passed to the feedback logic component. The above approach is able to
observe how a user uses her bookshelf passively without requesting extra actions
to play the game.

In this system, the feedback logic aims to encourage the following ideal be-
havior: 1) books should be arranged correctly and aligned neatly; and 2) at least
one of the books should be read at least once per week. The correct arrangement
of the books is pre-programmed, and could be e.g. alphabetical. User behavior
is compared to this ideal, and translated to feedback as described below.

Mona Lisa Bookshelf also offers two expression styles to return feedback to
a user to encourage cleaning his/her bookshelf or reading books in the follow-
ing ways. When a book is removed from the shelf, the corresponding piece of
the Mona Lisa image also disappears. If books are lying on their face or other-
wise misaligned, the pieces of the image also become misaligned, distorting the
picture. When the books are arranged neatly, Mona Lisa smiles contently. The
assumption is that users are aware of how da Vinci’s Mona Lisa is supposed to
look like, and as when completing a picture puzzle, inherently prefer the correct
solution to a distorted image. The feedback thus provides clues and motivation
for keeping the bookshelf organized. The left picture in Fig. 6 shows example
of a distorted image. Also, if none of the books are removed from the shelf for
over a week, Mona Lisa starts getting visibly older. The right picture shows and
example of an aged portrait. As soon as one of the books is removed from the
shelf, she regains her youth.

3.4 EcoIsland

Global warming caused by greenhouse gases released into the atmosphere
through the actions of man is believed to be a major threat to the earth’s ecology
[10]. Efforts to reduce greenhouse gas emissions come in two forms: technolog-
ical solutions and changes in human behavior. Technological solutions broadly
include improving energy efficiency and developing cleaner energy sources. Dra-
matic changes in human behavior may also be necessary if catastrophic climate
change is to be avoided.

Public and private efforts to change individual behavior towards more environ-
mentally friendly practices usually rely on education, but there are psychological
limits to the ability of education alone to effect behavioral change. Even when a
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Fig. 6. Two example outputs of the Mona Lisa Bookshelf. The image on the left shows that some books are tilted and in the wrong order. Some books are also missing. The image on the right side indicates that none of books have been picked up for a long time.

person full-well knows that a particular behavior is detrimental enough to their long-term well-being to offset any possible short-term benefits, their may still irrationally choose the short-term indulgence. Future consequences, while widely known, are easily ignored in the present.

EcoIsland is a game-like application intended to be used as a background activity by an ecologically minded family in the course of their normal daily activities. A display installed in the kitchen or another prominent place in the household presents a virtual island. Each family member is represented on the island by an avatar (Fig. 7). The family sets a target CO$_2$ emission level (e.g. national average minus 20%) and the system tracks their approximate current emissions using sensors and self-reported data. If the emissions exceed the target level, the water around the island begins to rise, eventually sweeping away the avatars’ possessions and resulting in a game over.

On their mobile phones, the participants have a list of actions that they may take to reduce the emissions: turning down the air conditioning by one degree, taking the train instead of the car, et cetera. Upon completing an action, a participant reports using the phone, and the water level reacts accordingly. Reported activities are also shown in speech bubbles above the corresponding avatars. A lack of activity causes the avatars to suggest actions. Participants can also see neighboring islands and their activities in the display, and can list buy and sell offers for emission rights on a marketplace. Trading is conducted using a virtual currency obtained from a regular allowance. The credits are also used to buy improvements and decorations to the island, so successful sellers can afford to decorate their island more, while heavy emitters have to spend their allowance on emission rights.

The general approach from ambient lifestyle feedback systems is to provide a feedback loop for user behavior. The virtual island shown in the display acts as a metaphor and makes the participants conscious of the ecological consequences of their choices and activities. We also tap into social psychology, attempting to exploit social facilitation and conforming behavior to encourage the desired
behavior. Social facilitation is the phenomenon where a person performs better at a task when someone else, e.g. a colleague or a supervisor, is watching [20]. Conforming behavior is the desire not to act against group consensus [1]. EcoIsland’s design facilitates these by involving the whole family, and by presenting the participants’ activity reports in the speech bubbles and providing contribution charts and activity histories. On the other hand, the fact that the game is played by a family unit instead of an individual means that participants can also agree to assign tasks to certain members.

Lastly, there is the trading system, which is based on the same principle as industry level emissions trading systems: reductions should be carried out in places where it is easiest to do so. A family that finds it easy to make significant reductions can sell emission rights to households that find it difficult due to e.g. location or job. This should make it possible to attain the same amount of total reductions with a lower total cost (measured in disutility), promoting use of the system.

4 Some Experiences with Case Studies

4.1 Sensing and Lightweight Interaction

Virtual Aquarium uses a 3D accelerometer to recognize the movement of the user’s toothbrush to observe the users behavior without his explicit interaction. Our experiences show that recognizing the users behavior with sensors has its
limitations in reliability. In Virtual Aquarium and Mona Lisa Bookshelf, we chose to analyze a very simple context that can be implemented in a reliable way. It is very difficult to analyze the user’s behavior correctly without heavy-weighted algorithms. Thus, EcoIsland uses a self-reporting method to input what kind of actions the user takes in order to avoid complex behavior analysis.

EcoIsland encourages the user to input his actions to reduce $CO_2$ emission since he is recognized as an eco-conscious person. However, we believe that lightweight interaction techniques such as using gestures is important in order to compensate implicit interaction for realizing passive observation. The user will be able to input his current action with a minimum cognitive effort. Lightweight interaction can also be used to correct mistakes of behavior analysis. Gesture analysis is easier to compare than general behavior analysis. The combination of explicit interaction with gesture analysis and implicit interaction with sensor data analysis is a very interesting topic and has a critical role in our future researches.

One of the problems in the current case studies is that a user may cheat the analysis of the sensors consciously. For example, in Virtual Aquarium, some users imitated the movement of their toothbrushes in order to make the fishes dancing. There are two approaches to solve this problem. The first approach is to prohibit cheating by increasing the accuracy of the movement analysis. The second approach is to encourage the user not to cheat to use sensors. We are very interested in adopting the second approach in our future case studies. This approach requires the user to think about the merit behind the desirable lifestyle. How technologies can be used to encourage a user to think more deeply is a very challenging issue.

4.2 Persuasive Expression

The user study on Persuasive Art shows that users preferred the tree and the Mona Lisa over the abstract and the still life. The reason given was that more figurative paintings were considered to be more “intuitive”. While any visual representation can be used to relay information, shapes that come with pre-attached meanings (e.g. “a tree withering is a negative thing”) are more capable of evoking emotional engagement. It is therefore important to remember this third design principle when choosing a presentation metaphor. Tan and Cheok [18] showed that a real creature is found to arouse more empathy than a virtual creature. However, especially in Japan, people feel empathy also to virtual creatures. Fujinami [7] presented that Japanese users feel empathy for even virtual creatures represented as abstract symbols. We sometimes assign different meanings to a real creature and a virtual creature because we know the differences between them. We need to investigate the effect of virtual creatures as a persuasive expressions in future case studies.

In the future, it is necessary to consider how the feedback information appeals users without the explanation about the interpretation of the expressions because ambient lifestyle feedback information will appear anywhere to visualize a variety of aspects of our lifestyle. The metaphor visualizing a user’s lifestyle
helps him to notice the feedback information. The concept of affordance could be a guideline in designing linkages between activities and feedback. Product semantics [14] may be one suitable theory to help how feedback expression affords the meaning of the expression. A user sometimes mistakes to make the meaning of an expression, and this is one of the serious problem to rely on affordance. The user tends to define the non intentional meaning of an expression [2]. For example, an ugly picture may be used to discourage to keep the current undesirable habits, but the picture may encourage to keep the current undesirable habits for some avant-garde people. This is highly depending on the cultures and personalities of the users. It is not easy for a designer to assign a single meaning to a specific expression by all people. We believe that the expression of showing some virtual creatures is more acceptable to most of the people. Of course, each person may love different creatures. Empathetic feeling is a key to design successful ambient lifestyle feedback systems.

There are some very close systems to ambient lifestyle feedback systems. Playful toothbrush [3] shows a virtual teeth representing the current status of the user’s toothbrushing. It explicitly shows the goals of the user’s behavior. The user continues to use and enjoy the systems until he achieves the goal. However, motivating a user based on a long-term goal is important to maintain desirable lifestyle. The advanced motivation theories [16] help us to develop more effective case studies. It is useful to distinguish a short-term goal and a long-term goal to encourage the change away from undesirable habits and to keep desirable habits. In our case studies, Virtual Aquarium sets a short-term goal to complete sufficient toothbrushing in every night. On the other hand, EcoIsland sets a long-term goal to reduce $CO_2$ emission. Showing the explicit goal is effective to keep desirable habits until achieving the goal. The goal setting should be carefully designed so as not to stop desirable habits before achieving the goal. The combination of a short-term and a long-term goal is a very effective way to motivate a better lifestyle. Also, it is important to consider how to represent a goal in the expression. In Persuasive Art, the growth of the tree can be reinitialized every week to start a new goal, but it may reduce the sense of achievement in long-term. The relationship between the expression and goal setting should be investigated more in the near future.

4.3 Feedback Control and Emotion

In operant conditioning, feedback content can be divided into reinforcement and punishment depending on whether some behavior is encouraged or discouraged. Reinforcement and punishment are further divided into four types [4]:

- Positive reinforcement: encouraging the user’s behavior by providing a favorable stimulus in response to it
- Negative reinforcement: encouraging the user’s behavior by removing an averse stimulus in response to it
- Positive punishment: discouraging the user’s behavior by providing an averse stimulus in response to it
– Negative punishment: discouraging the user’s behavior by removing a favorable stimulus in response to it

Our case studies use the combination of the above four types of feedback. One of our finding is that the balance between positive reinforcement and positive punishment is very important in changing a user’s behavior permanently. The user may be bored if the expression offers only positive reinforcement. On the other hand, the user may give up his hope to change undesirable habits when only positive punishment is offered. An appropriate balance is important in order to change the user’s behavior permanently.

Jordan classified pleasure into four types: physio-pleasure, psycho-pleasure, socio-pleasure, ideo-pleasure [13]. This classification is a useful tool to design a reinforcement and a punishment. Physical comfort and discomfort are used as reinforcement and punishment to change the user’s behavior. For example, a chair may change our comfortability by moving the backrest or arms. In the near future, we are interested in using physio-pleasure to design smart objects that change their shape according to the user’s current behavior. In most of our case studies, the user’s behavior is changed due to positive and negative emotion caused by the expression representing the user’s current behavior. Dancing fishes make the user exited and increase his positive emotion, but when Mona Lisa is getting old, the negative emotion is increased and he feels anxious. Emotion is a very powerful tool to change a user’s behavior [6] and we will try to develop a systematic way to use positive and negative emotions. We are going to enhance the use of social aspects into the feedback expression. If all people know the rules, the expression displayed in a public space would put interesting pressure on the user who is the target of the information. In EcoIsland, we have tried to use socio-pleasure as the feedback of the user’s activities to reduce $CO_2$ emission. Social effects are an interesting tool in designing the feedback and need to be investigated more in the near future. Ideo-pleasure is interesting to be used to change the user’s attitude in future case studies. The user’s long-term good attitude will permanently change his undesirable habits and maintain his desirable habits. Ideo-Pleasure makes it possible motivate the user by himself. He has a belief called self-efficacy that he will be able to achieve his goal. Contemporary arts make us to think deeply about our future like sustainability and peace in the world. We like to consider how to use the expression of contemporary arts to persuade the user to change his attitude in future case studies.

4.4 Evaluating the Effects

We conducted a 8-12-day pilot study to show the effectiveness of Virtual Aquarium. The participants were three male and four female volunteers from three households associated with the researchers. All of them are Japanese. We recorded toothbrushing time per session for each participant changed during the study. In all cases, the brushing times were less than three minutes per session at the beginning of the study, and increased to over three minutes when the Virtual Aquarium was introduced. When the feedback system was removed the times fell back, yet mostly remained higher than their initial levels for the remainder of the study. How well the
sensor data describes actual behavior obviously critically affects the validity of the results. Users could have cheated the system by waving the brush in their hands. Whether this should be seen as a problem depends on who is using the system on whom. In a concluding interview, the participants of this study self-reported that their brushing patterns had in fact changed, at least for the time being.

It is also worth mentioning that five of the users said that their families became interested in the status of the aquariums, e.g. following the changes in the number of fish. Virtual Aquarium, and by proxy the behavior of the user, became something of a topic of daily discussion in these families. We like to investigate to use ambient lifestyle feedback systems as social media that a user feels closer among her family members.

We believe that ambient lifestyle feedback systems will be accepted by most of people, and will become a part of our daily life to shape our lifestyle. We have presented more detailed evaluation results in [15].

5 Future Directions

In our daily lives, most of our behavior do not return adequate feedbacks. If computer technologies help to return adequate feedbacks to the user, they make him aware of his current lifestyle and he can change undesirable habits and maintain desirable habits easily. In the paper, we introduced a brief overview of ambient lifestyle feedback systems and four case studies. Each case study gave us various insights and we showed several findings with the case studies.

Economic benefit is a strong incentive to motivate the user to change his behavior. We have introduced the Eco credit concept in EcoIsland. The user will be encouraged if he has an incentive to get a return for his effort or contribution to reduce $CO_2$ emission. The user’s activities are monitored by the system and paid to users in order to stimulate their desirable actions. In EcoIsland, a user can use the credit to purchase decorating items or to trade eco-unconscious activities. Thus, the user will be both a consumer and a producer. We believe that we can accelerate the money circulation by adding economical concepts in ambient lifestyle feedback systems.

There are many places to encourage a user to change his/her behavior to motivate a better lifestyle. In our case studies, Persuasive Art and Virtual Aquarium assume that the systems are installed in the user’s house. In the near future, our daily life was become more nomadic and we often stay in hotels for personal or business reasons. In this case, we cannot see the status of the tree or the dancing the fishes. Some participants in the user study in Virtual Aquarium told that they wanted to take care of the fishes even when they were not stay at home. Thus, we believe that the feedback should be reflected in many places such as hotels and public spaces. One of the problem to realize the goal is that the user needs to find which digital expression reflects the feedback of his behavior. However, if we can use a public display to show the feedback of the user’s behavior, it makes it possible to use social factors as positive reinforcement and punishment. Ambient lifestyle feedback systems may be installed everywhere to
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enhance a variety of our daily activities in future, but we also need to consider whether this is our dream or just a nightmare. Is this really a better lifestyle for the future? Also, using ambient lifestyle feedback systems everywhere may take control of our attitude, which may cause serious ethical problems. The user should have a right to control which behaviors are reflected in expressions. We also need to discuss who chooses expressions to reflect the user’s behavior. Does the system choose expressions automatically? Can the user choose expressions manually? It is important to consider how to reflect the user’s behavior when trying to change multiple behaviors at the same time.
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Abstract. Human perception, in a world of continuous and seamless exposure to visual and auditory stimuli, is increasingly challenged to information overload. Among the primary human senses, vision, audition and tactation, particularly the sense of touch appears underemployed in todays designs of interfaces that deliver information to the user. While about more than 70% of the information perceived by humans is delivered via the sight and hearing channel, only about 21% is perceived via the haptic sense. In situations of work or engaged activity, where both the visual and auditory channel are occupied because of the involvement in the foreground task, notifications or alerts coming from the background, and delivered via these channels tend to fail to raise sufficient levels of attention.

With this paper we propose to involve the haptic channel for situations where important notifications tend to be "overseen" or "overheard". We opt for a vibro-tactile notification system whenever eyes, ears and hands are in charge. A body worn, belt like vibration system is proposed, delivering tactile notifications to the user in a very subtle, unobtrusive, yet demanding style. Vibration elements seamlessly integrated into the fabric of an off-the-shelf waist belt, lets the system deliver patterns of vibration signals generated by modulating amplitude, frequency, duration and rhythm – so called tactograms – to eight well positioned vibra elements. A series of user tests has been conducted, investigating the perception of distance to physical objects, like walls or obstacles, in the vicinity of users. Results encourage for a whole new class of space awareness solutions.

Keywords: Human Perception, Vibro-tactile Interfaces, Information Overload, Space Awareness.

1 Raising Human Attention

Traditional interface design involving human perception has mainly focussed on two modalities: vision and hearing. In many situations, however, when the vision and audition channel of perception are highly in charge, alerting and notifying important information can suffer from inattentiveness due to information overload. In such situations, to raise human attention, the additional use of haptic...
sensation offers great potential for providing a supplementary level of awareness (about 21% of information is perceived with the haptic sense \[1\]; according to Mauter and Katzki \[2\] touch is used to a lower proportion, as 80% to 90% of all sensory input is received with the eyes). Steadily increasing information emergence directs to users oversaturation and distraction and encourages for new input and output modalities in human-centered computing. Other aspects which can generate added values in specific applications are the compensation of restrictions/limited awareness of visual and auditive sensations in noisy, dark or foggy environments.

Involving haptics in the design of user interfaces, particularly for the purpose of raising human attention in certain situations, or even to keep the user subtly informed about the environment has been addressed in the literature. Brewster and Brown \[3\] gives suggestions for using tactile output as display to enhance desktop interfaces and situations with limited or unavailable vision. Lindeman et al. \[4\], \[5\] states basic principles for haptic feedback systems and describes implementation-advances for their vibrotactile system “TactoBox”. Additionally, the integration into a VR system (immersive simulator) of the U.S. Naval Research Laboratory has been depicted. Tsukada and Yasumara introduced in \[6\] a wearable tactile display called “ActiveBelt” for transmitting directional cues – one application (“FeelNavi”) tries to map distance information to one of four pulse intervals. “feelSpace” \[1\] is a research project with the aim to investigate the effects of long-time stimulation with orientation information. On their belt, the element pointing north is always vibrating slightly, so that the person wearing the belt gets permanent input about his/her orientation. Although these systems presents novel approaches, none of them give qualitative evidence regarding user perception of haptic distance awareness.

Erp et al. uses haptic directional information for navigational tasks \[7\]. They mentioned that direction information alone is sufficient for the considered application, but distance information may be beneficial. In their walking experiments with haptic distance notifications if a certain test person comes within a range of 20 meters to the end point they coded distance into the proportion between signal to pause times, while vibration intensity is fixed. Tscheligi et al. are studying navigation support for pedestrians \[8\], which are often occupied with one or more other tasks. Therefore, visual data presentation on a electronic device like a PDA is not appropriate, nor is it auditive feedback because of environmental noise or conversations. As result, they see great potential for future navigation devices in unobtrusive systems based on tactile feedback (like the one presented in \[7\]), even if they are still under development. “Shoogle” \[9\] is a more recent approach for presenting eyes-free, single-handed interaction for mobile devices (data input with inertial sensors, realistic user feedback is given by stressing the two modalities vision and sound).

As possible platform for a vibro-tactile belt display, the QBIC-platform, presented in \[10\], could serve. Prewett et al. \[11\] presents a vibro-tactile display

---

1 The study project feelSpace, URL: [http://feelspace.cogsci.uos.de](http://feelspace.cogsci.uos.de) (April 12, 2008).
system to support the perception of the presence of the target interaction object in a 3D VR environment.

This experiment is the first in a larger series of studies considering haptic interaction, with the overall aim to investigate on the correlation between various haptic stimulations and corresponding user perception. We are interested in (i) distance- and position awareness, (ii) orientation awareness, (iii) awareness of danger objects or zones, (iv) mapping of important activities and (v) awareness about size and shape of objects. Here, only the aspect of distance awareness was considered, evaluations regarding quality, accuracy, reliability and users’ personal opinions were given.

![Experimental setting for studying vibro-tactile distance-awareness](image)

**Fig. 1.** Experimental setting for studying vibro-tactile distance-awareness

## 2 Space Awareness

For transmitting haptic stimulations to persons, a vibro-tactile belt system has been developed. It has the capability of generating intuitive room or space awareness by individually activating 8 tactor-elements around the waist (uniformly distributed), and, by variation of vibration intensity or frequency, allows for indicating object distances. The mapping between an object in space, and the corresponding activated tactors on the waist belt, is performed by a combination of software and hardware components, which are described briefly in the next section.
2.1 A Vibro-Tactile Waist Belt

The vibro-tactile waist system consists of the belt itself (with embedded tactor elements), the communication/control hardware, and a battery pack for mobile operation. On the host side, the framework is responsible for mapping information like distance, orientation, etc. to tactor control commands and for triggering the *haptic events*. Communication between the 130 x 90 x 45mm-sized belt hardware (board-size without housing is 74 x 93 x 33mm) and the host is established via Bluetooth connection. The weight of the entire system (including power supply and belt) is 680g, which is rather heavy but could be downsized by factor 2–3 when using a miniaturized, optimized setting (reference design for technical feasibility is given e.g. in [10] – the mainboard for the QBIC-platform is 44 by 55mm in dimension). Essential components of the system are an Atmel AVR Mega 32 Microcontroller for controlling the tactor elements, a ULN2803AG high-current darlington transistor array (8 pairs of NPN darlington transistors) for driving the vibration motors, a OEMSPA441 connectBlue industrial Bluetooth 2.0 serial port adapter (SPA), and 8 pieces of standard, low-cost Nokia 7210 cell-phone vibramotors, housed in a PVD-contactor with a contact area of approximately 3 by 2cm. The wireless system is completed by a PM85-22 universal rechargeable 22Wh Li-ion battery pack. The software part for generating random values, translating them into appropriate control commands and delivering them wirelessly to the vibro-tactile belt has been implemented as a combination of JAVA/C++ applications, exchanging information with the Atmel microcontroller via Bluetooth communication.

![Fig. 2. Vibration elements, belt hardware with battery pack, and control hardware, dismantled from the housing (from left to right)](image)

**Tactor Placement:** A good starting point for considerations about the where to place tactors can be found in [4, p.147ff]. For the experiment, only the region of waist is significant. Weinstein [12] investigated the spatial resolution of receptors in humans’ skin. He found that the threshold distance in the region of the abdomen is approximately 30mm. The calculation of the minimum number of tactor elements around the waist can be derived from the waist-circumference of average males and females, which is between 86 and 89cm for men, and between 74 and 81cm for women (with an overall mean of 82.5cm).

\[
\frac{825\text{mm} \text{[mean waist-circumference]}}{2 \times 30\text{mm} \text{[threshold diameter]}} = 13.75 \text{[tactors]}
\]
According to this estimation, the maximum accuracy for (orientation) awareness on a vibro-tactile belt system should be achieved when placing 14 tactor elements around the waist. As we only consider distances in the present experiment, the utilized 8-tactor belt system should be sufficient to provide complete sensations around the waist.

2.2 Tactor Actuation

Our vibro-tactile belt system is responsible for haptic feedback based on 4 parameters: (i) vibration intensity (pulse-width modulation, PWM), (ii) activation frequency, (iii) duration (relationship between pulse- and pause-times), and (iv) rhythm. The dynamic behaviour of all vibro-tactile elements (tactors) in a system is specified by vibro-tactile patterns or ”tactograms”. For the current studies, all parameters except the fourth (rhythm) had been utilized and diversified.

Vibration intensity: The intensity of vibro-tactile transducers is controlled with pulse-width modulation (PWM) in time-per-unit. The implementation of the hardware controllers used in the present experiment allows only one shared PWM-value for all tactor elements (which is sufficient because of equal actuation of all tactors). Individual intensities per vibration element would be possible by variation of the stimulation frequency, which would be perceived in a similar manner than changes in the amplitude.

Activation frequency: In our setting, vibration frequency is individually adjustable for a certain tactor. For the current experiments all tactors are switched on and off simultaneously. As we didn’t evaluate orientation information, the activation all around the waist was used to get a higher perception of vibro-tactile distance information. Vibration intensity and frequency were chosen according to the functional features of pacinian corpuscles or mechanoreceptors (they are embedded in almost the entire body and adapt rapidly to intensity changes; furthermore they are sensitive in the frequency range from 10 to 500hz, with highest perception at $\approx 250$hz [13], [14], [15]).

Pulse-pause time (duration): The variation parameter interval length was used as another alternative to notify about changing distances between a person and an obstacle. The maximum interval length was selected according to several investigations on response times for HCI-systems, which recommends a maximum response time of two seconds or less (see Testa et al. [16, p.63], Miller [17], or Shneiderman et al. [18, Chap.11]).

3 Experimental Design

The vibro-tactile waist belt, which is adjustable in length to enable a tight fit, was attached and adjusted to each of the test participants (ranging from 23 to 32 years in age). All of them had been informed before the test, to wear only a thin shirt for better vibration perception. Prior the recording of real measurements we did a calibration task by transmitting a number of given distances (variation of the
parameters vibration intensity and interval length) to the test candidates (0% or 650.00cm, 33% or 435.00cm, 66% or 217.00cm, and 100% or 0.00cm, see Fig. 1). After that, for each test person a series of consecutive random intensity-values had been generated and wirelessly delivered to the belt – the users estimate for the distance, together with the system-generated distance value, were stored in a database.

**LEVEL OF DANGER (LOD) in percent. Distances below 33% LOD (4.35m) are not evaluated.**

Experiment 1: Distance-related vibration intensity (linear scale)

![Graph of Experiment 1](image1)

Experiment 2: Distance-related vibration frequency (linear scale, pulse-pause ratio 1:1)

![Graph of Experiment 2](image2)

**Fig. 3.** The two analyzed variants for distance representation

In first user tests with the proposed system we experienced, that low-intensity vibrations (below 33%) were almost indistinguishable. For that reason, the final system configuration had been changed to use only vibration intensities between 33% and 100% (or distance values between person and obstacle of below 4.35m, as depicted in Fig. 3). For comparability issues, this definition has also been applied to the second experiment on variation of vibration frequency.

### 3.1 Experiment 1: Distance Representation by Variation of Vibration Intensity

In this experiment series, the distance between an obstacle and a test participant was mapped to the vibration intensity of a vibro-tactile actuator. The vibration was initiated on all tactor elements simultaneously (this generates a higher perception than activation only a single vibrating element). For the mapping between distance and vibration intensity, a linear correlation function between distance and vibration intensity has been used (inversely proportional). The level
of danger (LOD) for a person, and thus, the vibration intensity, increases with declining distance from the danger object (see top row in Fig. 3).

The entire setting has been installed in a laboratory room, as shown in Fig. 1. Test candidates had been briefed to move forwards and backwards, alongside a floor-mounted ruler, and transmit their opinion for the felt distance of a specific vibration-intensity value verbally. We conducted two different types of runs, the first with no feedback on the real distance values, and another with a direct feedback on estimated values’ real counterpart.

3.2 Experiment 2: Distance Representation by Variation of Vibration Frequency

In a second test series we experimented with variation of the interval length for representing changing distances. This approach follows the idea of Park Distance Control (PDC) systems, established in the automotive domain. A PDC is a distance warning system that provides information on the distance to the nearest obstacle. The frequency of the signal increases as the distance to the obstacle decreases, a continuous signal is output in very close proximity to obstacles (30cm or less) [19, p.4].

The vibration strength was adjusted individually for each test person to be of convenient intensity, and was than fixed for the entire experiment. The ratio between pulse- and pause times was set to 1 for the whole experiment. A distance of zero between person and object (represented by a minimum value of 0.05m) was mapped to a (near-continuous) vibration with a frequency of 43.5hz (according to the formula below), the maximum distance (according to the first experiment at the LOD-level of 33%, or 4.35m) between danger object and person was represented by a vibration frequency of 0.5hz (this implies a maximum interval length of 2 seconds).

\[
pulse \text{ time } [\text{ms}] = \frac{d [\text{distance in m}] \times 2,000 \text{ms} [\text{max. interval length}]}{2 \times 4.35 \text{m} [\text{max. distance}]}
\]

For this experiment, again the two variants (i) without feedback, and (ii) with immediate feedback have been tested. The experiment itself was designed and conducted about 3 month after the first experiment, a subset of the test participants from the first test attended this second experiment series (because of the long time between the two experiments we can almost neglect possible dependencies of the second experiment from the first one).

4 Evaluation

Experiment 1: Variation of vibration intensity: The mean value of estimation errors is 0.438m for the experiment without feedback, and 0.299m for the second case with immediate feedback (see Table 1 and charts (1) and (3) in Fig. 4). This is a qualitative improvement of the second setting of 46.49% and confirms the assumption that training or learning is essential for a reliable
Table 1. Distance representation by variation of vibration intensity: No feedback (left), immediate feedback (right). Data represents the deviations from the real distance in meters.

<table>
<thead>
<tr>
<th>Test Person</th>
<th>Min $x_{\text{min}}$</th>
<th>Max $x_{\text{max}}$</th>
<th>Mean $\bar{x}$</th>
<th>Median $\tilde{x}$</th>
<th>Std.Dev. $\sigma$</th>
<th>Min $x_{\text{min}}$</th>
<th>Max $x_{\text{max}}$</th>
<th>Mean $\bar{x}$</th>
<th>Median $\tilde{x}$</th>
<th>Std.Dev. $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Series without feedback</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Series with immediate feedback</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.005</td>
<td>1.070</td>
<td>0.346</td>
<td>0.315</td>
<td>0.267</td>
<td>0.030</td>
<td>0.710</td>
<td>0.313</td>
<td>0.315</td>
<td>0.193</td>
</tr>
<tr>
<td>2</td>
<td>0.040</td>
<td>0.960</td>
<td>0.390</td>
<td>0.270</td>
<td>0.290</td>
<td>0.005</td>
<td>1.130</td>
<td>0.357</td>
<td>0.255</td>
<td>0.296</td>
</tr>
<tr>
<td>3</td>
<td>0.055</td>
<td>1.470</td>
<td>0.563</td>
<td>0.370</td>
<td>0.412</td>
<td>0.015</td>
<td>0.735</td>
<td>0.250</td>
<td>0.255</td>
<td>0.207</td>
</tr>
<tr>
<td>4</td>
<td>0.010</td>
<td>1.295</td>
<td>0.470</td>
<td>0.455</td>
<td>0.358</td>
<td>0.000</td>
<td>0.830</td>
<td>0.307</td>
<td>0.220</td>
<td>0.258</td>
</tr>
<tr>
<td>5</td>
<td>0.030</td>
<td>1.610</td>
<td>0.734</td>
<td>0.660</td>
<td>0.470</td>
<td>0.030</td>
<td>0.950</td>
<td>0.317</td>
<td>0.255</td>
<td>0.219</td>
</tr>
<tr>
<td>6</td>
<td>0.010</td>
<td>0.805</td>
<td>0.261</td>
<td>0.195</td>
<td>0.214</td>
<td>0.035</td>
<td>0.665</td>
<td>0.295</td>
<td>0.270</td>
<td>0.191</td>
</tr>
<tr>
<td>7</td>
<td>0.015</td>
<td>0.990</td>
<td>0.487</td>
<td>0.440</td>
<td>0.267</td>
<td>0.010</td>
<td>0.805</td>
<td>0.301</td>
<td>0.250</td>
<td>0.253</td>
</tr>
<tr>
<td>8</td>
<td>0.005</td>
<td>1.240</td>
<td>0.455</td>
<td>0.355</td>
<td>0.368</td>
<td>0.045</td>
<td>0.435</td>
<td>0.247</td>
<td>0.260</td>
<td>0.137</td>
</tr>
<tr>
<td>9</td>
<td>0.000</td>
<td>0.835</td>
<td>0.351</td>
<td>0.255</td>
<td>0.282</td>
<td>0.025</td>
<td>0.755</td>
<td>0.334</td>
<td>0.255</td>
<td>0.217</td>
</tr>
<tr>
<td>10</td>
<td>0.000</td>
<td>0.985</td>
<td>0.382</td>
<td>0.350</td>
<td>0.272</td>
<td>0.025</td>
<td>0.820</td>
<td>0.326</td>
<td>0.290</td>
<td>0.206</td>
</tr>
<tr>
<td>All</td>
<td>0.000</td>
<td>1.610</td>
<td>0.438</td>
<td>0.363</td>
<td>0.350</td>
<td>0.000</td>
<td>1.130</td>
<td>0.299</td>
<td>0.255</td>
<td>0.223</td>
</tr>
</tbody>
</table>

user interface. This tendency is valid for all test candidates, except participant number 6 – here the statistical results are better for the feedback-free first experiment, although the maximum deviation error (0.805m) is somewhat higher in the first experiment (0.665m). This could be interpreted either as higher tactile sensibility of the person or simply as statistical outlier.

The left column in Fig. 4 shows the corresponding deviation errors in meters for both experiment variants. Dotted and dashed lines indicates the linear tendencies for the deviation error. They suggest the assumption that the error increases with number of experiments in the first case (without feedback), and decreases for the second case with permanent feedback (the slope of the trend lines is more pronounced when viewing the charts for individual test attendees).

To find the upper and lower convergence boundaries for the error values, larger test series with 100+ readings for both experiments would have to be accomplished.

During experimentation we perceived several qualitative remarks from the test candidates:

(i) Not only the felt vibration, but also the "noise" caused by this vibration, has been used as information channel for distance-perception.

(ii) The self-assurance with estimating distances increased with increasing duration of the experiment.

(iii) The first series of experiments (without any feedback) provoked less cognitive load.

(iv) A major variation in vibration intensity, e.g. a high vibration value followed by a low one and vice versa, makes it harder to estimate the corresponding distance (consequently, such variations results in higher estimation errors).

Experiment 2: Variation of vibration frequency: The results of this experiment contrast the ones from the first experiment.
Table 2. Distance representation by variation of vibration frequency: No feedback (left), direct feedback (right). Data represents the deviations from the real distance in meters.

<table>
<thead>
<tr>
<th>Test Person</th>
<th>Min $x_{\text{min}}$</th>
<th>Max $x_{\text{max}}$</th>
<th>Mean $\bar{x}$</th>
<th>Median $\tilde{x}$</th>
<th>Std.Dev. $\sigma$</th>
<th>Min $x_{\text{min}}$</th>
<th>Max $x_{\text{max}}$</th>
<th>Mean $\bar{x}$</th>
<th>Median $\tilde{x}$</th>
<th>Std.Dev. $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Series without feedback</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Series with immediate feedback</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.000</td>
<td>1.670</td>
<td>0.529</td>
<td>0.385</td>
<td>0.491</td>
<td>0.010</td>
<td>1.040</td>
<td>0.401</td>
<td>0.380</td>
<td>0.264</td>
</tr>
<tr>
<td>2</td>
<td>0.040</td>
<td>1.220</td>
<td>0.428</td>
<td>0.295</td>
<td>0.314</td>
<td>0.010</td>
<td>1.650</td>
<td>0.489</td>
<td>0.375</td>
<td>0.425</td>
</tr>
<tr>
<td>3</td>
<td>0.050</td>
<td>1.860</td>
<td>0.588</td>
<td>0.480</td>
<td>0.458</td>
<td>0.010</td>
<td>1.030</td>
<td>0.355</td>
<td>0.330</td>
<td>0.277</td>
</tr>
<tr>
<td>4</td>
<td>0.010</td>
<td>1.130</td>
<td>0.391</td>
<td>0.245</td>
<td>0.329</td>
<td>0.000</td>
<td>1.230</td>
<td>0.325</td>
<td>0.225</td>
<td>0.292</td>
</tr>
<tr>
<td>5</td>
<td>0.030</td>
<td>2.600</td>
<td>0.528</td>
<td>0.445</td>
<td>0.518</td>
<td>0.010</td>
<td>1.140</td>
<td>0.433</td>
<td>0.395</td>
<td>0.317</td>
</tr>
<tr>
<td>All</td>
<td>0.000</td>
<td>2.600</td>
<td>0.492</td>
<td>0.380</td>
<td>0.430</td>
<td>0.000</td>
<td>1.650</td>
<td>0.401</td>
<td>0.370</td>
<td>0.321</td>
</tr>
</tbody>
</table>

Fig. 4. Plot of averaged estimated values and their corresponding errors for both styles of the conducted experiments, "level of danger according to vibration intensity" (left column) respectively "vibration frequency" (right column). The top row represents the test series with no feedback, the bottom row depicts the test series with immediate feedback. Dotted and dashed lines shows the deviation-tendency (linear trend lines).

Mean estimation errors are $0.492m$ (no feedback), respectively $0.401m$ (immediate feedback), see Table 2. The improvement is with $22.69\%$ below the half of the improvement of experiment one (which was $46.49\%$). Comparing the absolute estimation errors we can clearly see that the second experiment performs worse compared to the first: A mean estimation error of $0.492m$ compared to
0.438m stands for a degradation of 12.3% for the feedback-free case, 0.401m compared to 0.299m means a degradation of 34.11% for the second case with direct feedback.

Furthermore, the chart of estimations with associated errors (right column in Fig. 4) shows, that the trendlines are nearly flat (gently sloping). This encourages the assumption that a decrease in estimation error is hardly possible by training for this kind of stimulation.

Most of the experiment attendees (which were the same as in the first experiment) reported, that distance estimation from the experimental system with varying the vibration intensity was more intuitive than the second setting with varying the vibration frequency. Evaluation results confirmed these statements (see Table 2 and charts (2) and (4) in Fig. 4).

5 Conclusions

Motivated by the aim for raising human attention, or subtly delivering information about a users environment aside the vision and hearing channel of perception, we have developed a vibro-tactile distance awareness system, implemented as a waist belt. User studies confirmed our hypothesis, that physical distance, to walls, furniture or obstacles in general, can be “felt” by considerate variations of the vibration intensity or frequency.

A further finding of the experiments is, that direct feedback improves on the estimation precision.

The results encourage for a whole new class of pervasive and ubiquitous computing applications and user interface designs, that lets users “feel” the environment they are in.

Above these results, we expect further improvements on haptic distance awareness by (i) integrating notions of orientation and direction, (ii) further experiments with different models of distance and vibration-intensity mapping, e.g. non-linear variations of intensity and frequency, and (iii) additional experiments based on high-quality vibro-tactile elements to avoid faults and signal noise.
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