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Abstract

We present a method for 3D human motion capture using a single camera, without markers and without a priori knowledge on gestures. It is based on registering a 3D articulated model on color images with respect to biomechanical constraints. Gestures regularization is discussed as a way to cope with projection ambiguities. Computation is reduced by registering only the moving parts of the body.

1. Introduction

1.1 State of the art

Gestures are an important and natural means of communication. Their acquisition allows animation of virtual actors, gesture coding possibly using MPEG-4, gesture based interface. It can be a basis for medical diagnosis. In the long run, gesture recognition could even allow sign language interpretation by machine vision.

There have been a lot of methods for gestures acquisition. Data gloves and electromagnetic or inertia sensors are frequently used as input devices but are expensive, fragile, and block natural interaction. Some computer vision algorithms rely on markers [1] but suffer from possible occlusions. Gesture acquisition by machine vision can rely on 2D aspect analysis [2], [3] or on 3D modeling [4]–[10]. 2D methods can recognize a limited number of gestures usually after some learning. 3D methods take advantage of the knowledge in the form of model geometry and try to compute explicitly the translations and rotations of joint. 3D methods may use two cameras [7], [8] or more [9], [10].
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1.2 Overview of our method

We propose a method to capture 3D gestures using only one camera. It does away with markers and gloves, and does not require any a priori information on gestures. We use only static and dynamic biomechanical constraints to limit gestures.

It is based on matching image features with model features. We use color segmentation of images as a feature for model registration. An iterative algorithm is used to minimize the mismatch between the model projection and the image with respect to biomechanical constraints.

Projection of the model on the image plane can be similar for several attitudes leading to registration ambiguities. Gesture regularization is discussed as a way to handle these.

Finally, the computation cost is reduced by detecting the moving parts of the articulated model and by limiting the optimization process to the parameters of those parts.
2. Human body model

The articulated human upper body model we use has 23 degrees of freedom (Fig. 1). These parameters together form a vector \( \mathbf{q} \) that completely defines the model attitude. Each of these degrees of freedom has a higher and a lower limit resulting from static biomechanical constraints that prevent the model from attaining unnatural attitudes. Dynamic constraints form the basis of gesture regularization [15].

![Figure 1. Upper body model with 23 degrees of freedom.](image)

3. Image feature extraction

Registering a 3D model on images relies on matching projected model features with image features. For gesture acquisition, edges [6], [9], [10], motion [3], texture [16] or color [6] have been used.

Skin can be efficiently detected in images from its chrominance since it does not change with the orientation to light source [17]. Uniform colored clothes can also be extracted the same way. Thus, we used color segmentation on the \( C_bC_r \) components of the \( YC_bC_r \) color space.

3.1 Classification

The mean and covariance matrix of each class of chrominance are computed from examples. Pixels are classified into their closest class. Using a Mahalanobis metric [18], the distance from a pixel of chrominance \( \mathbf{x} = (C_b, C_r)^T \) to the \( i \)th class of mean \( \mathbf{\mu}_i \) and covariance matrix \( \Sigma_i \) is

\[
d_i = \sqrt{\left( \mathbf{x} - \mathbf{\mu}_i \right)^T \Sigma_i^{-1} \left( \mathbf{x} - \mathbf{\mu}_i \right)}.
\]

If the smallest distance is greater than a given threshold, the pixel is considered as noise and not classified in any class. Fig. 2(a) shows an original image while Fig. 2(b) and (c) compare its segmentation in the RGB and \( YC_bC_r \) color spaces respectively.

![Figure 2.](image)

(a) A typical image from our video sequences. (b) Image segmented in RGB color space: shadow near the chest is classified incorrectly as skin. (c) Image segmented in \( YC_bC_r \) color space: misclassification has decreased significantly. (d) Final segmentation after mode filtering.

3.2 Mode filtering

Segmented image contains noise as seen in Fig. 2(c), which has to be removed for better feature extraction. We use mode-filtering [19] for this. For each pixel, we calculate the most frequent class in its neighborhood and assign the pixel to this class. The choice of the neighborhood size is a compromise between noise reduction and computation time. We used 13×13 neighborhood. A result is shown in Fig. 2(d).

4. Matching the model projection on the segmented image:

For each image in the sequence the model is registered by matching the color features of the projected model and the segmented image. The color of a particular model part is set to be the same as that of the corresponding part in the segmented image.

Let \( \mathbf{q}_i^k \) denote the parameter vector at \( k \)th iteration for the \( i \)th image in the sequence. We project the model in the attitude defined by \( \mathbf{q}_i^k \), onto the image plane using a z-buffer algorithm modified to retain the colors of model parts. Their matching is evaluated using a non-overlapping ratio:
\[ F(q_k^i) = \prod_{c=1}^{m} \left( \frac{|A_i \cup B_c^k| - |B_c^k \cap A_i|}{|A_i |} \right) \]

where \( A_i \) is the set of pixels in the \( c \)th color class, \( B_c^k \) is projection of the model parts associated with the \( c \)th color class for the model attitude defined by \( q_k^i \), and \( m \) is the number of color classes.

5. Optimization and cost function

Registration is achieved by iteratively minimizing a cost function. The cost function \( E(q_k^i) \) can be the non-overlapping ratio: \( E(q_k^i) = F(q_k^i) \).

Because the gradient of \( F(q_k^i) \) cannot be easily computed, we do not use gradient-based methods. Ouhaddi has compared optimization methods for gesture registration. We follow his choice of the downhill simplex method. It allows easy integration of the static biomechanical constraints by bounding the simplex transformations inside the convex domain defined by the constraints [6].

The condition for stopping iterations may be specified by maximum number of iteration or a minimum required change in the value of cost function from one iteration to the next under which the convergence is assumed.

6. Gesture regularization

It may happen that the model projection on the image plane is the same for different model attitudes (Fig. 3). This ambiguity may lead to incorrect registration. Moreover, noisy image segmentation may cause shaky model attitudes in successive images. Gesture regularization helps with these problems.

Kalman filtering has been used for gesture regularization [9], [10]. If \( q \) denote our set of \( n = 23 \) parameters and \( \dot{q} \) their velocities in the \( i \)th image frame, then we define the state vector as: \( x = [q, \dot{q}]^T \).

Kalman filtering models the state vector \( x \) as a linear prediction \( \hat{x}_{i-1} \) added with noise \( w_{i-1} \): \( x_i = \hat{x}_{i-1} + w_i \), where \( \hat{x}_{i-1} = Ax_{i-1} \) and \( A \) is a \( 2n \times 2n \) matrix. Using first order linear difference equations, we write:

\[ \dot{q}_i = q_{i-1} + \dot{q}_{i-1} \quad (1) \]
\[ \dot{q}_i = \dot{q}_{i-1} \quad (2). \]

Thus we get \( A = \begin{bmatrix} I_n & I_n \\ 0 & I_n \end{bmatrix} \).

Innovation from this prediction is computed from measurement. In our case, this measurement is achieved from image registration. Because of the previously mentioned possible ambiguities in model projection, the measurement we achieve by registration may suffer a large deviation, resulting in a small Kalman gain and poor tracking. Unfortunately, Kalman filtering keeps measurement and regularization as successive independent steps.

Starting from the same prediction \( \hat{x}_{i-1} \), we choose a method similar to the one proposed by Lowe [20]. As a difference to Kalman filtering, Lowe’s method integrates measurement and regularization. The algorithm uses a prediction of new values of parameters similar to the Kalman filter. These are predicted from the position and attitude parameters of the previous image using (2). However, velocities are now determined from the difference between the attitude parameters in two previous images.

At each iteration of the optimization algorithm we get an updated list of parameters \( q_k^i \). Lowe proposes a regularization term derived from the standard deviation \( \sigma \) expected for parameter \( i \), \( i=1 \) to \( n \). These can be regarded as statistical dynamic biomechanical constraints.

The regularization term is defined as

\[ R(q_k^i) = \left( \sum_{i}^{n} \frac{\hat{q}_i^i - q_k^i}{\sigma_i} \right)^2 \]

where \( \hat{q}_i^i \) is the value predicted for the \( i \)th parameter from (1), \( q_k^{i,i} \) is the value obtained for \( i \)th parameter at the \( k \)th optimization iteration.

We use \( R(q_k^i) \) as another term in the cost function to be minimized. The cost function then becomes:

\[ E(q_k^i) = F(q_k^i) + R(q_k^i). \]

In case of ambiguity, this term introduces a penalty for that model attitude which is far from the prediction.

We determined the standard deviations of parameters from movements observed in about 100 signs of the French sign language [21].

Figure 3. Example of a registration ambiguity: when the model is facing in front or is turned 180° its projection remains mostly the same.
7. Determining the moving parts

Optimization has to be repeated for each image in the sequence and hence requires much computation. To reduce the execution time, the moving parts are detected and optimization is restricted to their parameters.

Motion detection can be achieved by many algorithms. Cutler and Turk [3] define motion blobs. Little and Boyd [22] use optical flow characteristics to detect motion. Bobick and Davis [23] use motion energy images (MEI) and motion history images (MHI) as templates for expression recognition. Black et al. [24] propose a robust estimation of optical flow by representing the brightness variations as a probabilistic mixture of camera motion, illumination phenomena, specular reflections and iconic changes specific to objects being viewed.

We detect the moving parts by comparing the color indexes of successive images. This allows us to determine which color region moves in front of which other region (Fig. 4). The model parts that are projected on the moving region are to be selected for registration.

Figure 4. Motion detection: left images show segmentations with arms moving down; the right image is the result of motion detection.

8. Results and conclusion

Results on an image sequence are shown in Fig. 5. Self-occlusions are correctly processed.

This method allows us to get rid of the cumbersome markers, detectors and gloves, and just use a single camera. It does not require any \textit{a priori} knowledge on gestures.

However it is computationally expensive because of the registration using iterative minimization of a complex functional. Another limitation comes from our color segmentation step that requires that clothes, skin and background be of different colors. Finally Lowe’s regularization method might be integrated with the Kalman filtering. We are currently working on this issue.

Our results can be used to animate virtual actors and are being considered for recognition of a limited subset of the sign language [25].

Figure 5. Results of gesture registration on an image sequence. Original images are shown on the left and corresponding registration images are shown on the right.
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