Relationship between physical and subspace propagation channels
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Abstract—The channel capacity of a MIMO telecommunication system depends on different parameters such as the signal-to-noise ratio, the space-time characteristics of the propagation channel, the antenna array geometry and the antenna pattern. However, the propagation channel remains the strongest constraint imposed on designers of new radio air interfaces. Using a MIMO channel model, computer simulations are performed to highlight the relation between the radiation pattern of subspace channels and the physical space-time characteristics of the propagation channel. This provides a better understanding of the subspace channel origins and achievability of degrees of freedom. In addition to the simulation approach, UWB MIMO channel measurements are used. Both simulation and experimental results show that there is not a bijective relation between physical paths and subspace channels. The number of subspace channels is the same but the amplitudes and directions can be different, leading to inaccuracies in the space-time characteristics of the propagation channel. Nevertheless, the results are promising for fast-jointed DoA-DoD channel estimation.

I. INTRODUCTION

The channel capacity of MIMO communication systems depends on different parameters, such as the signal-to-noise ratio, the space-time characteristics of the propagation channel, the antenna array geometry and the antenna patterns. Among all of these elements, only the propagation channel cannot be optimized by air interface designers. As Bonek highlights in [1], it is essential to thoroughly understand the subjacent phenomena in order to provide reliable models and conclusions. The aim of this article is to investigate the relationship between the physical properties of propagation channels and the subspace propagation channels obtained by the singular decomposition of the MIMO transmission radio channel. This study will allow an improvement in the definition and the understanding of the origin of the maximum capacity of MIMO communication systems.

Simulations were performed to highlight the relationship between the radiation pattern associated with each eigenmode and the space-time characteristics of the propagation channel. This study is important for engineering and simulation studies. Indeed, in a MIMO communication, the power transmitted over subspace channels generates a radiation pattern which is no longer omnidirectional. The prediction of radio coverage and interference is no longer related only to the antenna pattern, but also to the spatial characteristics of the propagation channel. This study will also provide a better physical understanding of the subspace channels’ origin, their associated MIMO capacity and the corresponding degrees of freedom of the propagation channel. To complete the simulation study, an experimental MIMO UWB campaign was carried out. It is based on a measurement technique that is able to investigate the 3D space-time characteristics of a real channel [2]. Results obtained in an indoor environment will be presented and analyzed.

II. DEFINITIONS

A. Transmission and Propagation Channel

First, it is important to define the transmission channel and the propagation channel. A SISO transmission channel can be seen as a two-port network formed by the two antenna extremities of the radio link. The transfer function can be easily obtained by using, for example, a vector network analyzer. The concept of the propagation channel is more abstract because its characteristics cannot be directly measured. It can be simply defined as the transmission channel without the antenna effects.

B. MIMO Channel

A MIMO system is defined as a transmission system with $n_t$ transmitter antennas and $n_r$ receiver antennas. In a narrowband context, the propagation channel can be represented by a complex matrix $H$ of dimension $n_r \times n_t$. Each element $h_{ij}$ of the matrix $H$ represents the complex transmission gain between the receiving antenna $i$ and the transmitting antenna $j$. $X$ is the vector corresponding to the transmitted signals applied to the emitter antenna; $Y$ is the vector corresponding to the received signals. In a noise-free configuration, the received signal is expressed as:

$$Y = HX$$

By using singular value decomposition (SVD) the matrix $H$ can be expressed as:

$$H = U \Sigma V^H$$

with $\Sigma = \text{diag} \{ \lambda_j \}_{j=1}^b$ and $b = \text{rank}(H)$
of the transmission channel depends on the antenna pattern of the $i$th element of the corresponding to the $K$th subspace and. Theses diagrams include the spatial configuration of $a_{v_i}$ and $au_i$ relation ' whose amplitude of each subspace transmission is equivalent to the transmission of parallel links, whose amplitude of each subspace channel $k$ is given by $\Sigma_{k,k}$. Figure 1 shows the two representations respectively $Y = HX$ and $Y' = \Sigma X'$. Figure 1. Physical and subspace representation of a MIMO transmission

C. Channel Capacity

The channel capacity concept was introduced by Shannon in 1948 [3]. In the case of a link between two antennas, the capacity in bit/s/Hz is given by equation 3.

$$C_{\text{SISO}} = \log_2(1 + \rho) \text{ bps.Hz}^{-1}$$

(3)

With $\rho$ is the signal to noise ratio. This definition highlights two fundamental properties. First, the capacity grows with signal to noise ratio. Secondly, when the signal to noise ratio is large, the increase of capacity will be very slow.

The capacity increase of a MIMO system is based on the data rate of the previous subspace channels. The number of channels is directly related to the number of significant eigenvalues of the matrix $HH^H$. So the larger the number of significant eigenvalues is, the bigger the potential capacity. The total capacity of MIMO system is defined as the sum of the capacity of each subspace channel:

$$C_{\text{MIMO}} = \sum_{i=1}^{\min(n_x,n_y)} \log_2 \left( 1 + \frac{\rho}{n_x} \lambda_i \right)$$

(4)

The capacity will depend on the power allocation strategy on each subspace channel. The optimal solution consists in using the Waterfilling algorithm. However, this solution requires the channel state information at the transmitter which is not always available.

D. Subspace Channel Pattern Radiation

The real and subspace channels in MIMO were recalled in figure 1 in function of $X,Y$ and $X',Y'$. Considering the $K$th subspace channel which corresponds to the $K$th nonzero singular value of the matrix channel $H$, we have:

$$u_k' \ y_k = \Sigma_{k,k} v_k' x_k$$

(5)

That means that the $K$th subspace channel is obtained by weighting the transmitter array by the vector $u_k'$ and the receiver array by the vector $v_k'$. So, the resulted subspace channel will have a gain of $\Sigma_{k,k}$ and will be orthogonal to the other subspace channels. Using a 3D complex antenna pattern of the array, it is easy to find the physical radiation pattern of this subspace channel. Considering that the antenna pattern of the $i$th element of the transmitter array is $a^T_i(\theta,\phi)$ with the complex components $\tilde{e}_\theta$ and $\tilde{e}_\phi$ of the radiation directions $\theta$ and $\phi$. Theses diagrams include the spatial configuration of the array. We can also similarly define the radiation pattern $a^{R_i}_i(\theta,\phi)$ of the antenna pattern of the $i$th element of the receiver array. The relation between the antenna pattern $A_i^T(\theta,\phi)$ and $A_i^R(\theta,\phi)$ corresponding to the $K$th subspace channel is given by:

$$A_i^T(\theta,\phi) = \sum_{j=1}^{n_x} a^T_j(\theta,\phi) \times u_j' (i)$$

(6)

$$A_i^R(\theta,\phi) = \sum_{j=1}^{n_x} a^R_j(\theta,\phi) \times v_j' (i)$$

(7)

III. BEHAVIOR OF PHYSICAL AND SUBSPACE CHANNELS

A. Introduction

The matrix $H$ of the transmission channel depends on the propagation phenomena between the transmitter and the receiver, on the characteristics of the antennas and the geometry of the array. There is, a priori, a relation between the physical properties of the propagation channel ie, that is the space-time characteristics of the propagation and the singular value decomposition. Some authors such as Loyka [4] had studied this relation in the case of waves guides. It was, for example, possible to compare the various propagation modes of the wave guide to the modes generated by a MIMO array set in the guide. These results are interesting because each mode of the wave guide can be considered as a plane wave undergoing some reflections. But this study does not represent a typical radio-mobile environment. From MIMO simulations, deeper investigations will be carried out by the evaluation of the directions of arrival and departure.

B. Channel Simulation Principle

The developed channel simulator uses the double directional approach introduced by Steinbauer in [5]. This allows simulation of the antennas pattern independently of the propagation channel. Thus, the transmission channel can be known whatever the antenna array geometry. Most of the MIMO channel models are based on this formalism (802.11n,
UMTS, Wimax...). The principle consists in modelling the radio channel by a set of multipaths described by their physical characteristics: direction of departure (DoD) direction of arrival (DoA), complex attenuation for each polarization, delay, Doppler. The transmission MIMO channel is then obtained from the characteristics of the multipaths, of the array geometry and the antenna pattern. An efficient and reliable implementation of this model requires optimizations detailed in [6].

C. Simulation Configuration

The choice of the array geometry is very important. Indeed, most of the MIMO array geometries provide ambiguity results. For example, the linear array has a conical ambiguity. Thus, two rays coming from different directions are perceived in an identical path by the array and consequently reduce the number of degrees of freedom of the MIMO channel. Circular arrays have been chosen for simulations because they show no ambiguity in azimuth. Simulations are carried out at 5 GHz, corresponding to the band used by WIFI systems. The two sensor arrays consist of 30 sensors vertically polarized and distributed on a circle of 10 cm radius. This configuration corresponds to a sensor spacing of λ/3. Initially, in order to simplify the result analysis, the multipaths modelling is restricted to the horizontal plane. Moreover, the channel depolarization is not taken into account.

Even if these simulations are not difficult to perform, it is important to report them in the paper to show some unexpected behaviour in very simple configurations. For each simulation, the geometry of the propagation channel and the radiation pattern corresponding to each singular value at both sides of the link will be represented. The amplitude of the rays is proportional to the length of the ray. For example, figure 2 represents the result of a simulation with only one path. Only one singular value is obtained and the corresponding subspace channel corresponds to a beamforming in the direction of the single path.

D. Effect of the Number of Multipaths

The channel, represented in figures 3a and 3b, consists of 2 paths with different directions and respective amplitudes of 1 and 0.5. Figures 3c and d respectively show the radiation pattern corresponding to each singular value with the transmitter array and the receiver array. The colours correspond to the index of each singular value. There is no, a priori, relation between the colours in the figures a-b and the colours in the figures c-d. The decomposition in singular values allows the identification of 2 nonzero values. When the paths are sufficiently spaced, the number of singular values and the number of propagation paths are identical. The decomposition maintains the relation between direction of departure and direction of arrival of each path. Each singular value carries a particular path and the amplitude of the singular value is approximately proportional to the power of the path.

This bijection between each singular value and a physical path is not always checked. For a same geometrical configuration, the variation of the amplitude or phase of the path can modify the decomposition significantly. A singular value can be linked to several paths. For example, figure 4 gives results considering the same paths model with identical path amplitudes.
eigenvalues are corresponding to the major part of energy. The result illustrated in figure 5, shows that only two amplitudes and with two of them having close directions of the paths. If we consider a model with 3 paths of identical condition applies on both sides of the link and to the whole of comparison to the angular resolution of the array. This requires having paths sufficiently angularly spaced in 2D instead of a simple complex value. So the depolarization of a path can be defined by its matrix.

Each singular value exploits simultaneously the two propagation paths. The subspace radiation patterns beam in 2 directions but not exactly in the real physical direction. The directions of pointing of each singular value present opposite errors. Consequently, the averaged radiation pattern of the singular values is in agreement with the physical paths. This remark is also applicable to the amplitude.

All these results remain valid with an unspecified number of paths but only if the paths are independent. This condition requires having paths sufficiently angularly spaced in comparison to the angular resolution of the array. This condition applies on both sides of the link and to the whole of the paths. If we consider a model with 3 paths of identical amplitudes and with two of them having close directions of arrival. The result illustrated in figure 5, shows that only two eigenvalues are corresponding to the major part of energy.

In order to generalize the previous results, it is essential to consider multipaths in 3D with arbitrary polarization. This study was achieved by replacing each element of the UCA by a ULA of 5 elements. Each element is built of two isotropic antennas in cross polarization. This provides a cylindrical array of 300 antennas with a geometrical shape represented in figure 6. Now, the simulation is taken into account the polarization and the path loss is now expressed by a complex matrix of dimension $2 \times 2$ instead of a simple complex value. Let us consider a path having the following geometrical characteristics:

$\theta_{\text{departure}} = 135^\circ, \theta_{\text{arrival}} = 45^\circ, \varphi_{\text{arrival}} = 0^\circ, \varphi_{\text{departure}} = 60^\circ$.

In free space configuration with only one path, the MIMO channel has two singular values with the same amplitude. The number of singular values is doubled. This is due to the independence of two polarizations. The radiation pattern of the singular mode corresponding to each singular value is presented in figure 7. They follow the physical direction of the path. The blue segments, indicating the trajectory of the field $\vec{E}$, show the orthogonality of the polarization between the two subspace radiation patterns.
In the case of depolarization, the number of eigenvalues remains equal two. However, the amplitudes can be very different according to the matrix conditioning of the path. For example, if we consider a channel depolarization of approximately 10%, the module of the power gain is given by 
\[
\begin{bmatrix}
0.9 & 0.1 \\
0.1 & 0.9
\end{bmatrix},
\]
and the phase is supposed to be random. The simulation results are represented in figure 8. The singular mode radiation patterns correspond quite well to the physical directions of the paths. However, the energy is no longer the same between the two subspace channels, and the polarization is arbitrary. The first eigenvalue contains most of the energy.

Other simulations with different multipaths were also carried out. Even without depolarization, multipaths induce an imbalance of the eigenvalue amplitudes. Apart from the previous remarks, the conclusions obtained in 2D remain valid in 3D.

F. Conclusion

From the development of a propagation channel simulation tool including antenna arrays and the propagation channel, the relation between subspace and physical channels was investigated. All of these simulation results were obtained with circular and cylindrical MIMO arrays. This study shows that the number of eigenvalues corresponds to the number of independent paths. Independence can be defined by an angular spacing higher than the resolution of the antenna array. Apart from some particular cases, there is no “one to one” relationship between the radiation pattern of a singular value and the direction of single path. In fact, a singular value can beam simultaneously in different directions, not corresponding exactly to the physical direction. The number of eigenvalues is doubled when polarization is taken into account. The eigenvalue amplitudes are identical in the case of line-of-sight (LOS) configuration; otherwise they are usually different because of the depolarization induced by the antennas and the channel.

IV. EXPERIMENTAL SUBSPACE CHANNEL IN REALISTIC ENVIRONMENT.

A. Description of the Experimentation

Many experimental studies have been carried out to model the MIMO propagation channel. The most advanced experiments use double directional measurements. However, the complexity is so high that these experiments are simplified and provide only partial information of the channel (3D or polarization is missing for instance). This complexity is further increased in UWB configurations. A good compromise between accuracy and complexity was obtained with an original method presented in [7]. This device is able to study the degree of freedom of the channel thanks to a large number of sensors and the non-ambiguity of the DoA and DoD.

B. Results in anechoic chamber

Experimentation was carried out in an anechoic chamber (figure 9). The distance between the two antenna arrays was 4.5 m. The far-field condition was met from 3 GHz to 10 GHz. Only one path is obtained with this experimental configuration. The degree of freedom is defined as the number of highest singular values whose sum is equivalent to 90% of the total power. Only two degrees of freedom were obtained by analyzing the results, whatever the frequency. This result is in agreement with the simulation results. Figure 10 shows that the directions of the subspace channel are in agreement with the position of the antennas. However, the amplitudes are not perfectly identical, and polarizations are not perfectly orthogonal. This is probably due to antenna depolarization.
C. Evaluation in a actual environment

Experimentation was performed in a meeting room in order to investigate the number of degrees of freedom in actual configuration. A 360° panoramic picture, shot from the emitter location and presented in figure 11, shows the environment. Contrary to the anechoic chamber, this LOS configuration shows multipaths. The number of degree of freedom is larger. Moreover, the number of degrees of freedom increases with the frequency contrary to their behavior in the anechoic chamber. This is due to the improvement of the MIMO array resolution when the frequency increases. This characteristic allows the identification of additional paths and thus increases degrees of freedom. An analysis shows an increase in the number of eigenvalues with the delays. This is explained by the increase of propagation phenomena when the delay increases. At the opposite, the direct path has only 2 eigenvalues.

V. CONCLUSION

MIMO channel simulations using circular and cylindrical arrays highlighted the relations between physical and subspace channels. The number of singular values of the transmission channel corresponds to the number of independent paths. The independence of the paths depends on the angular resolution of the MIMO array and on the DoA and the DoD of the paths. There is no bijective relation between the subspace channels and the multipaths. This investigation was also carried out by experimentation. An original MIMO UWB device was used in an anechoic chamber and in a real environment. An analysis concerning the evolution of the eigenvalues according to the frequency and the environment was completed. Future study will investigate other representative environments, such as residential environment.
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