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Abstract—This work presents simulation studies on the execution 
time and energy consumption of optical Multi-Socket Boards 
(MSBs) with on-chip, all-to-all, and contention-less Arrayed 
Waveguide Grating Routers (AWGR)-based interconnection. This 
study considers throughput and energy-efficiency optimizations 
based on Dynamic Voltage and Frequency Scaling (DVFS) under 
realistic, shared memory, and cache-coherent PARSEC 
benchmarking traffic. The benchmark results show how a low-
latency, optical inter-socket interconnection can provide 
significant execution time reduction, and up to 3× energy savings 
when using dynamic variable bandwidth communication 
techniques when compared to an electronic baseline. The proposed 
architecture can be used as “building block” for future energy-
aware large-scale systems. 
 

Index Terms— Arrayed Waveguide Grating Routers, Chip 
Multi-Processor Systems, Optical Interconnects, Tiled CMP 
Architectures. 

I. INTRODUCTION  

ext generation exascale computing and data systems must 
support significantly increased data traffic at all scales due 

to extreme-scale data-sets and working-sets. These 
requirements can lead to high power consumption and low 
energy efficiency due to: (a) poor scalability of their 
interconnection architectures (typically thousands of boards 
interconnected through multi-stage switching networks as Fat-
Tree, Flattened Butterfly, or Torus [1-4]); and (b) inefficient 
utilization of transmission modules that continue to consume 
power to transmit synchronization and framing bits [5] (in order 
to keep the receivers locked) even when no actual data 
information bits need to be transmitted [6]. Currently, the 
energy cost of moving data is becoming the dominant factor for 
energy consumption and has overshadowed the energy cost of 
data processing and storage. A recent analysis [7], shows that 
data movement approximately represents about half of the 
power budget of a regular desktop and almost one-fourth of a 
server. It is evident that future exascale computing systems, 
utilizing classical electronic infrastructure, would not be able to 
sustain power consumption below 30 MW by 2020 [8, 9].  

Recently, these large-scale architectures adopt Multi-Socket 
Boards (MSBs) to increase both the computation density as well 
as the number of resources (e.g., RAM and cores) that 
applications can access with limited overhead due to physical 
proximity. These MSBs, as further discussed in Section III.A, 
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typically have a standard, non-tiled electronic architecture and 
utilize a protocol (i.e., Quick Path Interconnect (QPI) [10] or 
HyperTransport (HT) [11]) for inter-socket communications. 
As shown in Fig. 1 (left), a non-tiled electronic architecture has 
more than one core (C in Fig. 1) connected to the same Network 
Interface (NI) for the inter-socket transmissions through a 
shared bus, also exploited to access the Last-Level Cache 
(LLC). To achieve inter-socket communications, an electronic 
MSB requires the crossing of logics (bus and crossbar) and the 
interfacing towards the I/O pins to cross the package, resulting 
in additional communication latency on the order of tens of 
nanoseconds [11, 12]. 

 
Fig. 1. Non-tiled (left), and tiled (right) electronic architecture for inter-socket 
communication in a Multi-Socket Board (MSB) [12]. C: Core; L1: Level-1 
Cache; LLC: Last-Level Cache; NI: Network Interface. 

Last generation electronic Chip Multi-Processor (CMPs) 
architectures adopt tiled topologies [13, 14]. A tiled CMP, as 
shown in Fig. 1 (right), is a multi-core system with a shared 
LLC and Non-Uniform Cache Access (NUCA) architecture 
[15] in which all its cores share the physically distributed cache 
banks. Each tile is composed of one switch (NI in Fig. 1) for the 
communication with the other tiles, one core, and some cache 
resources (typically a private L1 cache and a slice of a shared 
and distributed LLC). These systems demand high memory 
bandwidth because of the increased number of cores per chip 
[16, 17] and because of the requirement of low-latency memory 
access [18]. A high-radix switch supporting contention-less, 
low-latency, and power-efficient Network-on-Chip (NoC) is 
necessary to exploit the full potential of a multi-threaded 
application running on a tiled CMP.   

Copyright (c) 2015 IEEE. Personal use of this material is permitted. However, 
permission to use this material for any other purposes must be obtained from 
the IEEE by sending a request to pubs-permissions@ieee.org. 

 

Flat-Topology High-Throughput Compute Node with 
AWGR-based Optical-Interconnects 

Paolo Grani, Roberto Proietti, Stanley Cheung and S. J. Ben Yoo, Fellow, IEEE, Fellow, OSA 

N



0733-8724 (c) 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JLT.2015.2510656, Journal of
Lightwave Technology

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

2

Silicon Photonics (SiP) [19] is a promising technology for 
on-chip and on-board interconnections due to its intrinsic low-
latency, low-power, and compact features. This has the 
potential to increase both performance and energy efficiency of 
future CMPs [20]. The impact of SiP is expected to be 
significant particularly in tiled CMPs because they facilitate 
placement of chip-scale optical switches for NoC. In this paper 
we analyze the implications of tight integration of optical and 
electrical components inside the processor package, 
considering to have the inter-chip optical links directly 
connected to the same switches that serve the on-chip links of 
the tiled CMP. With the capabilities offered by dense optical 
integration, it is easier to deploy communication resources 
closer to the computational ones and, therefore, it is possible to 
shorten the path for the inter-socket transmissions, avoiding the 
aforementioned latencies introduced by a classical electronic 
architecture. This intimate integration is enabled by advanced 
3D integration techniques involving Through-Silicon-Vias 
(TSVs)  [21, 22].  

Silicon photonic interconnects utilizing Arrayed Waveguide 
Grating Routers (AWGR) [23, 24] offer contention-free, all-to-
all, low-latency, and high-bandwidth interconnections for 
future CMPs. While optical interconnects offer communication 
bandwidth several orders of magnitude greater than electronic 
counterparts, power consumption is a critical issue.  

As mentioned above, a significant part of the power 
consumption lies in the transmission of synchronization bits, 
even when no actual data transmission is required. For instance, 
standard Clock and Data Recovery (CDR) techniques assume 
that the transmitters (TXs) continue to use line-coding (e.g., 
64b/66b) to limit the maximum run length of the CDR circuitry 
[5]. Therefore, TXs continue to send modulated signals  
(synchronization bits and framing bit sequences) at their 
specified maximum line-rate even when they have no data to 
transmit (their buffers are empty). In comparison, Dynamic 
Voltage and Frequency Scaling (DVFS) with source-
synchronous transmission [25-28] allows one to effectively 
utilize the transmission modules to prevent the waste of 
communication resources and power, as discussed in Section 
III.B. The evaluation and benchmarking of energy efficient 
computing systems is a non-trivial problem. The power 
efficiency of various architectures has been simply estimated in 
terms of energy-per-bit (Joules/bit) and fails to take into 
account the context of the system in the network such as the 
actual utilization rate of the system, and the application it is 
running during the evaluation. We can achieve a more accurate 
estimation of the energy efficiency by considering the 
throughput instead of the raw bit rates. However, even this 
method overestimates the energy efficiency since the actual 
useful bits are the ones seen by the application. Hence, the 
goodput (i.e., the number of useful information bits delivered 
by the network to a certain destination per unit of time), is 
considered a better metric than the system throughput [29].  

This paper reports a benchmark study of optical Multi-
Socket Boards exploiting both AWGR-based, all-to-all 
interconnection capabilities, and dynamic bandwidth 
reconfiguration techniques based on Source Synchronous 

communications with DVFS. In particular, we focus on the 
detailed analysis of next generation CMP performance 
(execution time and energy consumption).  Our benchmarking 
studies compare the proposed architectures with a state-of-the-
art electronic topology based on current QPI or HT inter-socket 
transmission protocols.  

The main contributions of this paper are: 
 Investigated the design and modeling of a fully 

connected Multi-Socket Board (MSB) architecture 
exploiting AWGR-based interconnection. We 
modeled a detailed state-of-the-art electronic 
configuration to have a fair comparison with our 
proposed optical architecture; 

 Evaluated performance studies of the proposed 
architecture using the PARSEC-2.1 [30] benchmark 
suite. In particular, we show the achievable results in 
terms of execution time and Energy Delay Product 
(EDP), and provide comparison against a state-of-the-
art electronic switch counterpart; 

 We evaluated different optimization techniques 
(DVFS) to explore tradeoffs under the load of real 
benchmarking traffic and to achieve better application 
level throughput (goodput) avoiding the transmission 
of synchronization bits.    

The remainder of the paper is organized as follows. In 
Section II we introduce the MSB architecture, and we analyze 
the optical technologies enabling this work. In Section III, we 
present the methodology. Section IV discusses the achieved 
result, and finally, Section V summarizes key findings. 

II. MULTI-SOCKET BOARD WITH SI-LIONS-BASED ALL-TO-
ALL INTERCONNECTION 

A. Multi-Socket Board 

State-of-the-art commercial boards have the ability to host 
four sockets with each one directly connected to separate, but 
shared, DRAM banks. Each socket can host 16 cores chips (e.g., 
AMD 6300-class) or 12 hyperthreaded core chips (e.g., Intel 
E5-4657L v2). Programmers can use a shared-memory 
paradigm (something that is extremely desirable for 
transparency and flexibility [31]) in which all the memory space 
is accessible from all the processors on a flat topology. Multi-
Socket Boards (MSBs) allow processors to be closer than the 
board-to-board communication configuration, thus allowing 
faster and more energy-efficient communication between the 
sockets [12]. Optical interconnects utilizing AWGR can 
provide contention-free communications, eliminating the need 
for repeating or regenerating the data between the sockets. 
Furthermore, optical communications enable the direct 
integration of transmission modules on-chip.  In our proposed 
architecture, data transmission can directly arrive at the 
integrated Hubs instead of passing by the package transceivers 
and move ahead from that point towards the cores.  

Fig. 2 shows a logic scheme of the proposed Multi-Socket 
Board architecture. The board contains N sockets optically 
interconnected through the AWGR for all-to-all, contention-
less communications. We considered using off-chip Optical 
Frequency Comb (OFC) generators and splitters in the 
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proposed architecture, although on-chip lasers and splitters are 
conceivable in future systems. Also, we exploit an embedded 
electronic switch (named Hub in Fig. 2) acting as the interface 
between the electronic (intra-socket) domain and the optical 
(inter-socket) AWGR-based, all-to-all network. All the 
modules required for the optical communications link (Electro-
Optical (EO) and Optical-Electro (OE) converters, drivers, 
Dual Clock FIFO buffers and microring resonators) are 
monolithically integrated.  

The Network Interface (NI) integrated into the Hub has been 
modeled according to [32] neglecting the implementation of the 
credit mechanism (contention-less communication, no 
backpressure) and taking into consideration the required 
transmission parallelism.  Section III describes this in detail. 
For the CDR case, we are not transmitting the wavelength 
associated with the clock. To achieve an inter-socket 
communication, packets first propagate through an electronic 
Mesh to reach the Hub. The packets then cross the chip 
boundary in the optical domain. The Hub is an electronic 
embedded switch connecting the intra-chip tiles with the tiles 
in other sockets through optical links. Embedding the switch 
directly in the chip reduces the latency of the initial/final hop. 
Each socket has one embedded electronic switch with 
Wavelength Division Multiplexing (WDM) optical I/Os, as 
shown in Fig. 2. The embedded switch performs the routing 
function within the socket to forward the packets to the proper 
transceiver (TRX) port based on the destination address of the 
packets. Each electronic intra-chip port has its own buffering 
structures, and the optical interface comprises all the required 
modules (microring resonators, transmitter, receiver, serializer, 
deserializer, multiplexer, and demultiplexer) integrated into the 
Hub. Each MSB requires p and µ wavelengths for intra-board 
and inter-board communication. Note that, the simulation 
studies in this paper focus only on the intra-board domain. Ref. 
[33] shows a solution for inter-board interconnect architecture.  

 

 
Fig. 2. Optically interconnected Multi-Socket Board, N sockets. Each socket 
has four cores and p+µ transmitters and receivers for intra- and inter-board 
communications through AWGR.   

An AWGR [23, 34] is a wavelength routing device which 
allows any input port to communicate with any output port 
simultaneously and without contention. Thus, a N×N AWGR 
provides all-to-all communication among N compute nodes in 

a flat topology using N wavelengths. The optical MSB in Fig. 2 
can be implemented as a Si-LIONS architecture [33]. Fig. 3 
shows a recently fabricated 8×8 Si-LIONS with a total device 
area of approximatively 1.2 mm by 3.6 mm. The scalability of 
the Si-LIONS depends on the scalability of AWGR. In theory, 
fabrication of large-port-count AWGRs is possible, but limiting 
factors such as difficulties in accurate wavelength registration 
[35, 36], high crosstalk due to dense channel spacing, and 
Silicon On Insulator (SOI) technology tolerances, prevent such 
system from being deployed on a large scale. 

 
Fig. 3. Silicon-Photonic LIONS chip with a 1.2 mm × 3.6 mm footprint. 

However, it is feasible to use small AWGRs with a fewer 
number of wavelengths, while supporting the same connectivity 
as large-port-count AWGR [37]. In the case of an N-port 
AWGR interconnecting N nodes in an all-to-all fashion, each 
node requires N TRXs, with a total number of N2 TRXs and N 
wavelengths per node. We can achieve the same all-to-all 
connectivity by using M2 W-port AWGRs (M groups of M W-
port AWGRs), with N=M×W. In this case, each node requires 
N TRXs grouped as M groups of W wavelengths. 

 Interconnecting N nodes is possible by using W (W < N) 
wavelengths and W×W AWGRs. Meanwhile, the Free Spectral 
Range (FSR) of the ring resonators should be larger than the 
channel spacing of the N×N AWGR, so that the ring resonance 
wavelength aligns with only one of the AWGR passbands. 
Assuming a ring resonator with a 5 µm radius [38] 
(approximatively 2.4-THz FSR near 1550 nm wavelength), the 
Si-LIONS can easily accommodate 32 (48 maximum) 
wavelength channels with a 50 GHz channel spacing. Based on 
the above analysis, a larger scale switch can be constructed 
from 32×32 AWGRs [38] and ring resonators with 5 µm radius.  

III. SIMULATION METHODOLOGY 

We used the GEM5 simulator [39] in Full-System (FS) 
mode to evaluate the performance of the proposed architecture. 
The simulator booted a complete Linux 2.6.27 Operating 
System (OS) for multi-threaded application scheduling and 
support. We modeled CMP architectures with up to 64 cores 
distributed on 4 or 16 sockets. Specifically, we relied on the 
Alpha Instruction Set Architecture (ISA) already integrated 
inside the GEM5 simulator. It should be noted that, in FS mode, 
an actual Alpha platform only supports up to four processors. 
To overcome this limitation, we relied on a variant of the Alpha 
platform that can take up to 64 processors [40].  

In the considered tiled architecture, each core has private L1 
caches (Instruction+Data), a slice of a shared and distributed L2 
cache (LLC), and an electronic router/switch used for network 
communications. The directory information is also distributed, 
and a coherence protocol (i.e., MOESI) manages the directory-
based, cache-coherent communication.  
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Table 1 summarizes the main architectural features of the 
overall tiled CMP architecture. A 2D Mesh via a Network-on- 
Chip (NoC) interconnects the intra-socket cores (tiles).  

The simulation results were evaluated for the PARSEC-2.1 
benchmarks suite [30], a collection of heterogeneous parallel 
applications spanning different application domains (e.g., 
media processing, search and filtering, 3D, and physics 
simulations) and representative of diverse workloads that can 
be run on nowadays CMP devices. The characterization of this 
suite in terms of memory access patterns for the different 
benchmarks has been extensively analyzed in [30, 41] and it is 
beyond the scope of this paper. This suite splits the application 
load on all the available processors and cores, and relies on 
shared memory and cache-coherency for the communication 
and synchronization between the working threads mediated by 
the simulated Linux OS. Benchmarks were modified to enforce 
that each spawned thread is pinned to a fixed core of the 
processor (i.e., core affinity). This approach prevents some non-
determinism in the parallel benchmark execution. We 
compared the performance results obtained with our proposed 
architectures against an electronic baseline discussed in details 
in the following section. For the proposed optical architecture, 
we considered three setups: a 4S4C system with four sockets, 
each one composed of four cores (for a total number of 16 
cores); a 16S4C system with 16 sockets, each one also 
composed by four cores (for a total number of 64 cores); a 
4S16C setup with four sockets, each one composed of 16 cores, 
for a total of 64 cores. The latter setup is also the reference for 
the electronic baseline in the 64-core configuration, as 
explained in the next section.  

We limit the total number of wavelengths managed by the 
AWGR to a maximum value of 64 (WDM). By exploiting 
multiple AWGR Free Spectral Ranges (FSRs) [23], the 
AWGR-based architecture (in the 4S4C and 4S16C systems) 
allows four inter-socket optical links with 16-bit parallelism for 
a total of 48 wavelengths (p=48 intra-board wavelengths). As a 
result, each Hub should be able to communicate with other 
Hubs in the considered architectures. In the four socket case 
(4S4C and 4S16C) this means that each Hub has to reach three 
other Hubs. Therefore, using 16-bit parallelism, a total of 
16×3=48 wavelengths are required. We could push this 
configuration to exploit up to a 21-bit parallelism (21×3 = 63 
lambdas), but we decided to use a power of two flit (FLow 
control digITs) value, as typically considered in an architectural 
analysis. Furthermore, we aimed to leave some lambdas (µ 
wavelengths) for inter-board communications. This topic is 
beyond the scope of this paper but it has been discussed in some 
previous works [33, 42] for synthetic traffic analysis. 

TABLE 1. PARAMETERS OF THE SIMULATED ARCHITECTURE.  
Cores 16/64 64-bit  processors, 5 GHz 
L1 caches 16kB (I)+16kB (D), 2/4-way (D/I), 1 cycle  
L2 cache 16 MB, 8-way, 16×1 MB or 64×256 kB banks, 

4/12 cycles tag/tag+data 
Directory MOESI coherence protocol, 16/64 slices, 1 cycle 
ENoC intra Mesh, 5 GHz, 4 cycles, 32-bit, 2.5 mm 
ENoC inter p2p links, 5 GHz, 30 ns latency, 32 bit/flit, 12.5 cm 
ONoC inter 4/16 bit/flit p2p optical links and AGWR, 10GHz, 

12.5 cm, 13 cycles 

The 16S4C setup makes use of only 4-bit parallelism for a total 
of 60 lambdas (4×15=60). Note that, for all the considered 
setups, one of these lambdas is dedicated to the clock 
distribution when utilizing Source Synchronous technique 
instead of Clock and Data Recovery (CDR) [43] (see Section 
III.B). The maximum line rate for each lambda is set to 10 Gb/s. 
We modeled the electronic baseline for the inter-socket 
interconnection according to the current performance of 
HyperTransport-3.1 [11], as discussed in the next section.  

A. Electronic Baseline 

As discussed in Section II.A, Multi-Socket Boards are 
largely diffused as a “building block” for large-scale 
architectures. However, MSBs performance heavily depends on 
the effectiveness of the peer-to-peer interconnection capability 
of processors and the boards themselves. Intel QPI [10] and 
AMD HyperTransport (HT) [11] are state-of-the-art examples 
of board-level interconnections capable of implementing 
various topologies. Over the years, the number and bandwidth 
of the links has increased. For instance, AMD Opteron-6378 
has four 12.8 GBps (102 Gbps) HT links. For these solutions, 
inter-chip transmission latencies of around 40 ns are reported 
[12]. Sources of latency are due to the distance between sockets, 
the need for the signals to cross the processors packages, the 
inter-socket voltage domain changes, and the non-negligible 
bus interface/adaptation logic (crossbars and electronic 
circuitry) for supporting the protocol [44]. Specifically, the 
implementation of split transactions, i.e., the capabilities of 
sending out different requests without waiting for the related 
replies from the memory, comports a further latency increase. 
Indeed, the aforementioned board-level interconnections need 
buffers to maintain the unsolved requests, and also a protocol 
to manage the status of the outstanding requests as soon as the 
replies arrive. HyperTransport-3.1 is rated to work up to 3.2 
GHz Double Data Rate (DDR) and with up to 32-bit 
parallelism. Our reference baseline has an aggressive 32-bit 
parallelism at 5GHz, 160 Gbps bandwidth, and 30 ns inter-
socket head-flit latency (i.e., the time for the first flit-bits to 
reach the destination).  

The main difference between electronic non-tiled MSB 
architectures and the proposed optical tiled solutions is that, in 
the optical domain, we can directly cross over the chip 
boundary to provide a seamless interconnection model by 
bringing the communications closer to the cores, within the 
integrated Hub. As already discussed, we are considering two 
setups in our analysis: 4S4C (four sockets each with four cores) 
and 16S4C (16 sockets each with four cores). The 16S4C setup 
for the electronic baseline is a challenge. In recent multi-socket 
architectures [44], pin constraints imposed a limit of four HT-
3.1 ports on the package. To reach a full connectivity between 
the considered four chips, the architecture presented in [44] 
makes use of an electronic switch acting as an interface for the 
transmission [45] between the processors, introducing further 
latency in the inter-chip communications. Therefore, we 
withdraw the consideration of applying the 16S4C setup to the 
64-core case for the electronic baseline. In fact, to achieve a full 
connectivity between 16 endpoints (the 16 sockets), up to 
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15×16=240 inter-socket HT-links would be necessary, 
requiring a complicated place-and-route layout which results in 
unacceptable CPU pin burning. 

To achieve a 64-core design for the electronic baseline, we 
considered the 4S16C (four sockets each with 16 cores) setup 
that keeps the number of inter-socket HT-links limited to six for 
full connectivity. Note that the increase of inter-socket 
connections is true also in a classical optical p2p solution, but 
the AWGR wavelength multiplexing capability significantly 
reduces the number of waveguides needed. 

B. Optimization Techniques 

As mentioned in Section I, a significant part of power 
inefficiency comes from poorly adapting the communication 
bandwidth to the traffic patterns. To reach better results in term 
of goodput, we analyzed the application of different 
optimizations and adaptive algorithms for the considered setups 
(4S4C and 16S4C).   

In a shared-memory system, the traffic characteristics are 
very challenging and bursty [46]. Conventional communication 
systems consume energy even when no actual data transmission 
is required (this is typically needed to keep the Clock and Data 
Recovery (CDR) circuit alive). On the other hand, the Source 
Synchronous model [6] does not require the transmission of 
synchronization bits. Furthermore, by exploiting Dynamic 
Voltage and Frequency Scaling (DVFS) [25-28], the system can 
dynamically set the transmitter frequency and voltage supply to 
different values depending on the traffic load. The DVFS 
technique can reduce, as a consequence to the load, the dynamic 
power of CMOS transistors in the transceivers proportionally to 
a ሺ݂ ∗ ܸ݀݀ଶሻ factor. ܸ݀݀	is the driving voltage and ݂ is the 
clock speed. Since ܸ ݀݀	 is lowered for circuits with low ݂ , there 
can be a significant improvement in energy efficiency when the 
clock frequency can be lowered in combination with the DVFS 
technique. We have implemented two different optimizations 
for DVFS: 1) using 2-level thresholds, maximum (10 GHz, 1.2 
V) and minimum (1 GHz, 0.53 V), according to the optical 
inter-socket links utilization, and 2) using 3-level thresholds  in 
which the system dynamically sets the transmitter frequency 
and voltage supply to a maximum (10 GHz, 1.2 V), medium (5 
GHz, 0.63 V) and minimum (1 GHz, 0.53 V) value, depending 
on the amount of messages in each Hub’s buffer. These voltage 
and frequency values have been derived from [47]. In both 
optimizations, we considered the scaling of both voltage and 
frequency [48]. Specifically, we applied this technique only to 
the transmission part where the transmitter leads this scaling 
and the receiver simply follows it to minimize 1) the complexity 
of the circuitry and the protocol for managing the receiver 
voltage and frequency values, and 2) the latency introduced by 
additional circuits and control loops. 

C. Performance and Energy Metrics and Model 

In our simulation results, we consider two main metrics: 
execution time and Energy Delay Product (EDP). PARSEC-2.1 
benchmarks are composed of a) a well-defined initialization 
portion, in which the required threads are spawned, b) the 
parallel region (called “Region of Interest”, ROI) and c) the 
final part in which benchmark resources are released. As for 
performance analysis, in line with similar works, we considered 

the execution time of the entire ROI of each benchmark. The 
execution time is an important metric because it directly reflects 
the final execution time to accomplish a specified task 
(application runtime). EDP provides a way to combine both 
energy efficiency and throughput into the same metric.  

 

TABLE 2. OPTICAL POWER PENALTIES. 
Component Loss (4S4C,  

16-bit parallelism) 
Loss (16S4C,  
4-bit parallelism) 

Grating Coupler -1 [dB] -1 [dB] 
Fiber -0.0001 [dB/cm] -0.0001 [dB/cm] 
Coupler -1 [dB] -1 [dB] 
Splitter -0.2 [dB] -0.2 [dB] 
Modulator + Mux -5.4 [dB] -5.4 [dB] 
Modulator Array -0.3 [dB] -0.069 [dB] 
Waveguide (12.5 cm) -0.1 [dB/cm]  -0.1 [dB/cm]  
AWGR -5 [dB] -5 [dB] 
Photodetector -0.1 [dB] -0.1 [dB] 

Demultiplexing -1.184 [dB] -1.046 [dB] 
Total-Power-Penalty -15.4 [dB] -15 [dB] 

Table 2 shows the optical component parameters, which 
have been derived from Ref. [33, 49-51]. Table 3 shows the 
optical energy consumption of all the required modules (i.e., 
laser, transmitter, and receiver) considered for all optimization 
cases (with CDR or with DVFS 2- or 3-level).  

TABLE 3. ENERGY OPTICAL INTER-SOCKET PARAMETERS. 
Photodetector-sensitivity (cons / aggr) -17 / -22 [dBm] 
Laser-efficiency (cons / aggr) 4.5% / 10%  
P-Lambda (4S4C / 16S4C) aggr 
P-Lambda (4S4C / 16S4C) cons 

0.218 / 0.199 [mW] 
0.691 / 0.631 [mW] 

P-Laser (4S4C / 16S4C) aggr 
P-Laser (4S4C / 16S4C) cons 

418 / 1910 [mW] 
2948 / 13461 [mW] 

P-Transmitter  1.35 [mW] 
P-Receiver  3.95 [mW] 
P-SER+DES-Lambda-Static 0.076 [mW] 
P-SER+DES-Lambda-Dynamic 0.0171 [pJ/bit] 
P-CDR-Bit  5 [mW] 
Microring-Tuning  0.113 [mW] 
Total-E-Dynamic  0.53 [pJ/bit] 
Total-P-Static DVFS (4S4C / 16S4C) aggr  
Total-P-Static DVFS (4S4C / 16S4C) cons 
Total-P-Static CDR (4S4C / 16S4C) aggr 
Total-P-Static CDR (4S4C / 16S4C) cons 

476 / 2200 [mW]  
3006 / 13751 [mW]  
1436 / 7000 [mW] 
3966 / 18551 [mW] 

In our analysis we considered two scenarios: an aggressive 
one (aggr in the tables), in which we assumed a laser efficiency 
of 10% [52] and a photodetector sensitivity of -22 dBm [53], 
and a conservative setup (cons in the tables), in which we 
considered a laser efficiency of 4.5%, and a photodetector 
sensitivity of -17 dBm [37]. The required power per lambda (P-
Lambda in Table 3) can be calculated considering the difference 
between the photodetector sensitivity (for both the aggressive 
and conservative cases) and the Total-Power-Penalty reported 
in Table 2 for each setup (4S4C and 16S4C). Table 3 reports 
the worst-case power required for each scenario and each 
architecture. The laser power consumption (P-Laser in Table 3, 
16-bit parallelism for 4S4C setup, and 4-bit parallelism for 
16S4C one) is calculated considering all the optical losses along 
the end-to-end path in the worst-case scenario. Specifically, 
starting from the P-Lambda parameter in each configuration, 
we applied the considered laser efficiency (4.5% for the 
conservative case and 10% for the aggressive one) and finally 
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multiplied all  considered lambdas (48 or 60, depending on the 
case) and for the number of considered chips (and, therefore, 
lasers) depending on the architecture (4 in the 4S4C and 16 in 
the 16S4C). Transmitter and receiver values are based on [54]. 
We derived the CDR circuitry power consumption from [55], 
and applied this power consumption both to the electronic 
baseline and to the proposed CDR-based optical solutions. The 
microring resonators are thermally tuned to operate at evenly 
spaced wavelengths around 1550 nm, thus forming high 
bandwidth WDM channels [56]. To calculate the total dynamic 
consumption per bit (Total-E-Dynamic in Table 3), we 
considered the power consumption of the transmitters, receivers 
(which  perform the electro/optical and the optical/electro 
conversions, respectively), and the dynamic contribution of the 
Serializer and Deserializer circuitry (SERDES, [57]). To 
calculate the total static power consumption (Total-P-Static 
entries in Table 3, for each setup), we considered the static 
consumption of the laser, the tuning currents, the SERDES 
static consumption, and the CDR circuitry (where utilized). 

TABLE 4. ELECTRONIC PARAMETERS OF THE SIMULATED ARCHITECTURE. 
E-link-intra 0.25 pJ/bit (2.5 mm) 
E-link-inter 15.5 pJ/bit (12.5 cm) 
E-switch-dyn (3-port)  5.29 pJ/flit (×16) 
P-switch-static (3-port) 8.76 mW (×16) 
E-switch-dyn (4-port)  7.24 pJ/flit (×16 / ×32 / ×64) 
P-switch-static (4-port) 11.84 mW (×16 / ×32 / ×64) 
E-switch-dyn (6-port)  30.38 pJ/flit (×16) 
P-switch-static (6-port) 30.69 mW (×16) 
E-hub-dyn (5-port) 9.38 pJ/flit (×4 / ×16) 
P-hub-static (5-port) 15.05 mW 4 (×4 / ×16) 

 

Table 4 shows the setup for the electrical parameters (intra-
socket, and inter-socket HT-based, p2p links for the electronic 
baseline). Electronic energy parameters shown in this table are 
derived from the DSENT [58] and from [59]. The Hubs 
(introduced in Section II.A) are switches which interface the 
intra-socket network with the inter-socket optical one. In all 
electronic switches, we assumed to have one additional port for 
local communications towards caches and core. The number of 
ports of each switch is based on the considered topology. 

IV. BENCHMARKS RESULTS DISCUSSION 

This section discusses the achieved results for all the 
considered setups discussed above, from both execution time 
and energy efficiency perspectives. 

A. Performance Results 

Fig. 4 shows the achieved results in terms of performance 
for the 4S4C case (Fig. 4 (a)) and the 16S4C one (Fig. 4 (b)). 
The optical architecture with CDR always achieves the best 
execution time (the lower the better). Note that, the system 
with CDR is not affected by any latency related to the 
frequency and voltage scaling. Instead, with the DVFS setup, 
we assume to have 10 ns latency for voltage and frequency 
scaling operation [48]. With the considered real cache-
coherent traffic, short and latency-critical 64-bit control 
messages represent 75% of the network load. Moreover,  the 
traffic is very bursty. Therefore, DVFS has to often pay a 10-
ns latency before each transmission.  

Fig. 4 (b) shows that, for the bigger 64-core setup, the 
DVFS 3-level (DVFS-3 bars in the figure) performs 
significantly worse than the DVFS 2-level (DVFS-2 bars in 
the figure) even if it is still able to outperform, on average, the 
electronic baseline. In fact, when a higher number of cores 
request the inter-socket links, the probability of optical 
communication increases. Looking at the buffer utilization by 
using three different voltage and frequency levels, and 
assuming to have 10 ns latency to change the state for each 
transition, the DVFS 3-level optimization is most likely to pay 
this latency and results in the worst performance results.  

B. Energy Delay Product Results 

Fig. 5 shows the achieved results in terms of Energy Delay 
Product (EDP) for the 4S4C (four sockets each with four cores) 
setup with 16 cores in total. Fig. 5 (b) shows that all the optical 
solutions are, on average, performing better than the electronic 
baseline, achieving up to around 70% EDP reduction when 
exploiting the DVFS techniques. Among the considered optical 
solutions, Fig. 5 also shows that the CDR has the worst results 
in terms of EDP. In fact, with CDR, all the required optical 

 
Fig. 4. Execution time results normalized to the electronic baseline for the 4S4C setup (a) and for the 16S4C one (b). The first bars in the figures represent the 
electronic baseline; the second ones the optical configuration with the CDR; the third ones represent the optical configuration with source synchronous and 2-
level voltage and frequency scaling based on link utilization and, finally, the forth ones the optical configuration with source synchronous and 3-level voltage 
and frequency scaling based on buffer thresholds. 
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modules are always working at the maximum frequency and 
voltage (no energy optimizations are performed and the 
goodput is getting worse). To stress the optical solution, we also 
reported the results achieved with a conservative setup for the 
CDR case (last bars in Fig. 5). As described in Section III.C, the 
laser efficiency and the receiver sensitivity are in line with 
mature current technology. The achieved results show that 
using these consolidated values, the EDP increases 
considerably (the higher the worse), mainly because the static 
consumption of the laser is increasing. However, for the smaller 
4S4C case with the optical CDR solution, it is still able to 
slightly outperform the electronic baseline while maintaining 
good execution time performance as shown in Fig. 4 (a). Note 
that, the DVFS 2-level performs similarly to the DVFS 3-level 

even if the applied methodology is different, as explained in 
Section III.B. Fig. 6 shows the achieved results in terms of EDP 
for the 16S4C (16 sockets each with four cores) setup with 64 
cores in total. In this case, there are significant differences 
between the two DVFS solutions. When the optical inter-socket 
links are more likely to be utilized, the DVFS 3-level scenario 
experiences higher execution time, as shown in Fig. 4 (b) and, 
therefore, the EDP increases proportionally.  Specifically, the 
Inter-Socket (static) part (yellow stacks in Fig. 6 (b)), which 
represents the static energy consumption, increases 
significantly. In the 16S4C case, for the conservative CDR case, 
even if the execution time achieved by the proposed optical 
CDR solution is much better than the electronic baseline (as 
shown in Fig. 6 (b)), the laser power consumption becomes a 

Fig. 5. Energy Delay Product results normalized to the electronic baseline for the 4S4C setup. The first bars in (a) represent the electronic baseline; the second 
ones the optical configuration with the CDR in the aggressive case; the third ones represent the optical configuration with source synchronous and 2-level 
voltage and frequency scaling based on link utilization; the forth ones the optical configuration with source synchronous and 3-level voltage and frequency 
scaling based on buffer thresholds, and, finally, the last bars represent the optical configuration with the CDR in the conservative case. (b) represents the EDP 
average value for all the considered benchmarks in the different setups. Each columns in (b) is split in stacks representing intra- and inter-Socket dynamic 
(dyn.) and static energy consumption. 

 
Fig. 6. Energy Delay Product results normalized to the electronic baseline for the 16S4C setup. The first bars in (a) represent the electronic baseline; the second 
ones the optical configuration with the CDR in the aggressive case; the third ones represent the optical configuration with source synchronous and 2-level 
voltage and frequency scaling based on link utilization; the forth ones the optical configuration with source synchronous and 3-level voltage and frequency 
scaling based on buffer thresholds, and, finally, the last bars represent the optical configuration with the CDR in the conservative case. (b) represents the EDP 
average value for all the considered benchmarks in the different setups. Each columns in (b) is split in stacks representing intra- and inter-Socket dynamic 
(dyn.) and static energy consumption. 
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significant factor on the overall EDP results. In fact, the static 
energy consumption (see Fig. 6 (b)), on average, increases a lot, 
making the analyzed optical solution not competitive with the 
considered electronic baseline (see last bars in Fig. 6 (b)). This 
suggests that technology improvements of the current 
technology (especially in terms of laser efficiency) are crucial 
to achieve good energy efficiency in the full-system 
architecture. At the same time, the high power required by the 
laser is a point in favor of placing the lasers and splitters off-
chip. Furthermore, the possibility of having integrated on-chip 
lasers with WDM capabilities is still not considered a fully 
available and stable solution.  

Finally, comparing the 4S4C (Fig. 5) and the 16S4C (Fig. 6) 
results, for all the considered optical solutions, the Inter-Socket 
(dynamic) part is getting smaller (the smaller the better) in the 
16S4C case. Indeed, in the 16S4C setup, we assumed to have a 
4-bit transmission parallelism. Therefore, the lower number of 
optical modules brings to a lower dynamic consumption for 
each single optical transmission. Finally, we want to remark 
that, also in the larger 16S4C setup, the CDR technique 
experiences higher EDP compared to the DVFS 2-level setup.  

C. Architectural Designs Comparison 

This section analyzes two different architectural choices. 
Specifically, we compare the 4S16C (four sockets each with 16 
cores) and 16S4C (16 sockets each with four cores) optical 
setups (both with a total of 64 cores) to evaluate different 
tradeoffs between the achieved execution time results.  Fig. 7 
shows the results of this analysis for the CDR case. Similar 
performance can be expected for DVFS optimizations.  

In the optical 4S16C setup (first bars in Fig. 7), the high 
number of electronic intra-socket hops among the 16 cores 
negatively affect the performance (the lower, the better in Fig. 
7).  In fact, in our topology, we supposed to place the Hub in 
the central zone of the socket and only the four cores 
surrounding it have a direct connection towards it. If, for 
instance, the initial request starts from one of the cores in the 
corner of the considered intra-socket, 2D electronic Mesh, at 
least two electronic hops must be performed to reach the Hub. 
Therefore, additional latency is introduced in the architecture.  
Furthermore, due to our assumptions on the optical frequency 

(10 GHz) and maximum number of lambdas (64 wavelengths), 
the 16S4C setup is limited to a 4-bit parallelism (4-bit  @ 10 
Gbps = 40 Gbps), as explained in Section III. Therefore, the 
optical 16S4C setup is penalized, in terms of bandwidth, in 
comparison to the 4S16C case (16-bit @ 10 Gbps = 160 Gbps). 
Nevertheless, the 16S4C @ 10 GHz is capable to slightly 
outperform, on average, the 4S16C case. To have a fair 
bandwidth comparison, we increased the optical frequency to 
40 GHz for the 16S4C setup (4-bit @ 40 Gbps = 160 Gbps). 
Fig. 7, with its third bars, shows a performance improvement 
over the 4S16C setup (more than 15% on average), confirming 
the fact that the intra-socket electronic hops can degrade the 
achieved performance.  

V. CONCLUSIONS 

We proposed an optical interconnected Multi-Socket Board 
(MSB) architecture for future Chip Multi-Processor systems 
(CMPs) enabled by an AWGR-based, all-to-all, and contention-
less inter-socket communication model. Through realistic 
benchmarking studies, we have examined the final application 
execution time and Energy Delay Product (EDP), and 
demonstrated that the proposed compute node (i.e., optical 
interconnected MSB) is significantly beneficial as a building 
block for large-scale, high-throughput, and energy-efficient 
HPC Data Center architectures. Indeed, our architectures can 
achieve more than 2× execution time improvement and up to 3× 
energy consumption reduction compared with a Multi-Socket, 
HT-based electronic baseline. We have implemented and 
simulated different optimization techniques and architectural 
designs to systematically examine different tradeoffs between 
execution time and energy efficiency. We have shown that the 
CDR technique allows for the best execution time, achieving on 
average, more than 2× improvement. Furthermore, we 
demonstrated that, through a proper architecture design 
(avoiding the intra-socket electronic hops as much as possible), 
it is possible to achieve an additional 15% performance 
improvement. From an energy consumption standpoint, the use 
of the voltage and frequency scaling optimization and the 
Source Synchronous transmission model makes possible to 
obtain up to a ~ 3× reduction in energy consumption. We based 
this comparison on state-of-the-art optoelectronics technologies 
involving high laser efficiency and photodetector sensitivity. 
On the other hand, if conservative and conventional 
optoelectronic solutions are considered, the results achieved by 
an on-chip optical communication model can be significantly 
different, and the challenges of exploiting an integrated optical 
communication compared to a state-of-the-art electronic 
solution arise. This suggests that (a) further technology 
improvements are crucially important in achieving the energy 
efficiency and goodput in the full-system architecture for future 
HPC systems, and that (b) the adoption of adaptive algorithms, 
intelligent transmission models, and the utilization of the proper 
architectural designs, are key considerations for exploiting the 
benefits offered by on-chip optical communications.   
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