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Abstract—The number of applications that use industrial, scientific and medical (ISM) radio bands increase every day, creating interference problem for the wireless sensor networks (WSN) that generally operate on these bands. Cognitive radio sensor network (CRSN) has been proposed as a promising solution to this problem. However, since sensor nodes are energy-constrained devices energy efficient spectrum sensing methods are needed for CRSN. To address this need, we propose a novel cooperative coarse sensing scheme for CRSN (CC4C). CC4C is based on sequential sensing, thus, it is simple and fast. Simulation results show that CC4C incurs less sensing delay and provides significant energy conservation compared to energy detection based coarse sensing schemes, and single stage sensing schemes where no coarse sensing is performed.

Index Terms—Cognitive radio sensor networks, spectrum sensing, opportunistic spectrum access, coarse sensing, sequential sensing

I. INTRODUCTION

In the recent years, demand for applications that use wireless communication increased exponentially. Most of the wireless traffic is generated by individuals, resulting in a highly dynamic spectrum activity that changes significantly in space and time. This trend also reflects on the ISM bands where WSNs generally operate. Since ISM bands are license-free, operating WSNs in these bands go in line with their low cost requirement. However, with the substantial increase of the interference from the surroundings, efficient utilization of conventional WSNs becomes harder every day. CRSN has been proposed as a promising solution to mitigate interference and increase spectrum utilization.

A CRSN is a distributed network of wireless cognitive radio sensor nodes, which sense an event signal and collaboratively communicate their readings over dynamically available spectrum bands in a multi-hop manner ultimately to satisfy the application-specific requirements [1]. CRSN paradigm introduces the opportunistic spectrum access (OSA) capability to the WSNs. However, OSA comes with the added burden of spectrum sensing. In the early years of WSN development, adding spectrum sensing duty to the significantly resource constrained nodes would not make sense. Nevertheless, wireless sensor nodes have gone through considerable improvements over the years. Their memory sizes increased from a few kilobytes to tens of megabytes, their processing capabilities increased from 8-bit processors operating in the lower MHz range to 32-bit processors with dynamic clocks that can speed up to hundreds of MHZ and their power consumption is reduced through new power saving schemes [2].

Viability of CRSN has been investigated by various researchers [1], [3], [4]. A common viewpoint was that in the near future, WSNs may need cognitive radio capabilities. As a result, recently there has been an increase in research related to CRSN [5], [6]. The most significant issue to address for the realization of CRSN is developing energy efficient spectrum sensing techniques. There is a large volume of research in the literature about spectrum sensing. However, research related to spectrum sensing for CRSN is limited. In [7], a medium access scheme that includes spectrum sensing is proposed. However, it does not utilize multiple channels. If the channel is sensed busy, sensors wait for the next opportunity. Furthermore, the sensing scheme is simplistic and assumes high SNR values. In [8], a spectrum sensing scheme which aims to minimize energy consumption due to spectrum sensing is proposed. However, the proposed scheme is not practical since it requires the nodes to solve complex optimization problems to obtain the optimal threshold values for sensing. In [9] we proposed a narrow band fine sensing scheme, CSS, specifically designed for the CRSN. The idea was to use correlation of environmental readings of the sensors to help with decisions related to cooperative spectrum sensing. Specifically, we developed a censoring scheme that only admits nodes with low correlation in order to reduce redundancy in cooperative sensing.

An important problem in spectrum sensing is to determine the most promising channels to perform spectrum sensing on. Most of the existing solutions do not address this question. Instead they assume that the most promising channels are known or predetermined, and focus on details about the specific detection scheme. However, PU activity patterns have a significant impact on spectrum sensing [10], [11], since nodes have to perform spectrum sensing over and over in different channels until an available channel is found. In case of ordinary CRN, nodes can afford to perform sensing consecutively until a vacant channel is found. On the other hand, since CRSN nodes are energy constrained devices, it is imperative that they keep sensing time to a minimum. Therefore, a mechanism to estimate the channels that are less likely to be occupied by the PU must be devised.
To this end, two-stage sensing methods have been proposed by various researchers. The first stage consists of a coarse sensing that is fast, but may not be very accurate. It is used to find the channels that are more likely to be available. Since coarse sensing is not accurate, a more accurate fine sensing scheme is used in the second stage for the final decision. The alternative is to keep using fine sensing on different channels, until an available channel is found. Since fine sensing requires more sensing time, and thus, more energy, the two-stage approach is generally more energy efficient.

The general approach in the literature on two-stage sensing is to use energy detection as the coarse sensing method [12], [13], [14]. There are other approaches, but they are either specific to a single PU network type, such as LTE [15], or make some unrealistic assumptions, such as predictable PU arrival process [16]. To the best of authors’ knowledge, there is no coarse spectrum sensing scheme developed specifically for CRSN in the literature.

In this paper we introduce a novel coarse sensing scheme, CC4C. In the following section we give the details on CC4C operation. In Section III, we lay out the details of our performance evaluation and simulation results. Finally, in section IV, we present our concluding remarks.

II. COARSE SENSING BASED ON SEQUENTIAL DETECTION

A. Motivation for Coarse Sensing

The cost of sensing increases as the probability of having PU on a channel increases. Assume that probability of a channel being available any given time is \( p \). Let \( E_s \) denote the energy spent during sensing one channel. Then, the probability of finding a vacant band at the \( i^{th} \) sensing is \( (1 - p)^{(i-1)} \cdot p \). Since a total of \( i \) bands are sensed, the total energy consumed is \( i \cdot E_s \), thus, the expected energy consumption for sensing \( E_s^{i} \) can be written as \( E_s^{i} = E_s \sum_{i=1}^{\infty} (1 - p)^{(i-1)} \cdot p \). The sum is the expected value of geometric distribution, thus, \( E_s^{i} = E_s / p \).

Therefore, the expected energy consumption for sensing is inversely proportional to the probability of having an available channel. This suggests that blindly picking channels to sense may have prohibitive energy costs, especially, in crowded spectrum cases. One more issue of spectrum sensing is that CR nodes do not have any means of determining whether the detected signal is actually PU signal or not. Therefore, for example, even if the signal actually belongs to another CRN, it will be taken as PU activity. Considering this, and the expected increase in opportunistic access to spectrum in the future, it is reasonable to assume that spectrum will generally be crowded to a certain extend. Thus, CR nodes need a means to determine which channels are more likely to be available. To this end, we propose a simple coarse sensing technique, which yields approximate results for PU occupancy of the spectrum. Based on the results of this coarse sensing, nodes pick the channels which are more likely to be available and perform fine sensing on these channels.

For such a coarse sensing scheme to be viable, it should be simple, fast and energy efficient. Otherwise, just repetitive fine sensing would be more preferable. Our scheme is based on sequential probability ratio test (SPRT). It was shown in [17] that, for given false alarm (\( P_F \)) and miss probabilities (\( P_M \)), SPRT is the detector with the smallest average sample size. Thus, sequential sensing is very suitable for the purpose of a quick sensing.

B. Motivation for Sequential Detection

The core idea of our SPRT-based coarse spectrum sensing scheme is that, in SPRT, the average number of samples required to detect a PU depends on the SNR. As the SNR increases, detection of the PU can be made with smaller number of samples. So, if we were to perform detection on a group of contiguous channels instead of just one channel, as the total number of active PUs in those channels increase, the overall PU signal power increases. This means SNR increases with the number of active PUs.

Now consider a case where each node performs this coarse wideband sequential sensing in different groups of channels. Clearly, on average, the node which makes a decision with the smaller number of samples has the most crowded channel group, since on average SNR experienced by this node will be greater than the others. This is the main idea behind our coarse sensing scheme. In the following, we present the theoretical details.

C. Theoretical Background

An SPRT has two threshold values, A and B. First, the ratio of conditional probabilities of the received samples, \( y \), is formed as \( \lambda = p(y|H_1)/p(y|H_0) \). A new sample, \( y_n \), is taken as long as \( \lambda \) is between the lower (A) and upper (B) threshold values. If the ratio falls below A, \( H_0 \) is decided. If it exceeds B, \( H_1 \) is decided. An alternative is to take \( \eta = \ln \left( \frac{p(y|H_1)}{p(y|H_0)} \right) \), then the lower and upper limits will be \( a = \ln(A) \) and \( b = \ln(B) \).

We first consider the following scenario. The received signal under the two hypotheses are,

\[
\begin{align*}
H_0 &: y(t) = n(t) \\
H_1 &: y(t) = s(t) + n(t)
\end{align*}
\]

(1)

where \( n(t) \) is zero mean, additive white Gaussian noise with variance \( \sigma_n^2 \), \( s(t) \) is the combination of all PU signals residing on the entire wide band that we are attempting to sense. We do not assume a specific PU signal type, since the sensing scheme has to meet the detection criteria regardless of the PU signal specifics. Therefore, we analyze a general case where all PU signals are assumed to be Gaussian random process with zero mean and variance \( \sigma_s^2 \). In practical cases, most of the digital modulation types have zero mean with a certain signal power as variance. Thus, our assumption is meaningful. Similar assumptions are made on various previous work in the literature (e.g., [18]).

The first step in forming a SPRT is to calculate the thresholds for the desired \( P_F = \alpha \) and \( P_M = \beta \) values [19], \( A \approx \frac{\beta}{(1-\alpha)} \) and \( B \approx \frac{(1-\beta)}{\alpha} \).

One property of sequential tests is that the performance criteria, i.e., \( P_F \) and \( P_M \) requirements, can always be met if sufficient amount of samples are taken. However, the actual
amount of samples needed to meet the criteria in any given time depends on the instantaneous SNR of the signal since, $P_M$ at a given time instant depends on instantaneous SNR. The expected number of samples to make a decision, also called expected run length (ERL), under $H_0$ and $H_1$ for a given $P_F = \alpha$ and $P_M = \beta$ are given as,

$$E\{N|H_0\} \approx \frac{1}{\sigma_0^2} \left[ (1-\alpha) \left( \frac{\beta}{1-\alpha} \right)^2 + \alpha \left( \frac{1-\beta}{\alpha} \right)^2 \right]$$  \hspace{0.5cm} (2)$$

$$E\{N|H_1\} \approx \frac{1}{\sigma_1^2} \left[ \beta \left( \frac{\beta}{1-\alpha} \right)^2 + (1-\beta) \left( \frac{1-\beta}{\alpha} \right)^2 \right]$$  \hspace{0.5cm} (3)

where $\sigma_0^2$ and $\sigma_1^2$ are the variances for a single sample under respective hypotheses. Without loss of generality, we take the first sample, i.e., $\sigma_0^2 = Var(\eta(y_1)|H_0)$ and $\sigma_1^2 = Var(\eta(y_1)|H_1)$.

$$\sigma_k^2 = Var(\eta(y_k)|H_k) = E \left[ \left( \frac{p(y_k|H_k)}{p(y_k|H_0)} \right)^2 | H_k \right]$$

where $\sigma_k^2 = \sum_{j=1}^{K} \sigma_{sj}^2 + \sigma_n$ and $\sigma_{sk}$ is the received signal power of PU $k$ and $j$ is the number of active PUs within the group of bands that we perform coarse sensing on. Finally, $y_k^2$ is chi-square distributed with

$$\text{var}(y_k^2) = 2 \text{var}(y_k|H_k) = \begin{cases} 2\sigma_k^2, & \text{under } H_0 \\ 2\sigma_j^2, & \text{under } H_1 \end{cases}$$  \hspace{0.5cm} (5)

As a result, when the number of active PUs in the sensed wide band region is $j$, ERLs under respective hypotheses are,

$$E\{N|H_k\} \approx \frac{1}{K_0} \left[ (1-\alpha)a^2 + \alpha b^2 \right]$$  \hspace{0.5cm} (6)$$

$$E\{N|H_1\} \approx \frac{1}{K_0} \left[ \beta_j a^2 + (1-\beta_j) b^2 \right]$$  \hspace{0.5cm} (7)

where $K_0 = \frac{\sigma_j^2 - \sigma_n^2}{\sigma_j^2} \ln(\sigma_j^2/\sigma_n^2)$ and $\frac{\sigma_j^2 - \sigma_n^2}{\sigma_n^2} \ln(\sigma_j^2/\sigma_n^2)$, $\beta_j$ denotes the $P_M$ value when there are a total of $j$ active PUs on the sensed group of channels, $a$ and $b$ are as defined at the beginning of this section.

Eqn. 7 indicates that ERL under $H_1$ depends on $\beta_j$, which depends on the number of active PUs, $j$. We calculate $\beta_j$ as follows.

Let $Z_0$ be the region of samples for which $H_0$ is decided, $Z_0 = \{ y \in \mathbb{R}^n | \eta(y_1, \ldots, y_N) \leq a \} = \cup_{n=1}^{\infty} Z_{0n}$ \hspace{0.5cm} (8)

where $N$ is the number of samples taken to make the decision, $\eta$ is the log-likelihood ratio test, and $Z_{0n} = \{ y \in \mathbb{R}^n | N = n \text{ and } \eta_n(y_1, \ldots, y_n) \leq a \}$ \hspace{0.5cm} (9)

Therefore, $Z_{0n}$ is the region of samples for which $H_0$ is decided with $n$ samples, i.e.,

$$\eta_n = \sum_{i=1}^{n} \left( \ln \frac{p(y_i|H_1)}{p(y_i|H_0)} \right)$$

$$= \ln(\sigma_n/\sigma_j)^n \left( \frac{\sigma_j^2 - \sigma_n^2}{2\sigma_j^2\sigma_n^2} (y_1^2 + \cdots + y_n^2) \right) \leq a$$  \hspace{0.5cm} (10)

Then,

$$Z_{0n} = \left\{ y \in \mathbb{R}^n \left| \sum_{k=1}^{n} y_k^2 \leq r^2 \right. \right\}$$  \hspace{0.5cm} (11)

where

$$r^2 = \frac{2\sigma_j^2\sigma_n^2}{(\sigma_j^2 - \sigma_n^2)} \ln \left( \frac{\sigma_j}{\sigma_n} \right)^n$$  \hspace{0.5cm} (12)

We see that $Z_{0n}$ is the region inside of a hypersphere of $n$-dimensions. $Z_{0n}$ can also be represented in $n$-dimensional spherical coordinate system with coordinates

$$r = \sqrt{y_1^2 + y_2^2 + \cdots + y_n^2}$$  \hspace{0.5cm} (13)

$$\theta_1 = \arccot \left( \frac{y_1}{\sqrt{y_2^2 + y_3^2 + \cdots + y_n^2}} \right)$$  \hspace{0.5cm} (14)

$$\theta_{n-2} = \arccot \left( \frac{y_{n-2}}{\sqrt{y_{n-1}^2 + y_n^2}} \right)$$  \hspace{0.5cm} (15)

$$\phi = 2 \arccot \left( \frac{y_{n-1}^2 + y_n^2}{y_n} \right)$$  \hspace{0.5cm} (16)

$Z_{0n}$ and $Z_{0m}$ are mutually exclusive sets for $n \neq m$, therefore, $\alpha$ and $\beta$ can be written as

$$\beta = \int_{Z_0} p(y|H_1) \, dy$$

$$= \int_{Z_0} \prod_{k=1}^{n} p(y_k|H_1) \, dy_k$$  \hspace{0.5cm} (18)

Similarly,

$$\alpha = \int_{Z_1} \prod_{k=1}^{n} p(y_k|H_0) \, dy_k$$  \hspace{0.5cm} (19)

where $Z_1$ and $Z_{1n}$ are defined similar to $Z_0$ and $Z_{0n}$, i.e., $Z_1 = \{ y \in \mathbb{R}^n | \lambda_N \geq B \} = \cup_{n=1}^{\infty} Z_{1n}$ and $Z_{1n} = \{ y \in \mathbb{R}^n | N = n \text{ and } \lambda_n \geq B \}$. 
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\caption{Expected run length for various number of active PUs.}
\end{figure}
Probability of miss detection when there are \( j \) active PUs \( \beta_j \) can be written as

\[
\beta_j = \sum_{n=1}^{\infty} \int_{2\sigma_n}^{\infty} (2\pi\sigma_j^2)^{-n/2} \exp \left(- \frac{1}{2\sigma_j^2} \sum_{k=1}^{n} y_k^2 \right) dV_n \tag{20}
\]

where \( dV_n = dy_1 dy_2 \cdots dy_n \) is the differential volume element. In spherical coordinates \( dV_n \) can be written as

\[
dV_n = \rho^{n-1} \prod_{m=1}^{n-2} (\sin \theta_m)^m d\theta_m d\phi d\rho
\]

As established in (11), the integral limits constitute the volume of a hypersphere, therefore, the integral in (20) can be written as

\[
I(n) = \int_{0}^{R} \int_{0}^{2\pi} \int_{0}^{\pi} \cdots \int_{0}^{\pi} (2\pi\sigma_j^2)^{-n/2} \exp \left(- \frac{1}{2\sigma_j^2} r^2 \right) r^{n-1} \prod_{m=1}^{n-2} (\sin \theta_m)^m d\theta_m d\phi d\rho
\]

\[
= (2\pi\sigma_j^2)^{-n/2} \int_{0}^{R} \exp \left(- \frac{1}{2\sigma_j^2} r^2 \right) r^{n-1} d\rho \frac{2\pi^{n/2}}{\Gamma(n/2)} \tag{21}
\]

\( \Gamma(\cdot) \) is the gamma function given as \( \Gamma(x) = \int_{0}^{\infty} t^{x-1} e^{-t} dt \). Evaluating the final integral, we have,

\[
I(n) = 1 - \frac{\Gamma\left(\frac{n}{2}, \frac{R^2}{2\sigma_j^2}\right)}{\Gamma\left(\frac{n}{2}\right)} \tag{22}
\]

where \( \Gamma(a, x) = \int_{x}^{\infty} t^{a-1} e^{-t} dt \) is the upper incomplete gamma function. Thus,

\[
\beta_j = \sum_{n=1}^{\infty} I(n) = \sum_{n=1}^{\infty} 1 - \frac{\Gamma\left(\frac{n}{2}, \frac{R^2}{2\sigma_j^2}\right)}{\Gamma\left(\frac{n}{2}\right)} \tag{23}
\]

By placing \( \beta_j \) in Eqn 7 we can obtain the ERL for \( j \) active PUs. The relation between expected run length and the number of active PUs is shown in Fig. 1, for \( P_F = 0.01, P_M = 0.01, \sigma_n = 1 \) and \( \sigma_s = 1 \), i.e., normalized noise power and an SNR of 0 dB. As clearly seen here, the number of samples taken before the decision is made, gives us an approximate idea about how many of the channels within the sensed wideband are occupied.

**D. The Near-PU Problem**

CC4C has one weak point. Since it depends on overall SNR to be an indication of the number of active PUs, if one of the PUs is too close to the secondary network, CC4C may yield undesired results. For example, if a PU in one group of channels has twice the received power of another PU in another group of channels, when only these two are active in their respective channel groups, on average CC4C concludes that the group with the higher PU power has twice the number of PUs in that group, where, in fact there is only one PU active in each group.

One way to overcome this problem is to use averaging methods. We propose two averaging method. One is to pick two nodes that are furthest away from each other to perform CC4C on the same channel group, then take the average of ERLs reported by them. With nodes chosen this way, a PU that is close to one will be further away from the other, and averaging results of such two nodes will **smooth** the effect of near PU problem.

Another averaging method is to use the previous method along with choosing channel groups in an overlapping manner. The idea is illustrated in a simplistic case in Fig. 2. There are a total of five channels in the entire spectrum. Four nodes perform CC4C coarse sensing, each covering two channels, with one channel overlapping. The ERL at each channel is determined by averaging the ERLs of nodes that performed coarse sensing for that channel. For the presented example case, if PU2 presents the near PU problem for node 2, node 1 will smooth that effect, since it is further from the PU and ERL of channel 2 is determined by averaging.

The remaining problem is how to determine the nodes that are furthest away from each other. A good approximation of this would be to use correlations of spectrum sensing samples of the nodes. Since the probability of having more shadowing objects between two nodes increases as the distance increases, correlations of spectrum sensing samples for the furthest away node pairs is more likely to be closer to zero. However, exchanging thousands of samples with multiple nodes every time spectrum sensing is performed to calculate this correlation is not realistic. The data is huge, the number of transmissions is \( n^2 \), if number of total nodes is \( n + 1 \), moreover, available channel(s) to transmit this information is not yet known since spectrum sensing is yet to be performed. However, in a CRSN we can instead use the idea that we proposed in [9]. It is to use correlations of environmental sensing data instead of sharing spectrum sensing data. Sensors’ environmental reading are already regularly sent to the sink node as the normal operation of the CRSN. All of the neighbors overhear it these reports. Therefore, in a CRSN, nodes can continuously keep track of their correlation with their neighbors, which can be used as an estimate to determine the nodes that are far away from each other. This is what makes CC4C a very suitable coarse sensing scheme for CRSN.
III. CC4C Performance Evaluation

In this section, we present our result on the performance of CC4C with comparison to the energy sensing (ES) based coarse sensing schemes. We do not include schemes that are specific to a certain PU type since those schemes would have the additional information and be specifically tailored to that PU, the comparison would not be fair. In the simulations we use a two-stage sensing for both cases. For coarse sensing, we determined the threshold (and the number of samples for the ES case) for desired parameters of probability of false alarm, $P_{FA} = 0.1$, and probability of detection, $P_D = 0.9$. The performance of fine sensing is not the focus of this paper, therefore, the chosen method is not very important as long as the same fine sensing method is used in both compared schemes. For both methods, we used energy detection with much tighter requirements for desired parameters of probability of false alarm, $P_{FA} = 0.01$ and $P_D = 0.99$. We also include the case where no coarse sensing is performed and available channel is found by repetitive fine sensing in different channels until an available channel is found. We label this case as NoCS in the figures.

For both CC4C and ES cases, if an available channel was not found at the end of the fine sensing stage, we assume that the node which has data to transmit has to wait till the next round of sensing. We assume that one round of sensing is performed at each 1 ms interval (for example, LTE has a scheduling interval of 1ms). We take the delay due to spectrum sensing to be the interval between the beginning of coarse sensing and the time when the node finds a channel to transmit.

We use the parameters given in [20] for energy consumption. Namely, we take consumed energy for spectrum sensing to be $E_s = I_r V t_s$, where $I_r = 19.7mA$ is the receive mode current, $V = 3V$ is the supply voltage and $t_s$ is the total amount of time spent in spectrum sensing including both stages.

We assumed the whole usable band to have 40 channels. CC4C divides the spectrum into equal size chunks and performs coarse sensing on these chunks concurrently. To present a fair delay comparison, we assumed that in the ES case, multiple nodes perform coarse sensing concurrently on different portions of the band with equal size. For both methods we assumed 8 nodes performing coarse sensing concurrently on 5 channels each. In each simulation, we used an interval of 100 spectrum sensing rounds. We ran the simulations 1000 times and present the average of the results of these runs.

In Fig. 3, we present the delay incurred by the sensing schemes as the spectrum gets more crowded. We see the advantage that two-stage sensing schemes provide clearly. The single stage scheme causes up to 69.7% delay compared to CC4C. CC4C and ES have similar performances under low PU occupancy, but CC4C has lower delay as the occupancy rate increases up to a 20.75% improvement.

In Fig. 6, delay comparison for increasing SNR values is given. Single stage sensing scheme performs extremely poorly in low SNR regions, so much so that we had to zoom the plot to see the difference between CC4C and ES. However, as the SNR increases, single stage scheme performs better and actually proves to be more advantageous for SNR values greater than 0.5, i.e., -3 dB. This is expected because the number of required samples to meet detection criterion rapidly drops as SNR increases. At about -3 dB, the required number of samples for fine sensing becomes so low that repetitive fine sensing incurs less delay. However, keep in mind that obtaining desired results in high SNR regions is easy. In real life scenarios CRs generally operate in low SNR regions and the real challenge is to meet sensing requirements at SNR values as low as -20dB. In this low SNR region, CC4C causes less delay compared to other schemes with up to 10.3% less delay compared to ES.

Energy consumption comparison as PU occupancy rate increases is given in Fig. 5. Here also, there is a large difference between two-stage schemes and the single stage scheme. Single stage scheme consumes 119.4% more energy compared to CC4C. ES also consumes more energy than CC4C, difference up to 49.89% difference between the two schemes.

In Fig. 6, we present energy consumption as the SNR increases. Once again, the single stage scheme performs very poorly in low SNR regions. CC4C performs better than the other schemes, enabling up to 85.95% conservation compared to ES.
SNR region, where delivering sensing requirements is the hardest.

Comparing delay incurred by spectrum readings of the sensor nodes and once they are calculated for both methods make use of correlations of environmental CRSN perfectly to form a two-stage sensing scheme, since CC4C matches our previous proposal on fine sensing for one, they can be used by the other one. Simulation results show that CC4C is considerably more energy efficient compared to the other schemes. Comparing delay incurred by spectrum sensing, we see that CC4C yields the best results in the low SNR region, where delivering sensing requirements is the hardest.

**IV. CONCLUSIONS**

A coarse spectrum sensing scheme to be used in a two-stage spectrum sensing method for CRSN, CC4C, is presented. CC4C matches our previous proposal on fine sensing for CRSN perfectly to form a two-stage sensing scheme, since both methods make use of correlations of environmental readings of the sensor nodes and once they are calculated for one, they can be used by the other one. Simulation results show that CC4C is considerably more energy efficient compared to the other schemes. Comparing delay incurred by spectrum sensing, we see that CC4C yields the best results in the low SNR region, where delivering sensing requirements is the hardest.
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