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Abstract—A number of processor allocation strategies have 

been proposed in literature. A key performance factor that can 

highlight the difference between these strategies is the amount of 

communication conducted between the parallel jobs to be 

allocated. This paper aims to identifying how the density and 

pattern of communication can affect the performance of these 

strategies. Compared to the work already presented in literature, 

we examined a wider range of communication patterns. Other 

works consider only two types of communication patterns; those 

are the one-to-all and all-to-all patterns. This paper used the C 

language to implement the different allocation strategies, and 

then combined them with the ProcSimity simulation tool. The 

processor-allocation strategies are examined under the First-

Come-First-Serve scheduling strategy. Results show that 

communication pattern and load are effective factors that have a 

significant impact on the performance of the processor allocation 

strategy used. 
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I. INTRODUCTION 

Nowadays, Multi-computer computer systems are widely 
used, because they are cost-effective alternatives of the 
traditional supercomputers [8]. The Topology of a multi-
computer defined as a style based on the processing units of 
interconnected multi-computer. Mesh-based topologies 
considered as one of these topologies, such as the two-
dimensional (2-D) and the three-dimensional (3-D) topologies. 
These topologies are the most common topologies; according 
to their simple, regular and scalable [1, 7,4]. 

Most of the modern commercial and experimental multi-
computer systems (such as are the IBM BlueGene/L and the 
Intel Paragon) have been built based on this architecture [8, 4]. 

In a multi-computer system, the processor allocator applies 
processor allocation strategies in order to assign unallocated 
multi-computer nodes to parallel jobs and identify them [8]. 
Both of processor allocation algorithms and better idle-nodes 

recognition ability for multi-computers or idle sub-meshes can 
reduce the job waiting time and improve the chance of 
assigning a parallel job into the system in a significant way 
[8]. The proper choice of the processor allocation strategy in 
2-D-Mesh multi-computer consider as a critical issue in 
deciding the performance of a given multi-computer system. 
As it is significantly affects the performance (system 
utilization, response time, throughput … etc) of any parallel 
system [8, 4]. 

Allocation strategies fall into two main categories, as 
follows: 

 First: contiguous allocation strategies seek to allocate a 
sub-mesh, such as a contiguous set of processing units 
of the same size and shape of parallel request. 
Contiguity condition can be summarized in the relaxed 
of the non-contiguous allocation strategy [4]. 
Contiguous allocation strategies have low system 
utilization, high internal and external fragmentation, 
which consider as a problem to the contiguous 
allocation strategies. 

 Second: non-contiguous strategies which can produce 
high execution times of parallel jobs according to high 
communication latencies [4, 5, 6]. 

Fragmentation problem prevents an idle processors from 
being utilized. Which can be classified into internal and 
external fragmentation. Internal fragmentation is the result of 
allocating jobs only to certain size sub-meshes. It occurs when 
a job is assigned to more processors than it requires, or extra 
nodes allocated are not used for actual computation [8]. Also, 
internal fragmentation occurs when a job requests a sub-mesh 
that does not fit the requirement of the allocation algorithm. 
For example, internal fragmentation occurs when a job does 
not require a square sub-mesh with sides equal to power of 
two and is allocated using the TDB scheme. The external 
fragmentation happens when the allocation scheme cannot 
allocate the available processors to the incoming jobs [8]. 
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In addition to, the non-contiguous allocation strategies 
tries to fix the problems of external and internal 
fragmentation, beside the low system utilization by allowing 
parallel requests to be partitioned and allocated non-
contiguously into smaller sub frames in case contiguous 
allocation fails [8, 4, 3]. Studies showed that allocation 
strategies integrated the advantages of both contiguous and 
non-contiguous allocation strategies throughout preserving 
some level of contiguity within allocated parallel job [3]. 

In this paper, the authors comparatively evaluates a 
number of partially non-contiguous allocation strategies that 
are proposed in [4, 3] in terms of their performance at high 
communication loads. A number of communication styles will 
be experimented. The allocation strategies of interest will be 
implemented in the C language, and later integrated with the 
ProcSimity simulation tool [12, 16]. The processor allocation 
strategies will be examined under the scheduling strategy 
called First-Come-First-Serve as in [7, 3]. 

II. PROBLEM STATEMENT AND EXPERIMENTED 

COMMUNICATION PATTERNS 

In this paper, contiguous and partially non-contiguous 
allocation strategies will be comparatively evaluated in terms 
of their performance at high communication loads (a number 
of communication styles will be experimented [4, 3]). The 
goal is to compare the allocation strategies in terms of their 
performance at high communication loads. 

This paper tries to answer the following questions: 

 Does the behavior of the processor allocation strategy 
in use change as the communication behavior of 
parallel jobs change? 

 Does the behavior of the processor allocation strategy 
used change as the communication load caused by the 
parallel jobs change? 

One communication scheme to be tested is the Fast Fourier 
Transform (FFT) pattern. The FFT algorithm is introduced as 
an efficient algorithm to compute the discrete Fourier 
transform "DFT" and it is inverse [19]. 

Another important communication patterns is the NAS 
parallel Bench marks (NPB) which represents a small set of 
programs designed to help evaluating the performance of 
parallel supercomputers. The benchmarks are derived from 
computational fluid dynamics (CFD) applications and consist 
of five Kernals and three pseudo-applications. The original 
benchmarks identified in NPB mimic the computation and 
data movement in CFD applications, the five Kernals is IS, 
EP, CG, MG,FT; and the three pseudo applications is BT, SP, 
LU [20; 21; 23]. 

The authors also tested the Divide-and-Conquer 
communication pattern. A Divide-and-Conquer-based  
algorithm solves a programming problem by recursively 
partition that problem into sub-problems of roughly equal size, 
if sub-problem can be solved independently; there is a 
possibility increase the speed up by parallel computing [24]. 

III. LITERATURE REVIEW AND RELATED WORK 

The performance of parallel systems can be significantly 
affected by the processor allocation strategy used in the 2D-
Mesh multicomputer system in hand [1]. A number of studies 
have proposed allocation strategies. All proposed strategies 
can fall under two categories: namely; contiguous and non-
contiguous strategies. 

Finally, complete content and organizational editing before 
formatting. Please take note of the following items when 
proofreading spelling and grammar: 

A. Contiguous Processor Allocation Strategies 

In contiguous processor allocation of a given parallel 
request, a contiguous set of processing units of the same size 
and shape of that request are assigned to job of interest [17, 1]. 

In contiguous allocation strategies a low level of system 
utilization can be raised and external and/or internal 
fragmentation can be observed [8,11]. When a job needs to be 
allocated to a number processor, it may be assigned more 
processing units than what it actually requires. This is referred 
to as the internal fragmentation problem [8,7]. External 
fragmentation on the other hand, occurs when enough number 
of idle processors is available in the system but cannot be 
allocated to the scheduled parallel job because of the necessity 
of contiguity [1,4]. Many research efforts tried to solve or 
decrease the problem of external fragmentation [8,4], and one 
proposed solution was to use non-contiguous allocation 
strategies. 

All the above allocation strategies are referred to as 
contiguous allocations because they consider only contiguous 
regions for the execution of a parallel job. In contiguous 
allocation, communication cost is minimal [6]. However, the 
requirement that a parallel job has to be allocated to 
contiguous set multi-computers reduces the chance of 
successfully allocating the job due to the problem of 
fragmentation [6,7]. 

Two Dimensional Buddy (2DB) [25]: in the Two 
Dimensional Buddy (2DB) strategy, the system is assumed to 
be a square with side lengths equal to a power of two (2i, 
where i=0, 1, 2,…). The size of a requested sub-mesh is 
rounded up to a square with side-lengths as the nearest power 
of two. The resulting sub-mesh after rounding up can be larger 
than the original sub-mesh. Consequently, this allocation 
strategy suffers from internal fragmentation because it only 
allocates square sub-meshes whose side lengths are equal to a 
power of two. In other words, because of rounding up the 
sides of requests, the allocated sub-mesh can be larger than the 
originally requested sub-mesh. 

Frame Sliding (FS) [8]: The Frame Sliding (FS) method 
was proposed to reduce the internal fragmentation problem of 
the 2DB allocation. This is achieved through allowing sub-
meshes of any arbitrary size to be allocated to parallel jobs. 
This allocation strategy works as follows: Viewing the 
requested sub-mesh of the job in hand as a frame, the FS 
algorithm slides the frame across the system to examine for a 
free sub-mesh to execute the job [8]. 
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The First-Fit (FF) and the Best-Fit (BF) Strategies [18]: 
The FF and BF algorithms guarantee the recognition of a free 
sub-mesh, provided it exists. The two algorithms work by 
scanning the entire mesh for possible allocation. 

Adaptive-Scan (AS) Strategy [9]: The adaptive-scan 
changes the orientation of the sub-mesh being searched for if 
the required sub-mesh in the original orientation is not 
available. Thus, the AS strategy has better recognition 
capabilities than that of the BF and FF schemes. 

B. Non-contiguous Processor Allocation Strategies Processor 

When using non-contiguous allocation the contiguity 
condition is not a must [8]; therefore, a job does not have to 
wait for a single sub-mesh of the requested size and shape to 
be available because it will be executed on a number of 
disjoint smaller sub-meshes [8; 15]. 

The non-contiguous allocation of requests can successfully 
solve the drawbacks of contiguous allocation strategies. As 
experimentally validated, non-contiguous allocation strategies 
have been found to produce relatively high system utilization 
and eliminate fragmentation [8, 15, 14]. 

Communication latency is often high in non-contiguous 
allocation strategies since communication between processors 
running the same job may be indirect due to non-contiguity 
[14]. 

The introduction of wormhole routing [10] encouraged 
researchers to consider non-contiguous allocation on 
multicomputers [8]. With wormhole routing, the message 
communication latency is less dependent on the distance 
traveled by the message from source to destination [8, 10]. 

In non-contiguous allocation schemes, allocation requests 
of parallel jobs are subdivided into two partitions [8] if 
contiguous allocation fails. If allocating either of the two 
partitions fails, that partition is further subdivided into smaller 
sub-partitions until the allocation successes [11]. Using 
wormhole routing has made allocating parallel jobs to non-
contiguous processors reasonable in terms of performance 
even in networks characterized by a relatively long-diameter, 
"The diameter is the shortest hop "the maximum of the 
shortest distance between any two nodes", a small 
communication delay happens when an interconnection graph 
has a small diameter between nodes [22]. Such the 2-D mesh. 
So the contiguity condition is relaxed which allowed jobs to 
be executed without waiting for sufficient and contiguous set 
of idle processing nodes to be available in the system [7; 3; 
11]. 

When "Wormhole routing" is a special case of cut-through 
switching. It routes the head of a packet directly from 
incoming to outgoing channels of the routing chip. A packet is 
divided into a number of flits (i.e. flow control digits) for 
transmission. The route or the path followed by those flits 
from source to destination is determined by the header flits (or 
flits). Flits are forwarded through a chosen channel after 
examining the header flit(s) of a message. As the header flit of 
a given packet/message advances along a specific route, all 
following flits follow in through the same route. [13]. 

There are many important strategies of the non-contiguous 
allocation such as Multiple Buddy System (MBS) expresses 
the allocation request as a base-4 number, and bases allocation 
on this expression. In this strategy, the mesh of the system at 
hand is divided into non-overlapping square sub-meshes with 
side lengths that are powers of 2. The number of processors, p, 
requested by a scheduled job is factorized into a base-4 block. 
If a required block is unavailable, MBS recursively searches 
for a larger block and repeatedly breaks it down into four 
buddies until it produces blocks of the desired size. If that 
fails, the requested block is further broken into four sub-
requests until the job is allocated [3]. 

In the Paging allocation strategy, for instance [2], the 
entire 2D mesh is virtually sub-divided into pages or sub-
meshes of equal sides’ length of 2i where i is a positive integer 
Number that represents the index parameter of the paging 
Approach. That can scan for pages in multiple ways such as 
that snake-line order and row-major order [3]. 

A main disadvantage of this strategy is the fragmentation it 
may cause when some free processors' cannot be allocated 
because they are contained in pages that have been reserved to 
job [13]. 

A partially non-contiguous allocation strategy tries to find 
a contiguous set of processing units of the same size to active 
job using some contiguous strategy. If it fails, the active job is 
divided into two sub-requests. The two new sub-requests are 
then allocated using the same contiguous allocation approach 
again; this operation will continue recursively until the request 
is finished. Examples of this allocation strategies are (i) the 
PALD-FF (PArtitioning at the Longest Dimension with First-
Fit), (ii) the PALD-BF (PArtitioning at the Longest 
Dimension with Best-Fit) [3] and (iii) the restricted size 
reduction (RSR) strategy [3]. The RSR strategy allows jobs to 
be executed on a reduced size sub-mesh adaptively and 
partitions it in two sub-blocks of equal sizes. 

In the PALD_FF strategy, First-Fit approach used to find a 
contiguous group of processing units of the same size and 
shape of the application at hand. In case of fail, the request at 
hand is divided into sub requests after removing one from the 
longest dimension of the request that is for a given request of 
size a*b and assuming b>a, the two partion-sizes are a*(b-
1)and a*1 after removing one from the longest dimension of 
the request. The two new sub-requests are then allocated using 
the First-Fit approach again; this procedure continues 
recursively until the request is fulfilled [3]. 

According to the previous, the PALD_BF is the same of 
PALD_FF but it applies the best fit strategy rather than the 
first fit. processor allocation of a given parallel request, a 
contiguous set of processing units of the same size and shape 
of that request are assigned to job of interest [17, 1]. 

IV. RESULTS AND OBSERVATIONS 

Figures 1 through 5 show the relationship between the 
system load from one side, and, from the other side, (i) the 
mean job response time, (ii) the mean job service time, (iii) 
the mean packet blocking time, (iv) the mean packet latency, 
and (v) the percent system utilization.  
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Figures 1 through 5 are specific for the case of having all-
to-all communication pattern. The allocation strategies used in 
these figures are: (i) the Random, (ii) the Multiple Buddy 
System, (iii) the First-Fit, and (iv) the Best-Fit allocation 
strategies. The first two strategies are non-contiguous 
strategies, while the last two are contiguous. The following 
measures are used to evaluate allocation techniques: MJRT 
(Mean Job Response Time), MJST (Mean Job Service Time), 
MPBT (Mean Packet Blocking Time), MPL (Mean Packet 
Latency) and PSU (Percent System Utilization). The following 
Figures show results of simulation. Define abbreviations and 
acronyms the first time they are used in the text, even after 
they have been defined in the abstract. Abbreviations such as 
IEEE, SI, MKS, CGS, sc, dc, and rms do not have to be 
defined. Do not use abbreviations in the title or heads unless 
they are unavoidable. Figure 1 represents the relationship 
between the system load and mean job response time with the 
allocation strategies "MBS, FF, BF, Random" under the first 
come first serve scheduling mechanism and all-to-all 
communication pattern. The communication load parameter 
here is the mean number of messages sent by any scheduled 
job. This parameter has made fixed at 80. Observation 1 
(figure 1): In general, contiguous allocation strategies show 
higher MJRT than the non-contiguous allocation strategies. 

 
Fig. 1. Example Mean job response time (MJRT) vs. system load in multiple 

allocation strategies under the FCFS scheduling mechanism and all-to-all 

communication pattern(message count = 80) 

 
Fig. 2. Mean job service time vs. system load in multiple allocation 

strategies under the FCFS scheduling mechanism and all-to-all 

communication pattern (message count = 80) 

This is because contiguous allocation strategies require 
that allocated processing units to be contiguous. The random 
allocation strategy showed less job response time compared to 
MBS at high system loads because that strategy randomly 
allocates the required processors. 

Observation 2 (figure 2): Noncontiguous allocation 
strategies showed higher MJST than contiguous allocation 
strategies.This is because non-contiguous allocation strategies 
disperse the set of processors allocated to the parallel job 
when contiguous allocation fails. This increases the amount of 
time required for intra-process communication. 

Observation 3 (figure 2): The MJST is higher when 
applying the random allocation strategy compared to the case 
when applying the MBS allocation strategy. 

The random allocation strategy usually causes parallel jobs 
to be more dispersed compared to the MBS strategy. The 
MBS strategy is partially contiguous; it tries to maintain some 
level of contiguity between allocated processors. 

 
Fig. 3. Mean packet blocking time vs. system load in multiple allocation 

strategies under the FCFS scheduling mechanism and all-to-all 

communication pattern (message count = 80) 

 

Fig. 4. Mean packet latency vs. system load in multiple allocation strategies 

under the FCFS scheduling mechanism and all-to-all communication pattern 
(message count = 80) 

Non-contiguous allocation strategies causes more disperse 
to allocated parallel jobs producing longer distances between 
the sources and the destinations of messages. Since each 
message is blocked for sometime at each intermediate node 
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from source to destination, the mean packet blocking time 
increases as the number of these intermediate nodes increases. 
The mean packet latency also increases accordingly. 

Observation 5 (figure 5): Contiguous allocation strategies 
showed low PSU values compared to noncontiguous 
allocation strategies. For example, at relatively high system 
loads, the random allocation strategy produces the highest 
percent system utilization of all experimented allocation 
strategies in figure 15. This is because it simply any idle 
processor from the list of free processers. The MBS strategy 
also allocates processors in a noncontiguous manner. Both 
strategies successfully allocate the parallel job in hand as long 
as enough number of free nodes is available. The FF and BF 
both forces the parallel job to wait if no enough contiguous set 
of processors is available in the system. This, in turn, may 
produce high waiting time for relatively large parallel 
requests. 

 

Fig. 5. Percent system utilization vs. system load in multiple allocation 

strategies under the FCFS scheduling mechanism and all-to-all 

communication pattern (message count = 80) 

Figures 6 through 20 shows the relationships between the 
system load from one and, from the other side, (i) the mean 
job response time, (ii) the mean job service time, (iii) the 
mean packet blocking time, (iv) the mean packet latency, and 
(v) the percent system utilization. The impact of multiple 
communication patterns is studied next. Those patterns are:  
all-to-all, one-to-all, random, Fast Fourier Transform (FFT), 
and the NAS multigrid benchmark communication patterns on 
the key performance parameters of the multiprocessor system. 

Figures 6 through 10 are specific for the contiguous 
allocation strategies. The authors use the BF allocation 
strategy as a representative for this group of allocation 
strategies. 

Figures 11 through 15 are specific for the noncontiguous 
allocation strategies. The authors use the MBS allocation 
strategy as a representative for this group of allocation 
strategies. 

Figures 16 through 20 are again specific for the 
noncontiguous allocation strategies. However, The authors use 
the BGP-BF allocation strategy as a representative for this 

group of allocation strategies. In these experiments, the 
partitioning bound that is applied is equal to 4. 

Observation 4 (figures 3 and 4): noncontiguous allocation 
strategies showed higher MPBT and MPL values than 
contiguous allocation strategies. This observation can be 
explained the same way as observations 3 and 4. Observation 
9 (figures 6 and 7): One-to-all, All-to-all and random 
communication patterns produces the highest MJRT and 
MJST of all tested communication patters. 

Next is the list of testbed communication patterns sorted 
starting with the one caused the highest MJRT: one-to-all, all-
to-all, random, NAS-multiglid, FFT, and DQBT. This can be 
explained as follows, one-to-all and all-to-all communication 
patterns generate large number of messages to be transmitted 
over the interconnection network. This increases the service 
time of allocated parallel jobs and, thus, forces unallocated 
parallel jobs to wait more in the ready queue of the system. 
This, in turn, increases the mean job response time. 

Figures 8 and 9 show the effect of communication pattern 
on the MPBL and MPL values of the system in the case of 
applying the BF allocation strategy. Notice the behavior of the 
system is quiet strange and that the figure is not directly 
conclusive. This is because that the number of jobs served 
during the simulator is relatively low because of the following 
factors:  

(i)The allocation strategy applied in contiguous. This 
reduces the number of allocated jobs due to the condition of 
contiguity.  

(ii) The scheduling mechanism applied is the FCFS. This 
may prevent many parallel jobs from being allocated if a 
relatively big parallel job is residing at the head of the ready 
queue of the system. Based on the above two factors, the 
authors believe that the behavior of the system is not clear in 
the figures 8, 9 and 10. To remedy this problem and to better 
capture the impact of communication pattern type. The 
authors next examines applying a non-contiguous allocation 
strategy. 

Next, the authors present their observations on these 
figures. 

 
Fig. 6. Mean job response time vs. system load in Best Fit allocation 

strategy under the FCFS scheduling mechanism and multiple communication 

patterns (message count = 80) 
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Fig. 7. Mean job service time vs. system load in Best Fit allocation strategy 

under the FCFS scheduling mechanism and multiple communication patterns 

(message count = 80) 

 

Fig. 8. Mean packet blocking time vs. system load in Best Fit allocation 

strategy under the FCFS scheduling mechanism and multiple communication 
patterns (message count = 80) 

 

Fig. 9. Mean packet latency vs. system load in Best Fit allocation strategy 

under the FCFS scheduling mechanism and multiple communication patterns 

(message count =0) 

 

Fig. 10.  Percent system utilization vs. system load in Best Fit allocation 

strategy under the FCFS scheduling mechanism and multiple communication 

patterns (message count = 80) 

 
Fig. 11. Mean job response time vs. system load in MBS allocation strategy 

under the FCFS scheduling mechanism and multiple communication patterns 

(message count = 80) 

 
Fig. 12. Mean job service time vs. system load in MBS allocation strategy 

under the FCFS scheduling mechanism and multiple communication patterns 
(message count = 80) 
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Fig. 13. Mean packet blocking time vs. system load in MBS allocation 

strategy under the FCFS scheduling mechanism and multiple communication 

patterns (message count = 80) 

Figures 13 and 14 plot the MPBT, the MPL and the PSU 
vs system load when using the MBS allocation strategy and 
multiple communication patterns. 

Observation 11 (figures 8, 9, 10, 13, 14, and 25): the 
behavior of the parallel system can be significantly affected by 
the communication pattern of the parallel jobs being allocated. 

Figures 11 through 15 are specific for the noncontiguous 
allocation strategies. The authors use the MBS allocation 
strategy as a representative for this group of allocation 
strategies. 

Figures 11 and 12 showed similar results to figures 6 and 7 
that have been explained before (with the BF allocation 
strategy). One difference can be observed. 

Figures 16 to 20 show the relationships between the 
system load from one side, and, from the other side, (i) the 
mean job response time, (ii) the mean job service time, (iii) 
the mean packet blocking time, (iv) the mean packet latency, 
and (v) the percent system utilization., that’s focus to the 
BGP-BF allocation strategy. 

 

Fig. 14. Mean packet latency vs. system load in MBS allocation strategy 

under the FCFS scheduling mechanism and multiple communication patterns 
(message count = 80) 

 

Fig. 15. Percent system utilization vs. system load in MBS allocation strategy 

under the FCFS scheduling mechanism and multiple communication patterns 

(message count = 80) 

 

Fig. 16. Mean job response time vs. system load in the BGP-BF (partitioning 

bound = 4) allocation strategy under the FCFS scheduling mechanism and 

multiple communication patterns (message count = 80) 

 

Fig. 17. Mean job service time vs. system load in the BGP-BF (partitioning 

bound = 4) allocation strategy under the FCFS scheduling mechanism and 

multiple communication patterns (message count = 80) 
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Fig. 18. Mean packet blocking time vs. system load in the BGP-BF 

(partitioning bound = 4) allocation strategy under the FCFS scheduling 
mechanism and multiple communication patterns (message count = 80) 

 
Fig. 19. Mean packet latency vs. system load in the BGP-BF (partitioning 

bound = 4) allocation strategy under the FCFS scheduling mechanism and 

multiple communication patterns (message count = 80).Conclusion 

 
Fig. 20. Percent system utilization vs. system load in the BGP-BF 

(partitioning bound = 4) allocation strategy under the FCFS scheduling 
mechanism and multiple communication patterns (message count = 80) 

Observation 12 (figures 10, 15 and 20): the behavior of the 
parallel system can be significantly affected by the 
communication pattern of the parallel jobs being allocated. 

For instance, the random and the one-to-all communication 
patterns produced similar PSU value when applying the MBS 
allocation strategy. However, the one-to-all allocation strategy 

outperformed the random communication pattern when using 
the BF and the BGP-BF strategy. Next, the authros study the 
impact of the partitioning bound of the BGP-BF allocation 
strategy on the different system performance parameters. This 
will be in figures 11 through 20. Figures 11 to 15 are specific 
for the all-to-all communication pattern. While figures 16 to 
20 are specific for the communication pattern one-to-all. 

 

Fig. 21. Mean job response time vs. system load in the BGP-BF (partitioning 

bounds = 2, 4, and 8) allocation strategy under the FCFS scheduling 

mechanism and all-to-all communication pattern (message count = 80) 

Observation 13 (Figure 21): In general, when the bounded 
is high the mean job response time is less. 

For example, the BGP-BF (2) produced the highest MJRT 
value and followed by BGP-BF (4) and BGP-BF (8). 

 
Fig. 22. Mean job response time vs. system load in the BGP-BF (partitioning 

bounds = 2, 4, and 8) allocation strategy under the FCFS scheduling 

mechanism and all-to-all communication pattern (message count = 80) 

Figure 22 represents the mean job service time and system 
load in BGP-BF (partitioning bounds=2, 4 and 8) allocation 
strategy. 

Observation 14 (figure 22): When increasing the 
partitioning bounded, the mean job service time increases also. 

This is because when increasing the partitioning bound, 
the execution time increases because the level on non-
contiguity increases. The results in an increase in the service 
time of the job. 
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Fig. 23. Mean packet blocking time vs. system load in the BGP-BF 

(partitioning bounds = 2, 4, and 8) allocation strategy under the FCFS 

scheduling mechanism and all-to-all communication pattern (message count = 
80) 

Figures 23, 24 plot the relation between the mean packet 
blocking time and the mean packet latency (y-axis) and the 
system load (x-axis) when applying the BGP-BF (partitioning 
bounds = 2, 4, and 8) allocation strategy under the FCFS 
scheduling mechanism and all-to-all communication pattern. 

Observation 15 (figures 23 and 24): In general, when the 
partitioning bound is high the MPBT and the MPL is high. 

This is because when the bound is high the time that 
message packets spend blocked in network buffers, waiting 
for access to their next channel is high. 

 

Fig. 24. Mean packet latency vs. system load in the BGP-BF (partitioning 

bounds = 2, 4, and 8) allocation strategy under the FCFS scheduling 

mechanism and all-to-all communication pattern (message count = 80) 

The figure 24 that represent the relation between mean 
packet latency and system load in the BGP-BF "partitioning 
bounds=2, 4 and 8" allocation strategy under the FCFS 
scheduling mechanism and all-to-all communication pattern. 

 
Fig. 25. Percent system utilization vs. system load in the BGP-BF 

(partitioning bounds = 2, 4, and 8) allocation strategy under the FCFS 
scheduling mechanism and all-to-all communication pattern (message count = 

80) 

Figure 25 plots the percent system utilization and system 
load in the BGP-BF (partitioning bounds = 2, 4, and 8) 
allocation strategy under the FCFS scheduling mechanism and 
all-to-all communication pattern. 

Observation 16 (figure 25): when the partitioning bound 
increase so the percent system utilization increases. 

BGP-BF (8) showed the highest PSU values, followed by 
the BGP-BF (4), BGP-BF (2) respectively. This because it's 
when the bound is higher the processors of the multicomputer 
system is utilized more efficiently. 

 
Fig. 26. Mean job response time vs. system load in the BGP-BF (partitioning 

bounds = 2, 4, 8, and 20) allocation strategy under the FCFS scheduling 

mechanism and one-to-all communication pattern (message count = 80) 

Figures 26 through 30 (one-to-all communication pattern) 
gives similar observations to the figures 36 through 40 (all-to-
all communication pattern). 
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Fig. 27. Mean job service time vs. system load in the BGP-BF (partitioning 

bounds = 2, 4, 8, and 20) allocation strategy under the FCFS scheduling 

mechanism and one-to-all communication pattern (message count = 80) 

 

Fig. 28. Mean packet blocking time vs. system load in the BGP-BF 

(partitioning bounds = 2, 4, 8, and 20) allocation strategy under the FCFS 

scheduling mechanism and one-to-all communication pattern (message count 

= 80) 

 

Fig. 29. Mean packet latency vs. system load in the BGP-BF (partitioning 

bounds = 2, 4, 8, and 20) allocation strategy under the FCFS scheduling 

mechanism and one-to-all communication pattern message count = 80) 

 

Fig. 30. Percent system utilization vs. system load in the BGP-BF 

(partitioning bounds = 2, 4, 8, and 20) allocation strategy under the FCFS 
scheduling mechanism and one-to-all communication pattern (message count 

= 80) 

Figures 31 through 35 represent the relation between the 
system load and the following system performance 
parameters: the mean job response, the mean job service time, 
the mean packet blocking time, mean packet latency and the 
percent system utilization. Here, the authors focus on the 
BGP-BF (partitioning bound=8) allocation strategy under the 
FCFS scheduling mechanism and multiple communication 
patterns such as all-to-all, one-to-all, random, NAS_multigrid, 
DQBT. 

Notice that how the key system parameters; the MJRT, 
MJST, MPBT, MPL and the PSU change over changing the 
communication pattern of the parallel jobs being scheduled. 

The above discussion and set of observations clearly 
shows that, depending on the performance parameter of most 
interest, the system can dynamically modify the partitioning 
bound of the BGP allocation strategy. 

 

Fig. 31. Mean job response time vs. system load in the BGP-BF (partitioning 

bound = 8) allocation strategy under the FCFS scheduling mechanism and 

multiple communication patterns (message count = 80) 
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Fig. 32. Mean job service time vs. system load in the BGP-BF (partitioning 

bound = 8) allocation strategy under the FCFS scheduling mechanism and 

multiple communication patterns (message count = 80) 

 

Fig. 33.  Mean packet blocking time vs. system load in the BGP-BF 

(partitioning bound = 8) allocation strategy under the FCFS scheduling 

mechanism and multiple communication patterns (message count = 80) 

 

Fig. 34. Mean packet latency vs. system load in the BGP-BF (partitioning 

bound = 8) allocation strategy under the FCFS scheduling mechanism and 
multiple communication patterns (message count = 80) 

 

Fig. 35. Percent system utilization vs. system load in the BGP-BF 

(partitioning bound = 8) allocation strategy under the FCFS scheduling 

mechanism and multiple communication patterns (message count = 80) 

V. CONCLUSION 

A key performance factor that can highlight the difference 
between allocation strategies is the amount of communication 
conducted between the parallel jobs to be allocated. In this 
paper, the authors show that's the type and pattern of 
communication can affect the performance of these strategies, 
compared to the communication pattern that are usually used 
in literature to evaluate processor allocation strategies, the 
authors examined wider range of communication patterns in 
the current  work. Other works consider only two types of 
communication patterns; those are the one-to-all and all-to-all 
patterns. The authors found that the communication behavior 
of the parallel jobs being allocated can have a significant 
impact on the performance of the processor allocation strategy 
being applied. This observation is correct for both, contiguous 
and non contiguous strategies. 
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