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Abstract

In this paper, we propose to generalize the coding schemes first proposed by Kozic et al. to high spectral efficient modulation schemes. We study at first Chaos Coded Modulation based on the use of small dimensional modulo-MAP encoding process and we give a solution to study the distance spectrum of such coding schemes to accurately predict their performances. However, the obtained performances are quite poor. To improve them, we use then a high dimensional modulo-MAP mapping process similar to the low-density generator-matrix codes (LDGM) introduced by Kozic et al. The main difference with their work is that we use an encoding and decoding process on GF (2^m) which enables to obtain better performances while preserving a quite simple decoding algorithm when we use the Extended Min-Sum (EMS) algorithm of Declercq & Fossorier.
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1. Introduction

Since the pioneering work of Frey in 1993 [1], chaotic communications has been an important topic in digital communications. Due to their extreme sensitivity to initial conditions which, for example, facilitates theoretically the separation of merging paths in a trellis based code, these systems have also been considered as good potential candidates for channel encoding [2-7]. This explains why chaotic modulations and channel encoders derived from chaotic systems have been extensively studied in the open literature. According to us, there are mainly two types of chaos based channel encoders depending on the size of the transmitted alphabet. The first kind of chaos based channel encoders includes non-linear generators which transmit binary messages and benefit from the correlation between successive transmitted bits to obtain some coding gain. Due to the poor spectral efficiency, it is rather easy to optimize this kind of codes to obtain a non-null free distance and to obtain reasonable good performances, i.e., codes that outperform un-coded systems [8-12]. Some authors have even used these binary non-linear constituent encoders to build parallel concatenated schemes just like turbo-codes which perform quite closely to the theoretical bounds provided that the interleave size is big enough [13,14]. The second kind of chaos based channel encoders includes those which transmit a complex quasi-continuous alphabet, i.e., those which are inherently chaotic in all their characteristics. These channel encoders exhibit a high spectral efficiency and can be compared to Trellis Coded Modulation (TCM) schemes. Many works deal with the optimization of such coders and, among them, perhaps the most famous ones were those named Chaos Coded Modulation (CCM) schemes. However, the weakness of such transceiver was their poor BER performance since they did not have even better performances than un-coded systems such as Binary Phase Shift Keying (BPSK) [15-17]. This was particularly the case for the systems which use CSK (Chaos Shift Keying) Modulation [18-20]. Nevertheless, some recent studies have stressed the fact that Chaos Coded Modulation (CCM) systems,
working at a joint waveform and coding level, can be
efficient in additive white Gaussian noise channels [21-
23]. These promising works on the AWGN channel have
been recently further extended by Escribano & al in the
case of Rayleigh flat fading channels [24].

In this work, we use Chaos Coded Modulation designs
of S. Kozic [25,26] and we optimize them using the dist-
cance spectrum. We find that the distance spectrum dis-
tribution can be good approximated by Rayleigh prob-
ability distribution function (pdf). Using this optimiza-
tion step, we can optimize their structures. Furthermore
we show that using a high dimensional modulo-MAP
mapping process we are able to considerably improve the
performances of this kind of schemes and to obtain per-
forming codes. This principle is related to the former
work of Kozic & Hasler in [27]. In their work, low-den-
sity generator-matrix (LDGM) codes are used as natural
interleave in front of mappings to signal constellation.
That is why this kind of code can be assumed as particu-
lar kind of BICM. However, the chaotic map is used as
joint coding (interleaving) and modulation, and thus, the
complete system is a single code. The framework of it-
erative decoding is based on factor graphs, which is a
graphical representation of codes. LDPC and LDGM
linear block codes have a very simple graphical repre-
sentation called Tanner graph. However, for nonlinear
codes, the graphical representation is not so simple,
and this may be the reason why the large potential of nonlinear
codes is not yet exploited. The main difference with
their work is that we use an encoding and decoding
process on GF (2m) which enables to obtain better per-
formances than the distance spectrum of the code. This mapping,
due to the modulus operation, is a highly non-linear operation and
serves as a chaos generator. Henceforth, we have a
system which combines a convolutional coder with a
multi-dimensional mapping in the same way as Multi-
level Trellis Coded Modulation (M-TCM). The corre-
spending convolutional coder is classically described by:

\[ h_t(D) = \frac{v_i(D)}{b(D)} = t_{i,0} + t_{i,0}D + \ldots + t_{i,0}D^Q \]  

S. Kozic defines several possible matrices \( T = \{ t_{ij} \} \)
his work which give good performances:

\[
T_{\text{shift}} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
T_{\text{shift}} = \begin{bmatrix}
1 & 0 & 1 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
T_{\text{reul}} = \begin{bmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 1 \\
\end{bmatrix}
\]

Concerning, the choice of the matrix \( A \), we can write
the transmitted vector at the output of the modulator:

\[
x_k = \sum_{i=0}^{Q-1} 2^{-(i+1)} A_{Q-1}^{-1} v_i(D) + \sum_{i=0}^{Q-1} 2^{-(i+1)} v_i(D) \pmod{1} \]

Before transmitting \( x_k \) on the channel propagation
medium, we modulate each of its components in
NRZ-BPSK, i.e., \( x_k \rightarrow 2x_k - 1 \).

Rather than a global optimization algorithm which
should look for the convolutional coder together with
the mapping process, we choose to fix a convolutional
coder structure and then we work on the mapping
process by using a particular form of matrix \( A \).
We found that the choice \( T_{ij} = T_{\text{shift}} \) for \( i = j \) and \( T_{ij} = T_{\text{reul}} \)
for \( i \neq j \) enables to obtain a large set of performing
non-linear mapping with \( A \). For example, in the case \( n = 2 \),
using this choice for matrices \( T \), we are looking
for matrices \( A \) with the following structure:

\[
A = \begin{bmatrix}
1 & -1 \\
1 & 1 \\
\end{bmatrix}
\]

and we optimize the choice of \( a_{21} \) using the distance
spectrum. In the case, \( n = 3 \), we use matrix form:

\[
A = \begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
a_{21} & a_{22} & 1 \\
\end{bmatrix}
\]

2. Chaos Coded Modulation Scheme,
Distance Spectrum Study

2.1. Chaotic Coder Structure

We consider the Chaos-Coded modulation scheme of

Figure 1. This scheme was originally given by S.
Kozic in his PhD works [26]. The scheme of Figure 1
can be represented by means of a convolutional coder
of rate \( r = 1/(n(Q + 1)) \), where at each time step \( k \), one
bit \( b_k \) enters the coder and a vector of \( (Q+1) \) bits \( v = [v_0, v_1, \ldots, v_{Q+1}] \) is produced. The signal constellation
is realized by a weighted sum of vectors \( 2^i \). \( A^{Q+1} \) mod
(1) where \( A \) is some matrix which optimizes the dis-
tance spectrum of the code. This mapping, due to the
modulus operation, is a highly non-linear operation and
serves as a chaos generator. Henceforth, we have a
system which combines a convolutional coder with a
multi-dimensional mapping in the same way as Multi-
level Trellis Coded Modulation (M-TCM). The corre-
spending convolutional coder is classically described by:

\[ h_t(D) = \frac{v_i(D)}{b(D)} = t_{i,0} + t_{i,0}D + \ldots + t_{i,0}D^Q \]  

S. Kozic defines several possible matrices \( T = \{ t_{ij} \} \)
in his work which give good performances:

\[
T_{\text{shift}} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
T_{\text{shift}} = \begin{bmatrix}
1 & 0 & 1 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
T_{\text{reul}} = \begin{bmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 1 \\
\end{bmatrix}
\]

Concerning, the choice of the matrix \( A \), we can write
the transmitted vector at the output of the modulator:

\[
x_k = \sum_{i=0}^{Q-1} 2^{-(i+1)} A_{Q-1}^{-1} v_i(D) + \sum_{i=0}^{Q-1} 2^{-(i+1)} v_i(D) \pmod{1} \]

Before transmitting \( x_k \) on the channel propagation
medium, we modulate each of its components in
NRZ-BPSK, i.e., \( x_k \rightarrow 2x_k - 1 \).

Rather than a global optimization algorithm which
should look for the convolutional coder together with
the mapping process, we choose to fix a convolutional
coder structure and then we work on the mapping
process by using a particular form of matrix \( A \).
We found that the choice \( T_{ij} = T_{\text{shift}} \) for \( i = j \) and \( T_{ij} = T_{\text{reul}} \)
for \( i \neq j \) enables to obtain a large set of performing
non-linear mapping with \( A \). For example, in the case \( n = 2 \),
using this choice for matrices \( T \), we are looking
for matrices \( A \) with the following structure:

\[
A = \begin{bmatrix}
1 & -1 \\
1 & 1 \\
\end{bmatrix}
\]

and we optimize the choice of \( a_{21} \) using the distance
spectrum. In the case, \( n = 3 \), we use matrix form:

\[
A = \begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
a_{21} & a_{22} & 1 \\
\end{bmatrix}
\]
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The choice of the remaining parameters \( a_{ij} \) is done using the distance spectrum of the code. The state of the coder is defined by vector \( \mathbf{S}_k \):

\[
\mathbf{S}_k = [b_k, \ldots, b_{k-Qn}, \ldots, b_{k-(Q+1)n+1}]^T \tag{3}
\]

Concerning the choice of \( Q \), it’s clear that the Viterbi decoding algorithm is rapidly limited by the complexity in the number of states which is equal to \( 2^{n(Q+1)} \). Practically, the number \( n(Q + 1) \) should not exceed 12 which correspond to 4096 states. For \( n = 2 \), this gives a maximum value of \( Q \) equal to 5, and for \( n = 3 \), this gives a maximum value of \( Q \) equal to 3. The choice of \( Q_a \) is more complicated and is related to the chaotic behaviour of the coder.

### 2.2. Spectrum Distance Analysis

In order to optimize the coders, we study their distance spectrum. To do this, we have to determine the trajectories in the trellis which start with a common state \( \mathbf{S}_i = \mathbf{S}_k^* \) and evolve in disjoint paths for \( (L-1) \) time steps and then merge again into the same state \( \mathbf{S}_i = \mathbf{S}_k^* \), not necessarily equal to \( \mathbf{S}_i \). This kind of trajectory in the trellis defines a loop and the loop is characterized by its initial state \( \mathbf{S}_i \), its final state \( \mathbf{S}_f \) and its length \( L \). The distance of corresponding codewords belonging to the two competing paths in the loop is:

\[
d^2_{\mathbf{S}_i, \mathbf{S}_f} = \sum_{m=1}^{L-1} \left\| \mathbf{x}_{m} - \mathbf{x}_{m}^* \right\|^2 \tag{4}
\]

The problem of the computation of (4) is that, unlike linear codes when we can choose a reference path equal to a all zero sequence, due to the non-linear mapping, we have to test all the possible transmitted sequence for a given loop length together with all the possible starting states. Hence, the distance spectrum computation problem is of non polynomial complexity and in straightforward manner requires the inspection of all possible initial conditions and all possible controlled trajectories. For example, there are \( 2^{n(Q+1)} \cdot 2^m \) different controlled trajectories of length \( L \). In order to compute the distance spectrum with a reasonable complexity while keeping a sufficient accuracy, we form all the possible pair of sequences starting from a given state and both converging towards an other state after \( L \) steps with \( L \) belonging to the interval \( Qn+1, n(Q+m) \), i.e. the length of the loop varies from \( Qn+1 \) (the constraint length of the code plus one) to \( n(Q+m) \) (we limit practically the search to \( m = 2 \) or 3 in our case due to the computation burden). We have partitioned the distance spectrum into subsets by distinguishing error events which entail one error bit, error events which entail two error bits, error events which entail three error bits and so on. In practice, we limit our search to error events which entail five maximum error bits since simulation results evidenced that it was sufficient to obtain accurate upper bounds for the BER.

We obtain for example with matrices: 

\[
T_{ij} = T_{\text{shift}} \quad \text{for} \quad i = j \quad \text{and} \quad T_{ij} = T_{\text{tent}} \quad \text{(i.e.} \quad n = 2) \quad \text{for} \quad i \neq j
\]

\[
a_{21} = 8, \quad Q = Q_a = 3, \quad \text{the distance spectrum illustrated on} \quad \text{Figure 2.}
\]

In fact, we found that, in a majority of cases, the shape of the distance spectrum is close to a Rayleigh distribu-
For example, with the distance spectrum plotted on Figure 2, we calculate parameters $\mu_j$ and $\sigma_j^2$ to obtain the best fitting between the pdf of the distance spectrum and $f_c(x,m_j,\sigma_j^2)$ we obtain with classical MMSE technique: $\mu_j \approx \sigma_j^2 \approx 6.7$. This corresponds to a minimum free distance of the coder equal to $d_{free} \approx 6.7$. We have developed an original EM (Expectation-Maximization) algorithm to obtain the approximated Rayleigh distribution of the distance spectrum as a mixture of Rayleigh laws. The mixture of Rayleigh laws can be written as:

$$f_{c}(x) = \sum_{n=1}^{N} \pi_n \mathcal{R}(\mu_n,\sigma_n^2)$$

where $\mathcal{R}(\mu_n,\sigma_n^2)$ represents a Rayleigh law of parameters: $\mu_n$ and $\sigma_n^2$. The Maximum Likelihood (ML) research algorithm to find: $\pi_n, \mu_n, \sigma_n^2$ can be summarized as:

$$\hat{\theta} = \arg \max_{\theta} \prod_{j=1}^{J} \log p_{\theta}(\Xi)$$

$$= \arg \max_{\theta} \prod_{j=1}^{J} \log \sum_{n=1}^{N} \pi_n \psi(x;\mu_n,\sigma_n^2)$$

where $\psi(x;\mu,\sigma^2)$ denotes the value of a Rayleigh law of parameters $\mu,\sigma^2$ at $x$. For a fixed number of mixtures $J$, based on the observations: $\Xi = \{\xi_i, i = 1,\ldots,n\}$, the parameters $\theta = \{\pi_n, m_j, \sigma_j, j = 1,\ldots,J\}$ can be estimated using the EM (Expectation Maximization) algorithm. The algorithm proceeds in two steps:

**E-step:** Compute

**M-step:** solve

$$\hat{\theta}^{(\theta)} = \arg \max_{\theta} Q(\theta|\theta^{(\theta)})$$

Define the following hidden data $Z = \{z_{ij}, i = 1,\ldots,n\}$ where $z_{ij}$ is a $J$-dimensional indicator vectoring such that:

$$z_{ij} = \begin{cases} 1, & \text{if } \xi_i \approx R(m_j,\sigma_j^2) \\ 0, & \text{otherwise} \end{cases}$$

The complete data is then $X \equiv (\Xi, Z)$, we have :

$$p_{\theta}(\Xi, Z) = \prod_{i=1}^{n} \prod_{j=1}^{J} [\pi_j R(\xi_i; m_j, \sigma_j^2)]^{z_{ij}}$$

The log-likelihood function of the complete data is then given by:

$$\log p_{\theta}(\Xi, Z) = \sum_{i=1}^{n} \sum_{j=1}^{J} z_{ij} \log \pi_j + \log \sum_{j=1}^{J} \pi_j R(\xi_i; m_j, \sigma_j^2)$$

where $C$ is a constant. The E-step can then be calculated as follows:

$$Q(\theta|\theta^{(\theta)}) = \sum_{i=1}^{n} \sum_{j=1}^{J} z_{ij} \log \pi_j + \log \sum_{j=1}^{J} \pi_j R(\xi_i; m_j, \sigma_j^2) + C$$

We have:

$$z_{ij} = E_{\theta} [z_{ij} | \Xi, \theta] = P_{\theta} (z_{ij} = 1 | \xi_i) = \frac{\psi(\xi_i; m_j, \sigma_j^2) \pi_j}{\sum_{i=1}^{J} \psi(\xi_i; m_i, \sigma_i^2) \pi_i}$$

The M-step is calculated as follows. To obtain $\{\pi_j\}$, we have:

$$\frac{\partial Q(\theta, \theta^{(\theta)})}{\partial \pi_j} = 0 \Rightarrow \pi_j = \frac{1}{n} \sum_{i=1}^{n} z_{ij}, \quad j = 1,\ldots,J$$

To obtain $\{\mu_j\}$, we have:

$$\frac{\partial Q(\theta, \theta^{(\theta)})}{\partial m_j} = 0 \Rightarrow$$

$$\sum_{i=1}^{n} z_{ij} \left[ -\frac{1}{\xi_i - m_j} + \frac{(\xi_i - m_j)}{\sigma_j^2} \right] = 0, \quad j = 1,\ldots,J$$

$$\sum_{i=1}^{n} z_{ij} \left[ -\sigma_j^2 + (\xi_i - m_j)^2 \right] = 0, \quad j = 1,\ldots,J$$
\[
\sum_{i=1}^{n} \hat{z}_{i,j} \sigma_j^2 = \sum_{i=1}^{n} \hat{z}_{i,j} (\hat{\xi}_i - 2m_j \hat{\xi}_i + m_j^2), \quad j = 1, \ldots, J
\]
\[
\sum_{i=1}^{n} \hat{z}_{i,j} \sigma_j^2 = -2m_j \sum_{i=1}^{n} \hat{z}_{i,j} \hat{\xi}_i + \]
\[
m_j^2 \sum_{i=1}^{n} \hat{z}_{i,j} \sigma_j^2, \quad j = 1, \ldots, J
\]

To obtain \{\sigma_j\}, we have the set of equations:

\[
\frac{\partial Q(\theta, \theta)}{\partial \sigma_j} = 0
\]
\[
\sum_{i=1}^{n} \hat{z}_{i,j} \left[- \frac{2}{\sigma_j} + \frac{(\hat{\xi}_i - m_j)^2}{\sigma_j} \right] = 0, \quad j = 1, \ldots, J
\]
\[
\Rightarrow 2 \sigma_j^2 \sum_{i=1}^{n} \hat{z}_{i,j} (\hat{\xi}_i - m_j)^2; \quad j = 1, \ldots, J
\]
\[
\sigma_j^2 = \frac{\sum_{i=1}^{n} \hat{z}_{i,j} (\hat{\xi}_i - m_j)^2}{2 \sum_{i=1}^{n} \hat{z}_{i,j}}, \quad j = 1, \ldots, J
\]

The set of Equations (16) and (17) is a set of coupled non-linear equations and we use the optimization toolbox with the function fsolve to solve (16-17) at each maximization step.

2.3. Performances over AWGN Channels

To end this part, we give some BER results on AWGN channels, using the optimization obtained by the distance spectrum computation to find good modulation parameters. Due to a lack of place, we only give simulation results. For \(n = 2\), we obtain the following result on Figure 3.

The chaotic coder outperforms un-coded BPSK at high SNR’s due to good asymptotic properties with a moderate high free distance. The weakness of this kind of code is their poor coding rate. There are several solutions to improve this. The first is to make input bits enter the coder by groups of \(k\) bits. In this case, the coding rate becomes equal to: \(k/n(Q + 1)\).

However, this considerably reduces the correlation degree between consecutive states and renders the trellis non-binary. We found that the penalty encountered by this method too much important (using \(k = 2\) results in 4 dB losses compared to \(k = 1\)) so we prefer using puncturing to increase the coding rate of our proposed coders. We added the case of punctured codes on Figure 4 with the best puncturing patterns we found for rate 8/7 and 4/3.

The conclusions are nearly the same, considering the case \(n = 3\) as it is illustrated on Figure 4.

With a free distance equal to 13 for the optimized code

\[
\sigma_j^2 = \frac{\sum_{i=1}^{n} \hat{z}_{i,j} (\hat{\xi}_i - m_j)^2}{2 \sum_{i=1}^{n} \hat{z}_{i,j}}, \quad j = 1, \ldots, J
\]

Figure 3. Performances of Trellis Chaos-Coded Modulation over AWGN channels for \(n = 2, Q = 3\).

with rate 1/9, the punctured codes (9/7) are able to out perform un-coded BPSK at high SNR’s. To complete this overview of BER performances over AWGN channels, it is important to say that using the approximate pdf’s of the distance spectrum, we are able to accurately predict the BER at high’s SNR’s. To complete the results, we give on Figure 12 the best performances we found with \(n = 3, Q = 3\) (i.e. the number of states is 4096).

In fact, as it is expected, increasing the quantization level for a given dimensionality \(n\), entails some losses. Compared to Figure 4, the loss in terms of SNR for a BER of \(10^{-4}\), \(10^{-5}\) is approximately 1 dB on Figure 5 and punctured codes are unable to outperform un-coded BPSK.

It is clear that the obtained performances remain poor.
To increase the output mapping to matrices $A$ of high-dimension.

3. High Dimensional LDPC Based Mod-MAP Mapping with B.P Decoding

3.1. The Encoding Process

The generalized mod-MAP function is written as:

$$x_{k+1} = 2 A x_k \mod q$$

(18)

where $x_k$ is the input vector of size $n$ and $A$ is a $n \times n$ matrix with elements belonging to alphabet: $A = (0, 1, ..., q-1)$ with $q = 2^m$ since we take here: $q = 2^m$ for the considered Galois-field $GF(q)$. The encoding scheme is drawn on Figure 6. The binary streams $b = (b_1, b_2, ..., b_i, ...)$. The relation (19) is the high-dimensional expansion associated with the chaotic system (18). Another way to represent the encoding rule is to use the following equation:

$$x_{k+1} = 2 A x_k \mod q + 2^{Q} (d_{k+1} - 1/2, e) \mod q$$

(20)

The rule (20) is simpler than (19) to better understand the encoding algorithm; however Equation (19) is more suitable for the factorization of the factor graph. The rule (20) represents a dynamical system controlled with stochastic perturbations of small amplitudes $2^Q$ which constitute the input signal. It is obvious that as: $Q \rightarrow +\infty$, the small amplitudes vanish and the output signal vector becomes the chaotic state.

It is important to note that the decoding of a LDPC over $GF(q)$ implies that we use a systematic form for the encoding process. It’s the case here since $b = (b_1, b_2, ..., b_i, ...)$. A binary/q-ary converter is then used to obtain vectors $d_{k+1} = (d_{k+1}(1), d_{k+1}(2), ..., d_{k+1}(n))^{T}$ of $q$-ary symbols: $d_{i}^{(q)}$, $p = 1, 2, ..., n$ belonging to the alphabet: $A = (0, 1, ..., q-1)$. Each obtained vector $d_{k+1}$ is then multiplied by a sparse low-density based matrix $A^{Q}/q$ and weighted by a factor $2^{Q+1}$ then, the new resulting encoding vectors are added to obtain the vector:

$$z = \sum_{i=0}^{q} 2^{(i+1)} A^{Q} d_{k+1} \mod q$$

Finally, to obtain a chaotic trajectory we add the vector: $2^{(Q+1)} (A-I).e$ with: $e [1, 1, ..., 1]^{T}$. This yields to the following equation:

$$x_{i+1} = 2 A x_{i} \mod q + 2^{Q} (d_{i+1} - 1/2, e) \mod q$$

(20)


The coding sequence at the output of the modulator is then equal to: $x = (x_1, x_2, ..., x_n)$. The relation (19) is called the high-dimensional expansion associated with the chaotic system (18). Another way to represent the encoding rule is to use the following equation:

$$x_{k+1} = 2 A x_k \mod q + 2^{Q} (d_{k+1} - 1/2, e) \mod q$$

(20)

The relation (20) is simpler than (19) to better understand the encoding algorithm; however Equation (19) is more suitable for the factorization of the factor graph. The rule (20) represents a dynamical system controlled with stochastic perturbations of small amplitudes $2^Q$ which constitute the input signal. It is obvious that as: $Q \rightarrow +\infty$, the small amplitudes vanish and the output signal vector becomes the chaotic state.

It is important to note that the decoding of a LDPC over $GF(q)$ implies that we use a systematic form for the encoding process. It’s the case here since $b = (b_1, b_2, ..., b_i, ...)$. A binary/q-ary converter is then used to obtain vectors $d_{k+1} = (d_{k+1}(1), d_{k+1}(2), ..., d_{k+1}(n))^{T}$ of $q$-ary symbols: $d_{i}^{(q)}$, $p = 1, 2, ..., n$ belonging to the alphabet: $A = (0, 1, ..., q-1)$. Each obtained vector $d_{k+1}$ is then multiplied by a sparse low-density based matrix $A^{Q}/q$ and weighted by a factor $2^{Q+1}$ then, the new resulting encoding vectors are added to obtain the vector:
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$$x_{i+1} = 2 A x_{i} \mod q + 2^{Q} (d_{i+1} - 1/2, e) \mod q$$

(20)


The coding sequence at the output of the modulator is then equal to: $x = (x_1, x_2, ..., x_n)$. The relation (19) is called the high-dimensional expansion associated with the chaotic system (18). Another way to represent the encoding rule is to use the following equation:

$$x_{k+1} = 2 A x_k \mod q + 2^{Q} (d_{k+1} - 1/2, e) \mod q$$

(20)

The relation (20) is simpler than (19) to better understand the encoding algorithm; however Equation (19) is more suitable for the factorization of the factor graph. The rule (20) represents a dynamical system controlled with stochastic perturbations of small amplitudes $2^Q$ which constitute the input signal. It is obvious that as: $Q \rightarrow +\infty$, the small amplitudes vanish and the output signal vector becomes the chaotic state.

It is important to note that the decoding of a LDPC over $GF(q)$ implies that we use a systematic form for the encoding process. It’s the case here since $b = (b_1, b_2, ..., b_i, ...)$. A binary/q-ary converter is then used to obtain vectors $d_{k+1} = (d_{k+1}(1), d_{k+1}(2), ..., d_{k+1}(n))^{T}$ of $q$-ary symbols: $d_{i}^{(q)}$, $p = 1, 2, ..., n$ belonging to the alphabet: $A = (0, 1, ..., q-1)$. Each obtained vector $d_{k+1}$ is then multiplied by a sparse low-density based matrix $A^{Q}/q$ and weighted by a factor $2^{Q+1}$ then, the new resulting encoding vectors are added to obtain the vector:

$$z = \sum_{i=0}^{q} 2^{(i+1)} A^{Q} d_{k+1} \mod q$$

Finally, to obtain a chaotic trajectory we add the vector: $2^{(Q+1)} (A-I).e$ with: $e [1, 1, ..., 1]^{T}$. This yields to the following equation:

$$x_{i+1} = 2 A x_{i} \mod q + 2^{Q} (d_{i+1} - 1/2, e) \mod q$$

(20)


The coding sequence at the output of the modulator is then equal to: $x = (x_1, x_2, ..., x_n)$. The relation (19) is called the high-dimensional expansion associated with the chaotic system (18). Another way to represent the encoding rule is to use the following equation:

$$x_{k+1} = 2 A x_k \mod q + 2^{Q} (d_{k+1} - 1/2, e) \mod q$$

(20)

The relation (20) is simpler than (19) to better understand the encoding algorithm; however Equation (19) is more suitable for the factorization of the factor graph. The rule (20) represents a dynamical system controlled with stochastic perturbations of small amplitudes $2^Q$ which constitute the input signal. It is obvious that as: $Q \rightarrow +\infty$, the small amplitudes vanish and the output signal vector becomes the chaotic state.

It is important to note that the decoding of a LDPC over $GF(q)$ implies that we use a systematic form for the encoding process. It’s the case here since $b = (b_1, b_2, ..., b_i, ...)$. A binary/q-ary converter is then used to obtain vectors $d_{k+1} = (d_{k+1}(1), d_{k+1}(2), ..., d_{k+1}(n))^{T}$ of $q$-ary symbols: $d_{i}^{(q)}$, $p = 1, 2, ..., n$ belonging to the alphabet: $A = (0, 1, ..., q-1)$. Each obtained vector $d_{k+1}$ is then multiplied by a sparse low-density based matrix $A^{Q}/q$ and weighted by a factor $2^{Q+1}$ then, the new resulting encoding vectors are added to obtain the vector:

$$z = \sum_{i=0}^{q} 2^{(i+1)} A^{Q} d_{k+1} \mod q$$

Finally, to obtain a chaotic trajectory we add the vector: $2^{(Q+1)} (A-I).e$ with: $e [1, 1, ..., 1]^{T}$. This yields to the following equation:

$$x_{i+1} = 2 A x_{i} \mod q + 2^{Q} (d_{i+1} - 1/2, e) \mod q$$

(20)
3.2. Factor Graphs

To explain how the factorization can be efficiently implemented it is convenient to represent a function with a factor graph. Once a factor graph has been found it is straightforward to use the BP (Belief Propagation) algorithm to determine the marginal of a multivariate function. For linear block codes the factor graph of the code becomes a Tanner graph. Of course, in our case due to the use of a non-linear encoding process, finding this graph is a much more complicated task. In fact as Kozic demonstrated in [27], there are mainly two possible solutions to obtain it here. The first one consists in using the party-check equation given by Equation (20). The second one is the consequence of the high-dimensional expansions to obtain it here. The first one consists in using the non-linear encoding process, finding this one concerns the way the input bits slide to constitute a new vector to be encoded. This mechanism is related to the high-order expansion graph. The second one is the consequence of the high-dimensional expansion graph constitutes the main party-check equation given by Equation (20). The second solution is the only tractable one. However, it is important to avoid the use of successive power of \( A \) in the graph factorization. This is due to the fact that short cycles of length four appear when we use for example \( A^2 \) in a factor graph even if \( A \) does not exhibit short length cycles.

The graph factorization may be expressed in the following way: it comprises mainly three steps. The first one is related directly to the scheme of Figure 6 and concerns the computation of \( x_k \) given \( d_k \) it will be named high-order expansion graph. The second one concerns the LDPC code contained in each matrix \( A \), it will be named \( GF(q) \) LDPC graph and finally the third one concerns the way the input bits slide to constitute a new vector to be encoded. This mechanism is related to the convolutional encoder behaviour and will be named convolutional graph.

The high-order expansion graph constitutes the main original part and it can be obtained as follows. We consider at first an indicator function of high dimensional \( q \)-ary expansion:

\[
g(x_k,d_k,\ldots,d_{k-Q}) = \\
\begin{cases} 
1, & \text{if } x_k = \sum_{i=0}^{Q-1} 2^{-i} A_{k-i} d_{k-Q} + \frac{q}{2} \cdot p \mod q \\
0, & \text{otherwise}
\end{cases}
\]  

(21)

We can use then additional variables \( \mu_j \) defined as:

\[
x_k = \sum_{i=0}^{Q-1} \mu_{Q-i} + 2^{-i-Q-1} \cdot p \mod q
\]

Of course, we have the relationship: \( \mu_{j+1} = A, \mu_j \mod q \) with: \( \mu_0 = 2^{-i} d_{k-Q} \). With these variables, function \( g \) becomes a function only of variables: \( \mu_j \). To keep on factorizing \( g \) we introduce functions \( g_{i,j+1} \) defined as :

\[
g_{i,j+1}(\mu_{j+1},\mu_j) = \begin{cases} 
1, & \text{if } \mu_{j+1} = A \mu_j \mod q \\
0, & \text{otherwise}
\end{cases}
\]  

(22)

and \( g_0 \) :

\[
g_0(x_j,\mu_{Q-1},\mu_{0}) = \\
\begin{cases} 
1, & \text{if } x_j = \sum_{i=0}^{Q-1} \mu_{Q-i} + 2^{-i-Q-1} \cdot p \mod q \\
0, & \text{otherwise}
\end{cases}
\]

The corresponding factorization of \( g \) is given by:

\[
g() = g_0 \prod_{i=0}^{Q-1} \prod_{j=0}^{Q-i} g_{i,j+1}() 
\]

(23)

The factorization is drawn below on Figure 7.

It is possible to further factorize the class of functions: \( g_{i,j+1} \). The variables at the left side of Equation (22) will be named the checks and the variables on the right side will be considered as the noisy symbols. We define similarly as in the case of LDPC codes: \( N(l) = \{ m: a_{im} \neq 0 \} \) the set of noisy symbols that participate in the check \( l \).

In the same way, we define: \( M(m) = \{ l: a_{im} = 0 \} \) the set of checks that depend on the noisy symbol \( m \).

In this case (22) can be written as:

\[
\mu_{j+1}^{(l)} = \sum_{m \in N(l)} a_{im} \mu_{j}^{(m)} \mod q, m,l \in [1,n] \times [1,n] 
\]

(24)

Let:

\[
g_{i,j+1}^{(l)} = \begin{cases} 
1, & \text{if } \mu_{j+1}^{(l)} = \sum_{m \in N(l)} a_{im} \mu_{j}^{(m)} \mod q \\
0, & \text{otherwise}
\end{cases}
\]

(25)

The symbols on Figure 7 correspond either to variable nodes (circle on the figure) or check nodes (square on the figure). The symbolise decoding of the complete chaotic trajectory is given by:

\[
\arg_{d_{j+1}} \max_{x_{j} \in D_{j+1}} \sum_{x_j \in D_{j+1}} p(x_j) \prod_{j=1}^{M+Q} p(y_j|x_j) \times g(x_j,d_{j},\ldots,d_{j-Q}) \times p(d_{j},\ldots,d_{j-Q}) 
\]

(26)

The quantity \( = d_{j+1} \) means summation over all components except: \( d_{j+1} \). Furthermore, the graph of matrix \( A \) is classically those of a LDPC code over \( GF(q) \) and is drawn on Figure 8.

The shift register and the binary \( q \)-ary conversion set operation, which represent transition state from time \( j \) to time \( j+1 \) can be given by the indicator function: \( g_{c} = p(x_{j+1}|x_{j},d_{j+1}) \). The state at time \( j + 1 \) depends on the symbol sequence: \( d_{j+1},\ldots,d_{j+1-Q} \), and it can be computed using likelihoods of symbols \( d_{j},\ldots,d_{j+1-Q} \) and additional likely-
about symbol: $d_{j+1}$. Using together factorization $g_c$ and factorization of the high-order expansion of Figure 7, the decoding problem of (26) can be presented with the factor graph of Figure 9. This graph takes into account the shift register process which includes new incoming bits into the encoding process and consists of two recursions: forward and backward recursions as in the well known BCJR algorithm.

The parameters $\alpha_k, \beta_k, \gamma_k$ and $\delta_k$ are defined in the same way as in [27] except that we work at symbol level for the computation of $\alpha_k, \beta_k, \gamma_k$ and $\delta_k$.

Note that since the main difference with the scheme proposed by Kozic, et al. in [27] consists in the use of a non-binary encoding scheme, we have to transform a priori probabilities on bits to a priori probabilities in symbols. This is done using the formula:

$$P[d_{k+1} = (b_{k+1}^{(1)}, b_{k+1}^{(2)}, \ldots, b_{k+1}^{(m)})'] = \prod_{j=1}^{m} \frac{e^{b_{k+1}^{(j)} \lambda_k(b_{k+1}^{(j)})}}{1 + e^{b_{k+1}^{(j)} \lambda_k(b_{k+1}^{(j)})}}$$

(27)
where $\bar{A}(b_{k+i-Q}^{(j)})$ designs the log-likelihood ratio corresponding to bit $b_{k+i-Q}^{(j)}$. For the complementary problem, i.e. when we have to express the log-likelihood ratio of bit $b_{k+i-Q}^{(j)}$ from the log-likelihood ratios of corresponding symbols, we have:

$$A(b_{k+i-Q}^{(j)}) = \log \frac{\sum_{d_{k+i-Q}^{(j)}} e^{A(d_{k+i-Q}^{(j)})}}{\sum_{d_{k+i-Q}^{(j)}} e^{A(d_{k+i-Q}^{(j)})}} \text{ (28)}$$

where, obviously, $A(d_{k+i-Q}^{(j)})$ corresponds to the log-likelihood ratio of symbol:

$$d_{k+i-Q}^{(j)} = [b_{k+i-Q}^{(j-1,m+1)}, b_{k+i-Q}^{(j-1,m+2)}, \ldots, b_{k+i-Q}^{(j-1,m+m}].$$

### 3.3. Iterative Decoding

The main steps of the iterative decoding are the same as those of [27] except for the use of a non-binary generator matrix $A$. The decoding of LDPC codes over $GF(q)$ has been an extensive research topic recently. Among all the decoding algorithms, we choose the Extended Min-Sum (EMS) Algorithm in the log-domain proposed by Declercq and Fossorier [28] since it exhibits a good trade-off between performance and complexity. To explain the main principles we use the following notations. A parity node in a LDPC code over $GF(q)$ with $q = 2^m$ represents the following parity equation:

$$\sum_{k=1}^{d} h_k(x) i_k(x) = 0 \text{ mod } m(x) \text{ (29)}$$

where $m(x)$ in the modulo operator is a degree $m$ -1 primitive polynomial of $GF(q)$. Equation (29) expresses that the variable nodes needed to perform the BP algorithm on a parity node are the codeword symbols multiplied by non-zeros values of the parity matrix $H$. The corresponding transformation of the graph is performed by adding variable nodes corresponding to the multiplication of the codeword symbols $i_k(x)$ by their associated nonzero $H$ values and is illustrated on Figure 10.

The function node that connects the two variable nodes $i_k(x)$ and $h_k(x)$. $i_k(x)$ performs a permutation of the message values. The permutation that is used to update the message corresponds to the multiplication of the tensor indices by $h_k(x)$ from node $i_k(x)$ to node $h_k(x)$. $i_k(x)$ and to the division of the indices by $h_k(x)$ the other way. With this transformation of the factor graph, the parity node update is indeed a convolution of all incoming messages as in the binary case.

To express the EMS algorithm, we use the following notations for the messages in the graph. Let $\{V_v\} v = 1, \ldots, d_v$ be the set of messages entering a variable node of degree $d_v$, and $\{U_p\} v = 1, \ldots, d_v$ be the output messages for this variable node. The index ‘p,v’ indicates that the message comes from a permutation node to a variable node, and ‘v,p’ is for the other direction. We define similarly the messages $\{U_{vp}\} c = 1, \ldots, d_v$ (resp. $\{V_{pc}\} c = 1, \ldots, d_v$) at the input (resp. output) of a degree $d_v$ check node. The EMS algorithm works in the log-domain and uses reduced configuration sets to simplify the computational task. We define then:

$$U(i_1, \ldots, i_n) = \log \left( \frac{U[i_1, \ldots, i_n]}{U[0, \ldots, 0]} \right) \forall (i_1, \ldots, i_n) \in \{0,1\}^n \text{ (30)}$$

As the log-density-ratio (LDR) representations of the messages. In the considered $q$-ary case, the message is composed of $q - 1$ nonzero LDR values. The purpose of the EMS algorithm is to simplify the parity check node update by selecting only the most probable configuration sets of $q$-ary symbols which get involved in the parity check equations. To do that, we start by selecting in each incoming message $\bar{U}_{pc}$ the $n_q$ largest values (we will take $n_q$ fixed in our simulation results for simplicity reasons) that we denote: $\bar{U}_{pc}^{(k_c)}$, $k_c = 1, \ldots, n_q$. We use the following notation for the associated field element: $\alpha_{x}^{(k_c)}(x)$, so that we have:

![Figure 10. Transformation of the factor graph for the nonzero values in the $H$.](image-url)
The set $\text{Conf}(n_q)$ corresponds to the set of configurations built from the $n_q$ largest probabilities in each incoming message. Its cardinality is:

$$\text{Conf}(n_q) = \left\{ \alpha_{s_{k_1}} = [\alpha_{1(1)}^{(k_1)}(x), \ldots, \alpha_{1(d_1)}^{(k_1)}(x)] : \forall k = [k_1, \ldots, k_{d_1}] \in [1, \ldots, n_1]^{d_1-1} \right\}$$

(32)

any vector of $d_v-1$ field elements in this set is called a configuration. We need to assign a reliability to each configuration; we take as in [28]:

$$\text{L}(\mathbf{a}_k) = \sum_{c=1}^{d_v-1} \pi_{pc}^{(k_c)}.$$

The initialization of the decoder is achieved with the channel log-likelihoods defined as: $L[i_1, \ldots, i_m]$.

The EMS proceeds in three steps as given below:

**Sum-step:** variable node update for a degree $d_v$ node:

$$\mathcal{U}_v = \mathcal{L} + \sum_{v=1}^{d_v} V_{pv} \quad t = 1, \ldots, d_v$$

or:

$$\mathcal{U}_v[i_1, \ldots, i_m] = \mathcal{L}[i_1, \ldots, i_m] +$$

$$\sum_{v=1}^{d_v} V_{pv}[i_1, \ldots, i_m] \quad (i_1, \ldots, i_m) \in \{0,1\}^m$$

**Permutation-step:** from variable to check nodes:

$$\mathcal{U}_{pc}[i_1, \ldots, i_m] =$$

$$\sum_{v=1}^{d_v} V_{vp}[i_1, \ldots, i_m] \quad (i_1, \ldots, i_m) \in \{0,1\}^m$$

with $(i(x) = h(x), j(x))$

The permutation step from variable to check nodes is performed using: $P_{ni}^{(1)}$.

**Message update:** for a degree $d_c$ check node:

From the $d_c-1$ incoming messages $\mathcal{U}_{pc}$, build the sets:

$$S_{i_{d_c}} = \text{Conf}_{i_{d_c}}(q,1) \cup \text{Conf}_{i_{d_c}}(n_p, n_c),$$

Then:

$$V_{d,c}[i_{d_1}, \ldots, i_{d_c}] =$$

$$\max_{\mathbf{a} \in S_{i_{d_c}}} \left\{ \text{L}(\mathbf{a}_k) \right\} \quad (i_{d_1}, \ldots, i_{d_c}) \in \{0,1\}^m$$

(35)

With:

$$\text{Conf}_{i_{d_c}}(n_p, n_c) =$$

$$\{ \mathbf{a} \in \text{Conf}(n_p, n_c) : h_{d_c}(x)i_d(x) + \sum_{c=1}^{d_v-1} \alpha_{c}^{(k_c)}(x) = 0 \}$$

Post-processing:

$$\mathcal{P}_{q}[i_1, \ldots, i_m] = \mathcal{P}_{q}[i_1, \ldots, i_m] - \mathcal{P}_{q}[0, \ldots, 0]$$

$$\textbf{(36)}$$

### 3.4. Simulation Results

We give here some simulation results to show the performance of the proposed scheme. Since the target comparison is the work of Kozic & al [27], we use their results as benchmark for our proposed system. In his work, Kozic plots the obtained BER results for $n = 512$ and $1024$ as the size of the vector input bits together with $Q = 2$ or 3 and a random sparse matrix with weight $\rho = 3$ or 6 on each column. We take each time the best performances he obtained.

Using the same size of input blocks, we have to choose the desired spectral efficiency. Due to the heavy computational task, we only take here: $q = 4$ and $q = 8$; i.e.; we work with $GF(4)$ and $GF(8)$ with spectral efficiencies respectively equal to 2 and 3 bits/s/Hz. The obtained results are drawn on Figure 11 for block size 512 and on Figure 12 with block size 1024.

One notices that the performances of our $GF(q)$ LDPC codes of size 512 are quite similar to those of Vucetic & al for size 1024 and, using block size of length 1024, our designs outperform clearly those of Vucetic & al. The SNR gain for block size 1024 is approximately equal to 0.5 dB for $Q = 2$ and for $GF(8)$ and becomes 0.75 dB for $Q = 3$ since we obtain gains of 1.0 dB for $GF(8)$ and 1.5 dB for $GF(4)$. The improvement is slightly better in the case $Q = 3$ since we obtain gains of 1.0 dB for $GF(8)$ and 1.5 dB for $GF(4)$. This result is not really surprising since many authors have shown that LDPC codes over $GF(q)$ exhibit better performances than their counterparts on $GF(2)$. One can notice that the slopes i.e.; the diversity gain are the same each time in the waterfall region. A more detailed study should be done to determine the starting point SNR of the waterfall region with the EXIT-CHART curves.

### 4. Conclusions

In this paper we have proposed new insights of the work of Kozic et al. in the field of channel coding using chaos-based encoding process. First, using non-linear MOD-MAP mapping with matrices of small dimension, we are able, thanks to an original EM based guessing algorithm, to optimize the distance spectrum of the corresponding Chaos Coded Modulation (CCM) schemes and
hence we can optimize the BER performances of such schemes. In the case where we use high dimensional sparse matrices for the MOD-MAP mapping, we can use a decoding process similar to those of LDPC codes. When we compare our obtained results with those of the former literature we noticed that, working on $GF(q)$ enables to obtain significant gains of approximately 1 dB. This encouraging result entails the necessity to further optimize the design to reduce the hardware complexity. In fact, despite the use of the Extended Min-Sum algorithm, the obtained coding structure remains of prohibitive complexity.
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Abstract

Unlike most of the existing methods in Space Time coding (STC) system which focus on design of STC gaining full rate and/or maximum diversity, we propose an approach to improve spectral efficiency of the code. The proposed scheme carries more information symbols in each transmission block as compared to its counterpart code, and yet retains the property of simple decoding. Simulation results show that transmit diversity is retained with improvement of code efficiency. We mainly focus on Four transmit antenna scheme but it can be generalized for any number of transmit antennas.

Keywords: Space Time Block Code, Spectral Efficiency

1. Introduction

Since 1998 when Alamouti in [1] presented the idea of Space Time Coding, significant progress has been made in code design for achieving better diversity and code rate over multiple wireless communication channels. Space Time Coding (STC) system is one of the compromising scheme to meet the fast growing challenges for reliable and high data rate communication over multiple input multiple output (MIMO) channels. In [2,3] V.Tarokh et el discusses in detail the design of different classes of ST codes for achieving maximum diversity and full rate. However to counter the problem of unfeasibility/impracticability of having multiple receiver antennas at end users has put the researchers on work for alternates. In [2] it was shown that code rate cannot be greater than one. In fact even the maximum diversity and full rate codes do not exploit high efficiency. For example, if we look at (1), which is a Space Time Block Code (STBC) transmission matrix for four transmit antennas.

$$\begin{bmatrix}
  x_1 & x_2 & x_3 & x_4 \\
  -x_2 & x_1 & -x_4 & x_3 \\
  -x_3 & x_4 & x_1 & -x_2 \\
  -x_4 & -x_3 & -x_2 & x_1 \\
\end{bmatrix}$$

where only the four symbols of first row of the matrix (i.e. $x_1, x_2, x_3, x_4$) have been taken from a particular constellation (QPSK) while the other symbols are redundant and totally depend on four useful symbols. In other words out of sixteen symbols, only four symbols are carrying useful information.

In [4], Foschini proposed BLAST coding technique, which offers higher spectral efficiency by exploiting the spatial multiplexing to transmit independent data streams over Multiple-Input Multiple-output channels. Such type of scheme outperforms to its counterpart STBC having multiple antennas at both transmitter and receiver, but contrary in [5] it was shown that the decoding of such a scheme does not work well if the numbers of receiver antennas are less than that of number of transmit antennas.

In [6] a scheme for increasing the spectral efficiency of Alamouti code has been presented. But such a scheme does not contribute significant improvement in code efficiency for more than two transmit antennas.

In this paper we propose a technique to improve the spectral efficiency of STBC for four transmit antennas retaining maximum diversity, full rate and simple maximum likelihood (ML) decoding characteristics of original code. Although the main focus of this paper is to design efficient code for four transmit antennas scenario, but same idea can be extended in a straightforward manner for STBC having more than four antennas.

The rest of the paper is organized as follow: Section 2 presents the system model. In Section 3, different techniques for increasing the code efficiency are discussed. Simulation results are given in Section 4 and finally conclusion in Section 5.
2. System Model

We consider a wireless communication system having four transmit antennas and one receiver antenna. We assume that transmission at the base band employs a real constellation $\mathcal{A}$ with $2^d$ elements. The input binary stream is first split into two sub-stream by a serial to parallel converter. Each binary sub stream then passes through a QPSK constellation denoted by $\mathcal{A}$ to map binary bits into symbols, i.e. setting $x_i = s_i$ for $i = 1, 2, 3, 4$. We arrive at a matrix $C = O(s_1, s_2, s_3, s_4)$ with entries $\pm x_1, \pm x_2, \pm x_3, \pm x_4$. At each time slot $t = 1, 2, 3, 4$ signals $C_{ij}$ are transmitted simultaneously from four transmit antennas. Clearly the rate of transmission is $b$ bit/s/Hz.

The fading coefficients from first to last transmit antennas to receiver antenna at time $t$ are denoted by $h_1(t), h_2(t), h_3(t)$ and $h_4(t)$ respectively. Assuming that the fading coefficients are constant across four consecutive symbols transmission periods, and are expressed as:

\[
\begin{align*}
    h_1(t) &= h_1(t + T) = h_1 = |h_1| e^{j \theta_1}, \\
    h_2(t) &= h_2(t + T) = h_2 = |h_2| e^{j \theta_2}, \\
    h_3(t) &= h_3(t + T) = h_3 = |h_3| e^{j \theta_3}, \\
    h_4(t) &= h_4(t + T) = h_4 = |h_4| e^{j \theta_4},
\end{align*}
\]

where $|h_i|$ and $\theta_i$, for $i = 1, 2, 3, 4$ are the amplitude gain and phase shift for the path from transmit antenna $i$ to the receive antenna, and $T$ is the symbol duration.

At the receive antenna, the received signals over four consecutive symbol periods, denoted by $r_1, r_2, r_3$ and $r_4$ for $t = 1, \ldots, 4$ respectively, can be expressed as:

\[
\begin{align*}
    r_1 &= h_1 x_1 + h_2 x_2 + h_3 x_3 + h_4 x_4 + n_1, \\
    r_2 &= -h_1 x_1 + h_2 x_2 + h_3 x_3 + h_4 x_4 + n_2, \\
    r_3 &= -h_1 x_1 + h_2 x_2 - h_3 x_3 + h_4 x_4 + n_3, \\
    r_4 &= -h_1 x_1 - h_2 x_2 + h_3 x_3 + h_4 x_4 + n_4,
\end{align*}
\]

where $n_1, n_2, n_3$ and $n_4$ respectively from time 1 to 4 are independent complex variable with zero mean power spectral density $\text{No} / 2$ per dimension, representing additive white Gaussian noise. We may re-write Equation (3) into matrix form as:

\[
\begin{bmatrix}
    r_1 \\ r_2 \\ r_3 \\ r_4
\end{bmatrix} = \begin{bmatrix}
    h_1 & h_2 & h_3 & h_4 \\ -h_1 & h_2 & h_3 & h_4 \\ -h_1 & -h_2 & h_3 & h_4 \\ -h_1 & -h_2 & -h_3 & h_4
\end{bmatrix}
\begin{bmatrix}
    x_1 \\ x_2 \\ x_3 \\ x_4
\end{bmatrix} + \begin{bmatrix}
    n_1 \\ n_2 \\ n_3 \\ n_4
\end{bmatrix}
\]

or more precisely

\[
r_i = \sum_{j=1}^{4} a_j s_j + n_i
\]

where $a_j$ denotes channel coefficients. Assuming perfect channel state information is available at receiver, the receiver computes the decision metric

\[
\sum_{i=1}^{4} (r_i - \sum_{j=1}^{4} a_j s_j)^2
\]

The maximum likelihood decoding for $s_i$ can be achieved by decoupling the signals transmitted from different antennas, \([4,6]\).

\[
\hat{s}_i = \arg \min_{s_i \in \mathcal{A}} \left( (r_i - s_i)^2 \right)
\]

For $i = 1, \ldots, 4$ and decide in favour of $s_j$ among all the constellation symbols

3. Efficiency Improvement Code

Assume that all the symbols in (1) are drawn from a QPSK constellation with gray constellation as shown in Figure 1. Although the code given in (1) is full rate code but its efficiency is too low. To find out the code efficiency over a QPSK constellation, we represent (1) by its corresponding bit representation. There might be 256 different patterns, and each pattern comprises of 32 bits. To lay down all 256 different patterns is a fatigable and un-necessary work. To save space we lay down just one such pattern below in (8), by assuming $s_1 = e^{j \theta_0}, s_2 = e^{j \theta_1}, s_3 = e^{j \theta_2}$ and $s_4 = e^{j \theta_3}$

\[
\begin{bmatrix}
    00 \\ 10 \\ 00 \\ 01 \\ 00 \\ 00 \\ 10 \\ 01 \\ 00 \\ 10 \\ 00 \\ 00
\end{bmatrix}
\]

Now if we look at (8), the useful or informative bits are only 8 bits enumerated in first row of (8) while all other 24 (in 2nd, 3rd and 4th rows of (8)) bits are redundant and totally depends on 8 useful bits. We define the code efficiency $\eta$ as the ratio of the number of useful bits and the total number of bits in each pattern of code matrix. In this particular case, the code efficiency is $\eta = 8/32 = 0.25$.

Full rate Space Time Block Codes having 4 or more than 4 transmit antennas do not gain code efficiency more than 0.25, even the case is worse for non-full rate codes.

Here we discuss some technique to improve the spectral efficiency of the code for four transmit antennas.

One way is to split the original data bit stream into group of $4 \times 8$ like that in (8), i.e. the redundant bits have dual function, at the same time they represent as redundant bits and information bits. In this case we can have
full efficient code $\eta = 1$. But as our original data is random, so the probability of getting such a code pattern is $2^8 / 2^{32} \approx 0.66\%$ which is too small and practically near to zero probability.

Another way to improve the code efficiency $\eta$ is the technique very similar to that used in [6] for two transmit antenna Alamouti code. The original data stream is divided into group of nine bits. The first eight bits are arranged as useful bits in matrix form as in (8) and the ninth bit is used to decide which constellation to choose between the two constellation schemes shown in Figure 1 and Figure 2, for transmission of eight useful bits. For example if ninth bit 1, we choose the constellation A, shown in Figure 1, otherwise constellation B shown in Figure 2. It turns out that the transmission matrix has the same format as that in (8) but each transmission block now contains nine information bits instead of eight bits. The code efficiency increases to $9/32 = 0.28125$.

As in this technique the code efficiency increases by a single bit we call this technique, bit efficient Eb code.

Another way to increase the code efficiency is to first divide the source binary data in to group of ten bits and then convert them into two binary sub-stream by a serial to parallel converter. For simplicity we show these five, 2-bits parallel bit stream by following symbols.

$\begin{bmatrix} x_1 & x_2 & x_3 & x_4 & x_5 \end{bmatrix}$

Before passing the symbol through constellation we tally the fifth symbol with other four symbols in (9) by its corresponding bit representation and find out the symbol which is same as fifth symbol. In case if there are more than one matching symbols, then we take the first one in that vector and in case if there is no any matching symbol then we ignore the fifth symbol for that specific transmission.

We use two type of constellation (as shown in Figure 1 and Figure 2) in transmitting the useful symbols $\{x_1, x_2, x_3, x_4, x_5\}$, the symbol which is same as $x_5$ is transmitted from constellation A whereas the rest of the symbols are transmitted from constellation B.

As our source data stream is random, so it difficult to calculate the matching probability between fifth and other symbols. However for large data size we expect maximum probability. If first four symbol in (9), in its corresponding bit representation, are different to each other, then the probability that the fifth symbol will match with one of the other four symbols is 100%, if any three symbols are different then the probability that the fifth symbol will match with one of the other four symbols is 75%, so probability is 50% if two symbols are different and it is 25% if one symbol is different.

We assume that in each block of transmission we find a matching symbol. In this case the code efficiency is $10/32 = 0.3125$. As code efficiency is increased by a symbol, we call this technique as symbol efficient Es code.

Let $\{x_1, x_2, x_3, x_4, x_5\}$ denote the fifth symbol and $\{x_1, x_2, x_3, x_4, x_5\} \in A, B$

Then the transmission matrix (1) can be represented as

$\begin{bmatrix} x_1 e^{j\frac{\pi}{2}} & x_2 e^{j\frac{\pi}{2}} & x_3 e^{j\frac{\pi}{2}} & x_4 e^{j\frac{\pi}{2}} & x_5 e^{j\frac{\pi}{2}} \\
-x_1 e^{j\frac{\pi}{2}} & x_2 e^{j\frac{\pi}{2}} & -x_3 e^{j\frac{\pi}{2}} & x_4 e^{j\frac{\pi}{2}} & x_5 e^{j\frac{\pi}{2}} \\
-x_1 e^{j\frac{\pi}{2}} & -x_2 e^{j\frac{\pi}{2}} & x_3 e^{j\frac{\pi}{2}} & -x_4 e^{j\frac{\pi}{2}} & x_5 e^{j\frac{\pi}{2}} \\
-x_1 e^{j\frac{\pi}{2}} & -x_2 e^{j\frac{\pi}{2}} & -x_3 e^{j\frac{\pi}{2}} & x_4 e^{j\frac{\pi}{2}} & x_5 e^{j\frac{\pi}{2}} \end{bmatrix}$

$S_5$ is decided by the location of $r_j = 1, \ldots, 4$ which is closer to the decision boundary. Maximum likelihood decoding of $S_j = 1, \ldots, 4$ can be decoupled

$\hat{s}_j = \arg\min_{s \in A} \left\{ r_j - s e^{j\frac{\pi}{2}} \right\}$

4. Simulation Results

At transmitter two types of QPSK constellation are used. The minimum Euclidean distance between two QPSK constellations is the same as that of 8PSK constellation. Therefore in worse case the BER performance of the symbol efficient STBC code will be slightly worse due to additional error of symbol $S_5$, as compare to 8PSK modulation. On the contrary, if the recovery of $S_5$ is per-
fect i.e. the number of errors related to $S_5$ is zero, then the selection of the QPSK constellation at the receiver is always correct, and the minimum Euclidean distance turns out to be the same as that of a QSPK constellation. Thus in the best case, the BER performance of symbol efficient STBC will be slightly better as compare to ordinary STBC code.

Our simulation results in Figure 3 prove our claim of better spectral efficiency of symbol efficient E, STBC code as compare to conventional STBC.

Table 1 shows some specific results of a neat comparison between STBC, Bit efficient STBC, symbol efficient STBC and 8PSK.

Table 1. Performances of QPSK modulation under different scenarios.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Efficiency</th>
<th>R bit/s/Hz</th>
<th>BER</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-QPSK</td>
<td>0.25</td>
<td>2</td>
<td>Low</td>
</tr>
<tr>
<td>4-PSK E$_S$</td>
<td>0.282</td>
<td>2.25</td>
<td></td>
</tr>
<tr>
<td>4-PSK E$_c$</td>
<td>0.32</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>8PSK</td>
<td>0.25</td>
<td>3</td>
<td>High</td>
</tr>
</tbody>
</table>

Figure 3. BER performance of STBC and spectral efficiency STBC with 4 Transmit antennas.

5. Conclusions

Unlike most of the recent work, which are concentrated on design to achieve full rate and full diversity codes. We tried to invite researchers’ concentration to explore new techniques to augment the spectral efficiency of STB Codes. We presented a technique which enables us to send more symbols per transmission as compared to ordinary STB Codes. This approach also achieves full transmit diversity and allows maximum likelihood decoding for signals. The additional plus point of this technique is its flexibility to any number of transmit antennas.
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Abstract

A Mobile Ad hoc NETwork (MANET) is a self-organizing, temporary, infrastructure-free, multi-hop, dynamic topology wireless network that contains collection of cooperative autonomous freely roaming mobile nodes. The nodes communicate with each other by wireless radio links with no human intervention. Each mobile node functions as a specialized router to forward information to other mobile nodes. In order to provide efficient end-to-end communication with the network of nodes, a routing protocol is used to discover the optimal routes between the nodes. The routing protocols meant for wired networks can not be used for MANETs because of the mobility of nodes. Routing in ad hoc networks is nontrivial due to highly dynamic nature of the nodes. Various routing protocols have been proposed and widely evaluated for efficient routing of packets. This research paper presents an overview on classification of wide range of routing protocols for mobile ad hoc wireless networks proposed in the literature and shows the performance evaluation of the routing protocols: DSDV, AODV, FSR, LAR, OLSR, STAR and ZRP using the network simulator QualNet 4.0 to determine which protocols may perform best in large networks. To judge the merit of a routing protocol, one needs performance metrics (throughput, end-to-end delay, jitter, packet delivery ratio, routing overhead) with which to measure its suitability and performance. Our simulation experiments show that the LAR protocol achieves relatively good performance compared to other routing protocols.
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1. Introduction

The advent of ubiquitous computing and the proliferation of portable computing devices have raised the importance of mobile and wireless networking. Wireless networking is an emerging technology that allows users to access information and services electronically, regardless of their geographic position. Ad hoc is a Latin word, which means "for this purpose only". The term “ad hoc” tends to imply “can take different forms” and “can be mobile, stand alone, or networked” [1]. Ad hoc networks have the ability to form “on the fly” and dynamically handle the joining or leaving of nodes in the network. Mobile nodes are autonomous units that are capable of roaming independently. Typical mobile ad hoc wireless nodes are Laptops, Personal Digital Assistants, Pocket PCs, Cellular Phones, Internet Mobile Phones, Palmtops or any other mobile wireless devices. All of these have the capability and need to exchange information over a wireless medium in a network. Mobile ad hoc wireless devices are typically lightweight and battery operated.

A mobile ad hoc network (MANET) is an adaptive, self-configurable, self-organizing, infrastructure-less multi-hop wireless network with unpredictable dynamic topologies [2]. By adaptive, self-configurable and self-organizing, means an ad hoc network can be formed, merged together or partitioned into separated networks on the fly depending on the networking needs. i.e. a formed network can be deformed on the fly without the need for any system administration. By infrastructure-less, means an ad hoc network can be promptly deployed without relying on any existing infrastructure such as base stations for wireless cellular networks. By multi-hop wireless, means, in an ad hoc network the routes between end users may consists of multi-hop wireless links.
In addition, each node in a mobile ad hoc network is capable of moving independently and forwarding packets to other nodes.

The important characteristics of ad hoc wireless networks [2] are: dynamic topologies, low bandwidth, limited battery power, decentralized control, weak physical protection, etc. **Dynamic Topologies**: The nodes in ad hoc wireless networks are free to move independently in any direction. The network topology changes randomly at unpredictable times and primarily consists of bidirectional links. **Low Bandwidth**: These networks have lower capacity and shorter transmission range than fixed infrastructure networks. The throughput of wireless communication is lesser than wired communication because of the effect of the multiple access, fading, noise, and interference conditions. **Limited Battery Power**: The nodes or hosts operate on small batteries and other exhaustible means of energy. So, energy conservation is the most important design optimization criteria. **Decentralized Control**: Due to unreliable links, the working of ad hoc wireless networks depends upon cooperation of participating nodes. Thus, implementation of any protocol that involves a centralized authority or administrator becomes difficult. **Weak Physical Protection**: Nodes in ad hoc wireless networks are usually compact, soft, and hand-held in nature. Today, portable devices like mobile phones or personal digital assistants (PDAs) are getting smaller and smaller. They could get damaged or lost or stolen easily and misused by an adversary.

The domain of applications for ad hoc wireless networks is diverse, ranging from small, static networks that are constrained by power sources, to large-scale, mobile, highly dynamic networks [2,4]. Such networks are frequently viewed as a key communications technology enabler for network-centric warfare and military tactical operations—for fast establishment of military communications and troop deployments in hostile and/or unknown environments, disaster relief operations—for communication in environments where the existing infrastructure is destroyed, search and rescue operations and emergency situations—for communication in areas with no wireless infrastructure support, law enforcement—for secure and fast communication during law enforcement operations, commercial use—for enabling communications in exhibitions, conferences & large gatherings, intelligent transportation systems and fault-tolerant mobile sensor grids. Most of these applications demand a secure and reliable communication.

### 2. Routing in Mobile Ad Hoc Networks

Mobile hoc network (MANET) is built on the fly where a number of mobile nodes work in cooperation without the engagement of any centralized access point or any fixed infrastructure. The nodes in the network are free to move independently in any direction. Node mobility causes route changes. The nodes themselves are responsible for dynamically discovering other nodes to communicate. When a node wants to communicate with a node outside its transmission range, a multi-hop routing strategy is used which involves some intermediate nodes. The network’s wireless topology changes frequently and randomly at unpredictable times. Every node in ad hoc wireless network acts as a router that discovers and maintains routes in the network. Hence, the primary challenge is to establish a correct and efficient route between a pair of nodes and to ensure the correct and timely delivery of packets. Route construction should be done with a minimum of overhead and bandwidth consumption. Various protocols—proactive, reactive and hybrid—have been proposed and widely evaluated for efficient routing of packets in the literature [3].

Routing protocols [5] often are very vulnerable to node misbehavior. A node dropping all the packets is considered as malicious node or selfish nodes. A malicious node misbehaves because it intends to damage network functioning. A selfish node does so because it wants to save battery life for its own communication by simply not participating in the routing protocol or by not executing the packet forwarding. A malicious node could falsely advertise very attractive routes and thereby convince other nodes to route their messages via that malicious node.

### 3. Routing Protocols in Mobile Ad Hoc Networks

The main objective of ad hoc routing protocols is how to deliver data packets among nodes efficiently without predetermined topology or centralized control. Expected properties of MANET routing protocols are [6]: a routing...
protocol for MANET should be distributed in manner in order to increase its reliability, the routing protocol should assume routes as unidirectional links, the routing protocol should be power-efficient, the routing protocol should consider its security, and a routing protocol should be aware of Quality of Service (QoS). Based on the method of delivery of data packets from the source to destination, classification of the MANET routing protocols could be done as unicast, multicast or geocast routing protocols [6].

**Unicast Routing Protocols:** The routing protocols that consider sending information packets to a single destination from a single source.

**Multicast Routing Protocols:** Multicast is the delivery of information to a group of destinations simultaneously. Multicast routing protocols for MANET use both multicast and unicast for data transmission. Multicast routing protocols for MANET can be classified again into two categories: tree-based and mesh-based multicast routing protocols. Mesh-based routing protocols use several routes to reach a destination while the tree-based protocols maintain only one path. Tree-based protocols ensure less end-to-end delay in comparison with the mesh-based protocols.

**Geocast Routing Protocols:** The routing protocols aim to send messages to some or all of the wireless nodes within a particular geographic region. Often the nodes know their exact physical positions in a network, and these protocols use that information for transmitting packets from the source to the destination(s).

Ad hoc wireless network unicast routing protocols can be further classified into three major categories based on the routing information update mechanism: proactive or table driven, reactive or on-demand, and hybrid routing protocols.

### 3.1. Proactive Routing Protocols

In proactive routing protocols, also known as table-driven routing protocols, each node maintains one or more tables that contain consistent and up-to-date routing information to every other node in the network. The routing information is usually kept in a number of different tables. Proactive protocols continuously learn the global topology of the network by exchanging topological information among the network nodes. When the network topology changes, the nodes propagate update messages and the topology change information is distributed across the network. If the network topology changes too frequently, the cost of maintaining the network might be very high. Each node continuously evaluates routes to all reachable nodes. The overhead to maintain up-to-date network topology information is high.

Some of these protocols are: Destination Sequenced Distance Vector routing protocol (DSDV), Optimized Link State Routing protocol (OLSR), Fisheye State Routing protocol (FSR), Source Tree Adaptive Routing protocol (STAR), Wireless Routing Protocol (WRP), Global State Routing (GSR), Cluster-head Gateway Switch Routing protocol (CGSR), Hierarchical State Routing protocol (HSR).

#### 3.1.1. Destination Sequenced Distance Vector Routing Protocol (DSDV)

The Destination Sequenced Distance Vector (DSDV) [9] is a proactive unicast routing protocol that solves the major problem associated with distance vector routing of wired networks, i.e. count-to-infinity, by using destination sequence numbers. It uses the classical Bellman-Ford routing algorithm with some improvements on routing performance that guarantees loop free routes. Each node maintains a routing table that stores all possible available routes for each destination, the hop counts as routing metrics to reach the destination and the unique sequence numbers to keep up-to-date information about its neighbors. A sequence number created by the destination is used to distinguish stale routes from new ones and avoids formation of route loops. The route with higher sequence number is newer. If two routes have the same sequence number then the route with the best metric (i.e. shortest route)
is used.

Every node periodically exchange routing table updates to its immediate neighbors. The route updates can be either time-driven or event-driven. Two types of route update packets: full dump and incremental packets are used. The full dump packet carries all the available routing information, i.e., the entire routing table to the neighbors and the incremental packet carries only the information changed since the last full dump. For updating the routing information in a node, the update packet with the highest sequence number is used. The incremental update messages are sent more frequently than the full dump packets. The protocol will not scale in large network since a large portion of the network bandwidth is used in the updating procedures.

3.1.2. Optimized Link State Routing Protocol (OLSR)

The Optimized Link State Routing (OLSR) [11] is a proactive unicast optimized version of a pure link state routing protocol that employs an efficient link state packet forwarding mechanism called multipoint relaying. This protocol performs hop-by-hop routing; that is, each node in the network uses its most recent information to route a packet. The routing optimization is done mainly in two ways. Firstly, OLSR reduces the size of the control packets for a particular node during each route update by declaring only a subset of links with the node’s neighbors who are its multipoint relay selectors, instead of all links in the network. Any node which is not in the set can read and process each packet but do not retransmit. Secondly, it minimizes flooding of the control traffic by using only the selected nodes, called multipoint relays to disseminate information in the network. To select the multipoint relaying, each node periodically broadcasts a list of its one hop neighbors using hello messages. From the list of nodes in the hello messages, each node selects a subset of one hop neighbors, which covers all of its two hop neighbors. It provides optimal routes to every destination in terms of number of hops, which are immediately available when needed. As only multipoint relays of a node can retransmit its broadcast messages, this protocol significantly reduces the number of retransmissions in a flooding or broadcast procedure.

Therefore, the protocol works based on the mechanisms of: neighbors-sensing based on periodic exchange of hello messages, efficient flooding of control traffic using the concept of multipoint relays, and computation of an optimal route using the shortest-path algorithm. This protocol does not notify the source immediately after detecting a broken link and source node comes to know that route is broken when the intermediate node broadcasts its next packet. The proposed protocol is best suitable for large and dense ad hoc networks.

3.1.3. Fisheye State Routing Protocol (FSR)

The Fisheye State Routing (FSR) [12] is a proactive unicast routing protocol based on link state routing algorithm with effectively reduced overhead to maintain network topology information. The novelty of FSR is that it uses a special structure of the network called the “fisheye”. FSR maintains the accurate distance and path quality information about the immediate neighboring nodes and progressively reduces detail as the distance increases. In link state routing algorithm, used for wired networks, link state updates are generated and flooded through the network whenever a node detects a topology change. However, in FSR nodes exchange link state information periodically only with the neighboring nodes to maintain up-to-date full topology information of the network. To reduce the size of link state update messages, FSR uses different update periods for different entries in the routing table. Link state updates corresponding to the nodes within a smaller scope are propagated with higher frequency.

The FSR protocol is an improvement of Global State Routing (GSR). The large size of update messages in GSR wastes a considerable amount of network bandwidth. In FSR, each update message does not contain information about all nodes. Instead, it reduces the size of the update messages by exchanging information about closer nodes more frequently than it does about farther nodes, which lie outside the fisheye scope. The scope is defined in terms of the nodes that can be reached in a certain number of hops. So, each node gets accurate information about neighbors and accuracy of information decreases as the distance from node increases.

The advantage of FSR is that even though a node does not have accurate information about a destination, as the packet moves closer to the destination, more correct information about the route to the destination becomes available. FSR exhibits a better scalability concerning the network size compared to others as the overhead is controlled in this scheme.

3.1.4. Source Tree Adaptive Routing Protocol (STAR)

The Source Tree Adaptive Routing [13] protocol is based on the link state algorithm. Each node maintains a source routing tree, which is a set of links containing the preferred paths to every destinations and broadcasts its source-tree information to its neighbors and builds a partial graph of the topology. When a node has data packets to send to a destination for which no path exists in its source-tree, it originates an update message to all its neighbors indicating the absence of a path. The update message triggers another update message from a neighbor which has a path. After getting this, the node updates its source-tree and then finds path to all nodes in the network. In addition to path breaks, the intermediate nodes are responsible for handling the routing loops.

STAR will scale well in large networks since it has significantly reduced the amount of routing overhead disseminated into the network by using a least overhead
routing approach (LORA) to exchange routing information. However, this protocol may have significant memory and processing overheads in large and highly mobile networks, because each node is required to maintain a partial topology graph of the network (it is determined from the source tree reported by its neighbors), which changes frequently as the neighbors keep reporting different source trees.

3.2. Reactive Routing Protocols

In reactive routing protocols, also known as on-demand routing protocols, a node creates a route in an on-demand fashion, i.e. it computes a route only when needed. When a source wants to send packets to a destination, it invokes the route discovery mechanisms to find the path to the destination. Route discovery usually occurs by flooding a route request packet throughout the network. Route reply is sent back if the destination itself or node with route to the destination is reached. The discovery procedure terminates either when a route has been found or no route available after examination for all route permutations. Reactive routing does not maintain global topological information and, therefore, substantially reduces energy consumption. Some of these protocols are: Ad hoc On-Demand Distance Vector routing protocol (AODV), Dynamic Source Routing protocol (DSR), Associativity Based Routing protocol (ABR), Location Aided Routing protocol (LAR), Light-weight Mobile Routing protocol (LMR), Temporally Ordered Routing Algorithm (TORA), Ant-colony-based Routing Algorithm (ARA), Cluster-based Routing Protocol (CBRP).

3.2.1. Ad Hoc On-Demand Distance Vector Routing Protocol (AODV)

The Ad hoc On-Demand Distance Vector (AODV) [14] routing protocol is a reactive unicast routing protocol. The protocol constructs efficient route on demand with minimal control overhead and minimal route acquisition latency. AODV is essentially a combination of both DSR and DSDV algorithms and it borrows the basic on demand mechanism of route discovery and route maintenance from DSR, plus the use of hop-by-hop routing sequence numbers from DSDV. The destination sequence number can be used to ensure loop-free and to identify which route with the greatest sequence number is newer one.

AODV has bidirectional route from source to destination. To find a path from source to destination, the source broadcasts a route request packet. The neighbors in turn broadcast the packet to their neighbors till it reaches an intermediate node that has recent route information about the destination or till it reaches the destination. A node discards a route request packet that it has already seen. The route request packet uses sequence numbers to ensure that the routes are loop free. When a node forwards a route request packet to its neighbors, it also records in its tables the node from which the first copy of the request came. This information is used to construct the reverse path for the route reply packet. AODV uses only symmetric links because the route reply packet follows the reverse path of route request packet. As the route reply packet traverses back to the source, the nodes along the path enter the forward route into their tables. For route maintenance, when a source node moves, it can reinitiate route discovery to the destination. If one of the intermediate nodes moves, then the moved nodes neighbor realizes the link failure and sends a link failure notification to its upstream neighbors and so on till it reaches the source upon which the source can reinitiate route discovery if needed.

The difference between DSR and AODV is that in DSR, each packet carries full routing information, whereas in AODV, the packets carry the destination address. This means that AODV has potentially less routing overheads than DSR. The other difference is that the route replies in DSR carry the address of every node along the route, whereas in AODV, the route replies only carry the destination IP address and the sequence number.

The advantage of AODV is that it is adaptable to highly dynamic networks. However, node may experience large delays during route construction, and link failure may initiate another route discovery, which introduces extra delays and consumes more bandwidth as the size of the network increases.

3.2.2. Location Aided Routing Protocol (LAR)

The Location Aided Routing (LAR) [15] protocol is a reactive unicast routing scheme. In this, a source node estimates the current location range of the destination based on information of the last reported location and the mobility pattern of the destination. In this, an expected zone is defined as a region that is expected to hold the current location of the destination node. During route discovery procedure, the route request flooding is limited to a request zone, which contains the expected zone and location of the sender node. LAR decreases overhead of the route discovery by using the location information. It limits the search to a smaller request zone, causing significant reduction of the number of routing messages.

This protocol assumes that each node knows its location through a GPS. Two different LAR schemes were proposed in [15], the first scheme calculates a request zone which defines a boundary where the route request packets can travel to reach the required destination. The second scheme stores the coordinates of the destination in the route request packets. These packets can only travel in the direction where the relative distance to the destination becomes smaller as they travel from one hop to another. Both methods limit the control overhead transmitted through the network and hence conserve bandwidth. They will also determine the shortest path to
the destination, since the route request packets travel away from the source and towards the destination.

The disadvantage of LAR protocol is that each node is required to carry a GPS. Another disadvantage is, especially for the first method, that protocols may behave similar to flooding protocols (e.g., DSR and AODV) in highly mobile networks.

3.3. Hybrid Routing Protocols

In hybrid routing protocols, some of the characteristics of proactive protocols and some of the characteristics of reactive protocols are combined into one to get better solution for mobile ad hoc networks. These protocols exploit the hierarchical network architecture and allow the nodes with close proximity to work together to form some sort of backbone, thus increasing scalability and reducing route discovery. Nodes within a particular geographical region are said to be within the routing zone of the given node. For routing within this zone, a table-driven approach is used. For nodes that are located beyond this zone, an on demand approach is used.

Some of the hybrid routing protocols are: Distributed Spanning Tree based Routing Protocol (DST), Core-Extraction Distributed Ad Hoc Routing protocol (CEDAR), Zone Routing Protocol (ZRP), Zone-based Hierarchical Link State Routing Protocol (ZHLS), Distributed Dynamic Routing protocol (DDR), Scalable Location Update Routing Protocol (SLURP), Hybrid Ad hoc Routing Protocol (HARP).

3.3.1. Zone Routing Protocol (ZRP)

The Zone Routing Protocol (ZRP) [16] is a hybrid routing protocol, where the network is divided into routing zones according to the distances between nodes and the routing zone defines a range (in hops) that each node is required to maintain network connectivity proactively. In this, proactive routing approach-Intra Zone Routing Protocol (IARP) is used inside routing zones and reactive routing approach-Inter Zone Routing Protocol (IERP) is used between routing zones. Therefore, for nodes within the routing zone, routes are immediately available. For nodes that lie outside the routing zone, routes are determined on-demand (i.e. reactively), and it can use any on-demand routing protocol to determine a route to the required destination. Route creation is done using a query-reply mechanism. During the forwarding of the query packet, a node identifies whether it is coming from its neighbor or not. If yes, then it marks all of its known neighboring nodes in its same zone as covered. A covered node is a node which belongs to the routing zone of a node that has received a route query. The query is thus relayed till it reaches the destination. The destination in turn sends back a reply message via the reverse path and creates the route.

ZRP is suitable for the networks with large span and diverse mobility patterns. The advantage of this protocol is that it has significantly reduced the amount of communication overhead when compared to pure proactive protocols. It also has reduced the delays associated with pure reactive protocols such as DSR, by allowing routes to be discovered faster. This is because, to determine a route to a node outside the routing zone, the routing only has to travel to a node which lies on the boundaries (edge of the routing zone) of the required destination. Since the boundary node would proactively maintain routes to the destination (i.e. the boundary nodes can complete the route from the source to the destination by sending a reply back to the source with the required routing address).

The disadvantage of ZRP is that for large values of routing zone, the protocol can behave like a pure proactive protocol, while for small values it behaves like a reactive protocol.

4. Overall Comparison of All Unicast Routing Protocols

Advantages and disadvantages of proactive, reactive and hybrid approaches are shown in Table 1 and overall comparison of all unicast routing protocols are shown in Table 2.

| Table 1. Advantages and disadvantages of proactive, reactive and hybrid routing protocols. |
|-----------------------------------------------|-----------------------------------------------|
| **Advantages**                                      | **Disadvantages**                                      |
| Proactive                                          |                                                |
| -Up-to-date routing information                     | -Slow convergence                                     |
| -Quick establishment of routes                      | -Tendency of creating loops                          |
| -Small delay                                        | -Large amount of resources are needed                |
| -A route to every other node in the network is always available | -Routing information is not fully used |
| Reactive                                           |                                                |
| -Reduction of routing load                          | -Not always up-to-date routes                        |
| -Saving of resources                                | -Large delay                                         |
| -Loop-free                                          | -Control traffic and overhead cost                   |
| Hybrid                                             |                                                |
| -Scalability                                        | -Arbitrary proactive scheme within zones            |
| -Limited search cost                                | -Inter-zone routing latencies                       |
| -Up-to-date routing information within zones         | -More resources for large size zones                |
Table 2. Overall comparison of all unicast routing categories [20].

<table>
<thead>
<tr>
<th>Routing Property</th>
<th>Proactive</th>
<th>Reactive</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Routing Structure</td>
<td>Both flat and hierarchical</td>
<td>Mostly flat, except CBRP</td>
<td>Mostly hierarchical</td>
</tr>
<tr>
<td>Route Availability</td>
<td>Always available, if the nodes are reachable</td>
<td>Determined when needed</td>
<td>Depends on the location of the destination</td>
</tr>
<tr>
<td>Traffic Control Volume</td>
<td>Usually high</td>
<td>Low</td>
<td>Mostly lower than proactive and reactive</td>
</tr>
<tr>
<td>Mobility Handling Effects</td>
<td>Usually updates occur based on mobility at fixed intervals</td>
<td>ABR introduced LBQ, AODV uses local route discovery</td>
<td>Usually more than one path may be available</td>
</tr>
<tr>
<td>Storage Requirements</td>
<td>High</td>
<td>Usually lower than ADR protocols</td>
<td>Usually depends on the size of each cluster</td>
</tr>
<tr>
<td>Delay Level</td>
<td>Small routes are predetermined</td>
<td>Higher than proactive</td>
<td>For local destinations small, since Inter-zone may be as large as reactive protocols</td>
</tr>
<tr>
<td>Scalability Level</td>
<td>Usually up to 100 nodes</td>
<td>Source routing protocols up to few 100 nodes</td>
<td>Designed for up to 1000 or more nodes</td>
</tr>
</tbody>
</table>

Table 3. Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>10, 15, 25, 50, 75</td>
</tr>
<tr>
<td>Number of traffic sources</td>
<td>3</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>30 Seconds</td>
</tr>
<tr>
<td>Traffic Type</td>
<td>CBR</td>
</tr>
<tr>
<td>Packet Size</td>
<td>512 bytes</td>
</tr>
<tr>
<td>Topology Size</td>
<td>1500m × 1500m</td>
</tr>
<tr>
<td>Mobility Pattern</td>
<td>Random way point</td>
</tr>
</tbody>
</table>

5. Performance Evaluation and Analysis

5.1. Simulation Model

The simulations were performed using the network simulator QualNet 4.0 which is a discrete event simulator developed by Scalable Networks. It is extremely scalable accommodating high fidelity models of networks. QualNet makes good use of computational resources and models large-scale networks with heavy traffic and mobility in reasonable simulation times.

The study has been done to compare the efficiency of the various categories of routing protocols: DSDV, AODV, FSR, LAR, OLSR, STAR, and ZRP. The overall goal of our simulation study is to analyze the behavior and performance of the protocols under a range of various scenarios. Simulations have been run using a mobile ad hoc networks composed of 10, 15, 25, 50 and 75 nodes moving over a rectangular 1500 m × 1500 m space and operating over 30 seconds of simulation time. All nodes move according to the random way point mobility model. The traffic sources in our simulation are constant bit rate (CBR) traffic. Each traffic source originates 512 bytes data packets. The simulation parameters are shown in Table 3.

5.2. Simulation Metrics

The metrics that are used to evaluate the performance of the routing protocols are: throughput, average end-to-end delay, average jitter, total packets received, packet delivery ratio and routing overhead.

**Throughput** is the average rate of successful message/packet delivery over a communication channel. *i.e.* Throughput is the measure of how fast we can actually send the packets through network. The throughput is usually measured in bits per second (bit/s or bps), and sometimes in data packets per second or data packets per time slot.

**Average end-to-end delay** is the delay experienced by a packet from the time it was sent by a source till the time it was received successfully at the destination. *i.e.*, the end-to-end delay is the time a data packet is received by the destination minus the time the data packet is generated by the source. Average end-to-end delay includes all possible delays caused by buffering during route discovery latency, queuing at the interface queue, retransmission delays at the MAC, and propagation and transfer times of data packets.

**Average jitter** measures the packet delay variation. It is calculated as the average of the difference of the inter arrival time between subsequently received packets.

**Total packets received** is the number of packets received by the TCP sink at the final destination and the number of packets generated by the traffic sources.

**Packet delivery ratio** is the ratio of the number of data packets successfully delivered to the destinations to those generated by the constant bit rate (CBR) sources. **Routing overhead** is the number of control packets produced per mobile node. Control packets include route requests, replies and error messages. The routing load specifies the load over communications links for traffic flow.
5.3. Simulation Scenarios

Figure 4. Designer window scenario for 15 nodes.

Figure 5. Animator window scenario for 15 nodes.
Table 4. Metric values for 15 nodes.

<table>
<thead>
<tr>
<th>Protocols/Parameters</th>
<th>DSDV</th>
<th>AODV</th>
<th>FSR</th>
<th>LAR</th>
<th>OLSR</th>
<th>STAR</th>
<th>ZRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Throughput (10^6)</td>
<td>5.85</td>
<td>5.85</td>
<td>4.0</td>
<td>6.1</td>
<td>5.7</td>
<td>3.65</td>
<td>4.85</td>
</tr>
<tr>
<td>End-To-End Delay</td>
<td>-</td>
<td>-</td>
<td>1.17</td>
<td>3.25</td>
<td>0.08</td>
<td>0.4</td>
<td>1.56</td>
</tr>
<tr>
<td>Average Jitter</td>
<td>-</td>
<td>-</td>
<td>3.48</td>
<td>2.5</td>
<td>0.5</td>
<td>0.4</td>
<td>4.68</td>
</tr>
<tr>
<td>Total PacketsReceived (10^5)</td>
<td>3.35</td>
<td>3.35</td>
<td>1.9</td>
<td>3.22</td>
<td>2.97</td>
<td>1.83</td>
<td>2.56</td>
</tr>
</tbody>
</table>

Table 5. Metric values for 25 nodes.

<table>
<thead>
<tr>
<th>Protocols/Parameters</th>
<th>DSDV</th>
<th>AODV</th>
<th>FSR</th>
<th>LAR</th>
<th>OLSR</th>
<th>STAR</th>
<th>ZRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Throughput (10^6)</td>
<td>0.99</td>
<td>1.01</td>
<td>0.63</td>
<td>0.98</td>
<td>0.94</td>
<td>0.51</td>
<td>0.48</td>
</tr>
<tr>
<td>End-To-End Delay</td>
<td>-</td>
<td>-</td>
<td>2.8</td>
<td>11.6</td>
<td>0.1</td>
<td>0.6</td>
<td>3.8</td>
</tr>
<tr>
<td>Average Jitter</td>
<td>0.1</td>
<td>-</td>
<td>1.2</td>
<td>11.7</td>
<td>0.6</td>
<td>0.6</td>
<td>3.5</td>
</tr>
<tr>
<td>Total PacketsReceived (10^5)</td>
<td>5.6</td>
<td>5.7</td>
<td>2.8</td>
<td>5.4</td>
<td>4.8</td>
<td>2.7</td>
<td>2.4</td>
</tr>
</tbody>
</table>

Table 6. Metric values for 50 nodes.

<table>
<thead>
<tr>
<th>Protocols/Parameters</th>
<th>DSDV</th>
<th>AODV</th>
<th>FSR</th>
<th>LAR</th>
<th>OLSR</th>
<th>STAR</th>
<th>ZRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Throughput (10^6)</td>
<td>2</td>
<td>0.07</td>
<td>1.24</td>
<td>1.17</td>
<td>0.98</td>
<td>1.96</td>
<td>0.75</td>
</tr>
<tr>
<td>End-To-End Delay</td>
<td>-</td>
<td>-</td>
<td>7.5</td>
<td>46</td>
<td>0.75</td>
<td>31</td>
<td>40.8</td>
</tr>
<tr>
<td>Average Jitter</td>
<td>-</td>
<td>-</td>
<td>20.75</td>
<td>21.3</td>
<td>0.5</td>
<td>36.75</td>
<td>32.5</td>
</tr>
<tr>
<td>Total PacketsReceived (10^5)</td>
<td>1.16</td>
<td>1.16</td>
<td>0.53</td>
<td>1.13</td>
<td>0.08</td>
<td>0.61</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Table 7. Metric values for 75 nodes.

<table>
<thead>
<tr>
<th>Protocols/Parameters</th>
<th>DSDV</th>
<th>AODV</th>
<th>FSR</th>
<th>LAR</th>
<th>OLSR</th>
<th>STAR</th>
<th>ZRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Throughput (10^6)</td>
<td>3.14</td>
<td>3.14</td>
<td>1.87</td>
<td>1.76</td>
<td>3.04</td>
<td>1.28</td>
<td>0.38</td>
</tr>
<tr>
<td>End-To-End Delay</td>
<td>-</td>
<td>-</td>
<td>13</td>
<td>78</td>
<td>1</td>
<td>67</td>
<td>42</td>
</tr>
<tr>
<td>Average Jitter</td>
<td>-</td>
<td>-</td>
<td>16</td>
<td>96</td>
<td>5</td>
<td>50</td>
<td>25</td>
</tr>
<tr>
<td>Total PacketsReceived (10^5)</td>
<td>1.76</td>
<td>1.76</td>
<td>0.78</td>
<td>0.84</td>
<td>1.54</td>
<td>0.8</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Figure 6. Multi experimental comparison chart (15 nodes) for the metric: throughput.
Figure 7. Multi experimental comparison chart (15 nodes) for the metric: Average end-to-end delay.

Figure 8. Multi experimental comparison chart (15 nodes) for the metric: Average jitter.
5.4. Simulation Results and Analysis

The simulation study has been done using the network simulator QualNet 4.0 for performance comparison of the protocols: DSDV, AODV, FSR, LAR, OLSR, STAR and ZRP. The all seven routing protocols result in improvements of the performance metrics that include throughput, jitter, end-to-end delay and total packets received. It was observed from the simulation that DSDV and AODV gives nearly same and maximum throughput in small sized networks. Throughput of FSR, LAR, OLSR, and STAR is increasing as the network size is increasing, but OLSR performs well in large sized networks. Throughput of ZRP is well and it is nearer for small and large networks, but for large sized networks it is decreasing. For end-to-end delay and average jitter, the performance of DSDV and AODV is better than FSR, LAR, OLSR, STAR and ZRP in case of small sized networks. In medium and large sized networks, the end-to-end delay and average jitter of AODV and DSDV protocols are same.

The improvements shown in LAR are gradually increasing than others. Hence, it can be concluded that LAR is the best among the studied routing protocols.

6. Conclusions

In this article, the classifications of routing protocols for ad hoc wireless networks were discussed. In proactive protocols, each node maintains network connectivity and up-to-date routing information to all the nodes in the network. In reactive protocols, a node finds the route to a destination when it desires to send packets to the destination. In hybrid routing protocols, some of the characteristics of proactive and some of the characteristics of reactive are combined, by maintaining intra-zone information proactively and inter-zone information reactively, into one to get better solution for mobile ad hoc networks.

Generally speaking, reactive protocols require fewer amounts of memory, processing power, and energy than that of the proactive protocols. The mobility and traffic pattern of the network must play the key role for choosing an appropriate routing strategy for a particular network. It is quite natural that one particular solution cannot be applied for all sorts of situations and, even if applied, might not be optimal in all cases. Often it is more appropriate to apply a hybrid protocol rather than a strictly proactive or reactive protocol as hybrid protocols often possess the advantages of both types of protocols.

DSDV and GSR uses destination sequence numbers to keep routes up-to-date and loop-free. HSR and ZHLS are hierarchical routing protocols. FSR reduces the size of tables to be exchanged by maintaining less accurate information about nodes farther away. CGSR and CBRP are cluster-based routing protocol where nodes are grouped into clusters. AODV is an on-demand version of DSDV routing protocol. ABR uses the degree of associativity to select routes and a localized broadcast query is initiated when a link goes down. WRP maintains the best-path information to a destination, avoids routing loops during route discovery process, and converges quickly after a link failure. In LAR, the route request packets propagate in the request zone only. DSR is a source routing proto-
col where the route is in each packet. DSR had higher routing overhead as compared to AODV. ZHLS and SLURP are highly adaptable to changing topology, since only the node ID and zone ID of the destination is required for routing to occur. They do not use a cluster-head to coordinate data transmission, which means that a single point of failure and performance bottlenecks can be avoided. The ZRP routing protocol is designed to increase the scalability of mobile ad hoc networks. The advantage of this protocol is that it maintains strong network connectivity (proactively) within the routing zones while determining remote route (outside the routing zone) quicker than flooding.

The simulation study has been done using the network simulator QualNet 4.0 for performance comparison of the protocols: DSDV, AODV, FSR, LAR, OLSR, STAR and ZRP. The improvements shown in LAR are gradually increasing than others. Hence, it can be concluded that LAR is the best among the studied routing protocols.
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Abstract

This paper proposes two nonlinear blind equalizers: the nonlinear constant modulus algorithm (NCMA) and the nonlinear modified constant modulus algorithm (NMCMA) by applying a nonlinear transfer function (NTF) into constant modulus algorithm (CMA) and modified constant modulus algorithm (MCMA), respectively. The effect of the NTF on CMA and MCMA is theoretically analyzed, which implies that the NTF can make their decision regions much sharper so that the proposed two nonlinear blind equalizers are more robust against the convergency error compared to their linear counterparts. The embedded single layer in NCMA and NMCMA simultaneously guarantees a comparably speedy convergency. On 16-quadrature amplitude modulation (QAM) symbols, computer simulations show that NCMA achieves an 8dB lower convergency mean square error (MSE) than CMA, and NMCMA achieves a 15dB lower convergency MSE than MCMA.

Keywords: Nonlinear Blind Equalizer, Nonlinear Transfer Function (NTF), CMA, Nonlinear CMA (NCMA), Nonlinear MCMA (NMCMA)

1. Introduction

Constant modulus algorithm (CMA) [1-6] is widely used for blind equalization [2,5,6,7-10] for constant modulus transmissions in communication systems in order to overcome the propagation channel corruption, mitigate the inter-symbol interference (ISI) and recover the transmitted symbols, which usually has a satisfied performance in common situations. However, under a complicated multipath channel, the transmitted symbols suffer from severe distortion and CMA will perform poor for multi-modulus symbols, i.e. for high-order quadrature amplitude modulation (QAM) symbols, mainly due to the inability of CMA on phase error correction [11].

To suppress the convergence error and improve the equalization performance for multi-modulus symbols, [11-14] proposed a classical modified constant modulus algorithm (MCMA), in which the real component and the imaginary component of the equalizer output are respectively considered to compress the phase error, leading to a better performance. However, its performance is not good enough in some severe cases, since its decision region is comparably smooth, which does not tolerate the convergency error very much.

The method for further improvement is to bring in nonlinearity instead of linearity, which can be realized by utilizing multilayer architecture, nonlinear transfer function (NTF) [15] or neural network [16-18]. However, as a tradeoff, the complicated multiple architecture results in a slower convergency. As we all know, the speedy convergency is significant for adaptive blind equalization. Consequently, in this paper, we preferentially consider introducing a NTF into blind equalization to improve the performance. A NTF, \( f(x) = x + \alpha \sin(\pi x) \), is proposed in [18] for blind equalizer according to its provided properties. However, there is a remaining unsolved question: in essence, why can this NTF be helpful for equalization performance? Or equivalently, what is the theoretical effect of NTF on equalization performance? This paper will answer this question via theoretical analysis. The following theoretical derivation provides that the NTF can make the decision region much sharper so that the proposed nonlinear blind equalizers are more robust against the convergency error. Based on this discovery, by applying the nonlinear transfer function (NTF) to CMA and MCMA, the nonlinear CMA (NCMA) and nonlinear modified CMA (NMCMA) are thus proposed, and their adaptive learning rules are also theoretically derived in this paper.

The remainder of this paper is organized as follows. Section II theoretically analyzes the effect of the NTF on blind equalizers. Based on the analysis given in Section 2, the nonlinear blind equalizer, NCMA, is proposed in Section III. Moreover, another blind equalizer, NMCMA, is proposed in Section 4. Simulation results of the proposed
nonlinear blind equalizers on 16-QAM symbols are reported in Section 5, which are compared to their linear counterparts, followed by conclusion in Section 6.

Notation: $E[\cdot]$ represents expectation of a random variable. $|\cdot|$ denotes the modulus of a complex number or the absolute value of a real number. The superscripts $(\cdot)^*$ and $(\cdot)^{\prime}$ denote the conjugate and derivative, respectively. Both $\text{Re} \{ \cdot \}$ and $(\cdot)_r$ denote the real component while both $\text{Im} \{ \cdot \}$ and $(\cdot)_i$ denote the imaginary component.

2. Effect of NTF

2.1. CMA

The cost function of CMA can be expressed as [1]

$$J_{\text{CMA}}(n) = \frac{1}{4}E \left[ \left| y(n) \right|^2 - R_2 \right]^2$$

(1)

where $n$ denotes the time index; $y(n)$ represents the equalized symbol; assuming that $s(n)$ is the complex-valued transmitted symbol, the constant modulus, $R_2$, is given by $R_2 = \frac{E[|s(n)|^2]}{E[|s(n)|]}$. The 3D performance function of CMA, $J_{\text{CMA}}$, is shown versus $y(n)$ in [1].

2.2. Performance Function without NTF

Considering the case without a NTF in CMA [1],

$$y(n) = X^T(n)W = \sum_{m=0}^{M-1} x(n-m)w_m$$

(2)

where, $X(n) = [x(n), x(n-1), \ldots, x(n-M+1)]^T$ is the corrupted signal at the receiver, which is also the input signal of the equalizer, and $W = [w_0, w_1, \ldots, w_{M-1}]^T$ is the adaptive weight vector. Assuming keeping all weights unchanged except $w_p$, $0 \leq p \leq M-1$, (2) can be expressed as

$$y(n) = \sum_{m=0, m \neq p}^{M-1} x(n-m)w_m + x(n-p)w_p$$

$$= C + x(n-p)w_p$$

(3)

where $C = \sum_{m=0}^{M-1} x(n-m)w_m$ is a constant in this case.

Using (3) together with (1), the 2D performance function, $J_{\text{CMA}}$, is shown versus $\text{Re} \{ w_p \}$ in Figure 1, similar as
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coefficient and \( f \) denotes the frequency of the sine function, is considered in this paper for performance analysis. With this NTF, based on the proposed architecture as shown in **Figure 2**, we have

\[
y(n) = f \left( \text{Re} \left( X^{T} (n) W \right) \right) + j f \left( \text{Im} \left( X^{T} (n) W \right) \right)
\]

\[
= C + x(n-p) w_{p} + j \alpha \sin(2 \pi f \text{Re} \left( C + x(n-p) w_{p} \right)) + j \alpha \sin(2 \pi f \text{Im} \left( C + x(n-p) w_{p} \right))
\]

(4)

Since the performance function is symmetrical around the \( J - \text{axis} \), i.e. the cost function is independent with the phase of \( y(n) \) or \( w_{p} \), without loss of generality, let us consider the simplest case, i.e. \( w_{p} \) is real. In this case, (4) can be approximated as

\[
y(n) - C_{p} = w_{p} + \alpha \frac{C}{x(n-p)} \sin(2 \pi f \text{Re} \left( C + x(n-p) w_{p} \right)) + j \alpha \sin(2 \pi f \text{Im} \left( C + x(n-p) w_{p} \right))
\]

\[
\approx w_{p} + \frac{C_{p}}{x(n-p)} \sin(2 \pi f \text{Re} \left( C + x(n-p) w_{p} \right))
\]

(5)

where, the approximation \((a)\) is based on the fact that the closer the directions of two vectors with fixed modules, the bigger their summation, and the approximation \((b)\) is true because \( C \) in (5) is a constant, same as that in (3) and the value of the sine function in (5) is determined by the item containing \( w_{p} \). Furthermore, we have

\[
y(n) \approx \left[ C + x(n-p) w_{p} \right] + \alpha \sin(2 \pi f \left| x(n-p) \right| w_{p})
\]

(6)

Based on (6) together with (1), the 2D performance function, \( J_{\text{NCMA}} \), is shown versus \( \text{Re} \{ w_{p} \} \) in **Figure 1**, compared to that without NTF. One can see that using this NTF, its performance function becomes sharper than its previous linear counterpart. Once the convergency point is not exactly the minimum value but one of its surrounding points, namely, there is an estimation bias, i.e. \( \delta W \), its estimation error gets smaller after implanting this NTF. In other words, NCMA is more robust against the convergency error than CMA. It is noticed that, the NTF will provide a good equalization performance under the constraint that \( 2 \pi f \left| x(n-p) \right| \leq \frac{\pi}{2} \), i.e.

\[
0 < f \leq \frac{1}{4 \sqrt{R_{2}}}
\]

Particularly, when \( f = \frac{1}{4 \sqrt{R_{2}}} \), the NTF exhibits the optimal equalization performance.

### 2.4. Discussion and Extension

As shown in **Figure 1**, where the cost function, \( J \), is plotted versus the adaptive weights, \( \text{Re} \{ w_{p} \} \), \( J_{\text{NCMA}} \) looks similar with \( J_{\text{CMA}} \) except that it has a sharper decision region than \( J_{\text{CMA}} \). The resulting sharper decision region will lead to a better equalization performance in the end. On the other hand, denote by \( J_{\text{MCMA}} \) and \( J_{\text{NMCMA}} \) the cost functions for MCMA and NMCMA, respectively. Since MCMA is similar to CMA except that in NMCA, the real part and the imaginary part are separately considered, after adding a NTF into the linear equalizer, the relationship between \( J_{\text{NMCMA}} \) and \( J_{\text{MCMA}} \) is the same with that between \( J_{\text{MCMA}} \) and \( J_{\text{CMA}} \).

Therefore, one can know that \( J_{\text{NMCMA}} \) also looks similar with \( J_{\text{MCMA}} \) except that it has a sharper decision region than \( J_{\text{MCMA}} \).

### 3. Proposed NCMA

In **Figure 2**, \( x(n), x(n-1), \cdots, x(n-M+1) \), as mentioned, are the corrupted symbols at the receiver, \( w_{0}, w_{1}, \cdots, w_{M-1} \), as mentioned, are the equalizer taps with the length of \( M \), and the variable \( \text{net} \) is an intermediate variable for convenience. For a time index of \( n \), the input and its corresponding output can be formulated as

\[
\text{net}(n) = X^{T} (n) W
\]

(7)

and

\[
y(n) = y_{r}(n) + j y_{i}(n),
\]

(8)

where

\[
y_{r}(n) = f \left( \text{net}_{r}(n) \right)
\]

(9)

and

\[
y_{i}(n) = f \left( \text{net}_{i}(n) \right).
\]

(10)

Furthermore, the real component and the imaginary component of \( \text{net}(n) \) can be obtained as

\[
\text{net}_{r}(n) = \sum_{m=0}^{M-1} \left[ x_{r}(n-m) w_{m,r} - x_{i}(n-m) w_{m,i} \right]
\]

(11)

and

\[
\text{net}_{i}(n) = \sum_{m=0}^{M-1} \left[ x_{r}(n-m) w_{m,i} - x_{i}(n-m) w_{m,r} \right]
\]

(12)

Based on (1), using the statistic gradient descent (SGD) in terms of \( w_{p} \), we have
\[
\frac{\partial J_{\text{NCMA}}(n)}{\partial w_p} = \left( |y(n)|^2 - R_z \right) \frac{\partial |y(n)|}{\partial w_p} \right) \frac{\partial |y(n)|}{\partial w_p}
\]

where

\[
\frac{\partial |y(n)|}{\partial w_p} = f \left( \text{net}_p(n) \right) f' \left( \text{net}_p(n) \right) x_p(n-p) + f \left( \text{net}_p(n) \right) f' \left( \text{net}_p(n) \right) x_i(n-p)
\]

and

\[
\frac{\partial |y(n)|}{\partial w_p} = f \left( \text{net}_i(n) \right) f' \left( \text{net}_i(n) \right) x_i(n-p) + f \left( \text{net}_i(n) \right) f' \left( \text{net}_i(n) \right) x_i(n-p)
\]

Assuming \( \mu \) is the learning rate, the weights update from the \( n \)th step to the \((n+1)\)th step can be expressed as

\[
W(n+1) = W(n) - \mu e(n) X^*(n)
\]

where

\[
e(n) = \left[ |y_R(n)|^2 - R_z \right] |y_R(n)| f' \left( \text{net}_R(n) \right) + f \left( \text{net}_R(n) \right) f' \left( \text{net}_R(n) \right)
\]

and

\[
e_i(n) = \left[ |y_i(n)|^2 - R_{z,i} \right] y_i(n) f' \left( \text{net}_i(n) \right) + f \left( \text{net}_i(n) \right) f' \left( \text{net}_i(n) \right)
\]

5. Computer Simulations

The proposed NCMA and NMCMA are demonstrated by using the 16-QAM symbols through a multipath channel. Their performances are compared to those of the pre-existing CMA and MCMA. A typical complex-valued 10-path communication propagation channel, labeled \( H(z) \) [18], is used in this simulation, which is given by

\[
H(z) = (0.0410 + j0.0109) + (0.0495 + j0.0123)z^{-1} + (0.0672 + j0.0170)z^{-2} + (0.0919 + j0.0235)z^{-3} + (0.7920 + j0.1281)z^{-4} + (0.3960 + j0.0871)z^{-5} + (0.2715 + j0.0498)z^{-6} + (0.2291 + j0.0414)z^{-7} + (0.1287 + j0.0154)z^{-8} + (0.1032 + j0.0119)z^{-9}.
\]

We set signal-to-noise ratio (SNR) to 30dB for all cases. For 16-QAM symbols, the constant modulus, \( R \), is equal to 13.2. The real component, \( R_{z,R} \), and the imaginary component, \( R_{z,i} \), are both equal to 8.2. The length of NCMA, \( M \), is set as 15, the same as CMA. The length of NMCMA, \( M \), is set as 21, the same as MCMA. The adaptation step-size is set as 0.00001 for all. All initialized weights are set randomly with small values of approximately \( 10^{-5} \) except for the center weights.
which are set as $1.0 + j0$. The NTF $f(x) = x + \alpha \sin(2\pi f x)$ is used, where the nonlinear coefficient $\alpha$ is set as 0.3 and the frequency of the sine function, $f$, is chosen as $\frac{1}{4\sqrt{R_2}}$ for NCMA, and $\frac{1}{4\sqrt{R_{2,R}}}$ or $\frac{1}{4\sqrt{R_{2,I}}}$ for NCMCA.

After 12000 training symbols, the following 2000 received symbols are tested for evaluating the equalization performance. The symbols' constellation after CMA equalizer is illustrated in Figure 3, whose estimation error is comparatively large. For comparison, the symbol's constellation after NCMA equalizer is shown in Figure 4, where the equalized symbols more concentrate on their supposed position and their bias are much smaller. To be clear, the MSEs of CMA and MCMA are plotted in Figure 5. One can see that, NCMA, with the MSE of approximate –13 dB, performs better than CMA, with the MSE of approximately –7 dB.

Similarly, the symbols' constellation after MCMA equalizer is illustrated in Figure 6, whose estimation error is comparatively large. For comparison, the symbol's constellation after NCMCA equalizer is shown in Figure 7, where the equalized symbols much more concentrate on their supposed position and their bias are much smaller. To be clear, the MSEs of MCMA and NCMCA are plotted in Figure 8. One can see that, NCMCA, with the MSE of approximately –30 dB, performs better than McMA, with the MSE of approximately –15 dB.

5. Conclusions

Two Nonlinear blind equalizers: NCMA and NCMCA, were proposed in this paper by applying the NTF into the existing CMA and MCMA, respectively. The NTF effect
on linear blind equalizers was theoretically analyzed. It is shown that the NTF can make their decision regions sharper so that the proposed NCMA and NMCMA are more robust against the convergency error than CMA and MCMA, respectively. Computer simulations demonstrate that, for 16-QAM symbols, NCMA can reach up to approximately –13 dB MSE compared with –7 dB by CMA, and NMCMA can reach up to approximately –30 dB MSE compared with –15 dB by MCMA.
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Abstract

We propose a multi-objective Pareto-optimal technique using Genetic Algorithm (GA) for group communication, which determines a min-cost multicast tree satisfying end-to-end delay, jitter, packet loss rate and blocking probability constraints. The model incorporates a fuzzy-based selection technique for initialization of Quality of Service (QoS) parameter values at each instance of multicasting. The simulation results show that the proposed algorithm satisfies on-demand QoS requirements (like high availability, good load balancing and fault-tolerance) made by the hosts in varying topology and bursty data traffic in multimedia communication networks.

Keywords: QoS, Fuzzy, Multicast, Real-Time, Multi-Objective

1. Introduction

Multicast services have been used for real-time multimedia applications to transport audio-video frames, among a group of users. During real-time communication the related audio-video frames are required to be delivered at the end nodes in a synchronous manner [1]. Further, the frequent change of service types, session timings with QoS requirements by the group members increases the communication complexity of the network [2,3]. In a wireless medium the situation further deteriorates than fixed network due to unpredictable mobility of the host nodes as well as their variations in resource requirements. It is also important to keep the network live with all possible satisfactions to the users during that period. Such a scenario requires multi-objective optimizations with constraints satisfactions [4,5]. The situation becomes critical when the destination nodes require multi-rate multicast sessions [6]. Hence development of multi-objective optimization algorithm for multi-rate traffic during multicasting is a challenge for efficient allocation of resources in a dynamically changing network [7,8]. However, a Pareto optimal algorithm can provide better results by fulfilling users’ requirement, irrespective of irrelevant transformation of parameters [4].

To fulfill the on-demand request of the users we use Pareto optimal GA, which guarantees for achieving better QoS from a large search space. When the size of the network is large the situation demands optimization of QoS parameters such as: delay, jitter, path length (hops), packet loss rate and variation of load among the nodes involved, with high fault-tolerance from the network within acceptable cost. Most of the research works focus on multicasting to a group for near optimal, fast solution with multi-tree backups using GA [9-11].

However, real-time multimedia applications require multi-rate data flow to the served nodes in an on-demand basis with optimized resource allocation and cost incurred. For addressing multi-objective optimization issues GAs are suitable [9].

In this paper, we propose a multi-objective evolutionary algorithm supporting multi-rate data flow across the network using GA. The algorithm approximates Pareto front by generating a set of non-dominated solutions. Multiple services can be formulated as a multi-objective model [12]. Our model assumes that complete knowledge about the network is available to all the nodes present inside the region.

The paper is organized as follows. In Section 2, we define the multi-objective optimization (MOO) and
Pareto-optimality concepts. Our proposed model, its environment setup procedure and implementation with GA are presented in Section 3. The performance evaluation and analysis of the model are elaborated in Section 4. Section 5 concludes the paper and discusses potential future work.

2. Multi-Objective Quality of Service

Multi-objective optimization is used to solve optimization problems that have two or more number of conflicting objectives, where there may not exist an unique optimal solution. Discovering and fixing optimal solutions in such scenarios is an open problem [6,11]. In general, almost all real-world problems are of multiple objectives, where each objective needs to be satisfied. For such type of problems a single best solution does not exist with simultaneous satisfaction of all objectives. In fact, we may have a set of optimal solutions in the entire search space, when all objectives are considered. These solutions are known as Pareto-optimal solutions. None of the solutions in this set is absolutely better than any other. So, any one of the solution can be an acceptable solution. In this context, mathematically we can define our problem more precisely, and introduce some related definitions in order to explain our GA based proposed model. It is noted that all of the objectives are in a minimized form in the following discussion.

Multi-Objective Optimization (MOO): Let \( Z_i(X), \) \( Z_2(X), \ldots, Z_m(X) \) are \( n \) number of objectives to be optimized with \( g_i(X) \leq 0, \) \( i = 1, 2, \ldots, k_1 \) as inequality constraints and \( h_i(X) = 0, \) \( i = 1, 2, \ldots, k_2 \) as equality constraints for the \( m \)-dimensional vector \( X = (x_1, x_2, \ldots, x_m) \) then MOO [13] can be defined as follows:

\[
\begin{align*}
\text{Minimize} & \quad Z(X) = (Z_1(X), Z_2(X), \ldots, Z_m(X)) \\
\text{subject to} & \quad g_i(X) \leq 0, \quad i = 1, 2, \ldots, k_1 \\
& \quad h_i(X) = 0, \quad i = 1, 2, \ldots, k_2 \\
& \quad \Omega = \Omega_1 \times \Omega_2 \times \cdots \times \Omega_m \quad \text{and} \quad x_i \in \Omega_i, \\
& \quad \forall \quad i = 1, 2, \ldots, m
\end{align*}
\]

Pareto Dominance: If \( U = (u_1, u_2, \ldots, u_m) \) and \( V = (v_1, v_2, \ldots, v_m) \) are two characteristic functions then \( U \) dominates \( V (u < v) \) if and only if the condition is satisfied for \( \forall i \in \{1, 2, \ldots, m\}; u_i \leq v_i \) and \( i \in \{1, 2, \ldots, m\}; u_i < v_i \).

Pareto Optimality: A solution \( X \in \Omega \) is said to be Pareto Optimal if and only if \( \exists X \in \Omega: Z(X) < Z(Y) \)

Pareto Optimality Set: A Pareto Optimality set \( P \) is defined as \( P = \{X \in \Omega|\exists X \in \Omega: Z(X) < Z(Y)\} \) where \( \bar{X} = (\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_m) \) is any other element of.

Pareto Front: It is defined as \( PF = \{Z(X)|X \in P\} \).

3. Proposed Model

In this section we introduce the multi-objective model with its attributes, and their mapping to GA with Pareto-optimal verification.

3.1. Network Model

The network consists of \( n \) number of similar mobile hosts moving within a three-dimensional space. The nodes can communicate among themselves either directly or indirectly via intermediate nodes. All nodes are capable of transreceiving as well as forwarding the request of their neighbors to its near by nodes with broadcasting. For any instant of time the nodes along with their links can be represented as \( G = (V, E) \), where \( V \) and, \( E \) represent the set of nodes and edges in the network respectively. A multicast tree \( T = (V_T, E_T) \) in the graph \( G \) is rooted at source node \( s \) with destination nodes \( \{d_1, d_2, \ldots, d_t\} \) act as group members for the source node. A tree is having \( k \) \((k \leq t)\) number of branches and each branch is of \( r \) number of edges. The QoS parameters considered for multi-objective optimization during multicasting from a single source to its group members are as follows:

Bandwidth (BW): The bandwidth of a tree is the average bandwidth of all its branches; whereas bandwidth of any branch of a tree is the minimum of all its edge bandwidths \((BW_i)\) from source to the corresponding destination node. Both branch bandwidth \((BW_i)\) and tree bandwidth \((BW_t)\) are represented in Equations (2) and (3) as follows:

\[
BW_i = \min\{BW_i, l = 1, 2, \ldots, r\} \quad (2)
\]

\[
BW_t = \text{mean}\{BW_i, b = 1, 2, \ldots, k\} \quad (3)
\]

Delay (DL): Delay between two corresponding node (branch delay: \( DL_n \)) is the sum of the delay at the intermediate nodes (node delay: \( DL_n \)) as well as the propagation delay through the links (link delay: \( DL_n \)) from source to destination. For a multicast tree the tree delay \((DL_t)\) is the maximum delay among all branch delays \((DL_n)\). The two different delays can be shown as:

\[
DL_n = \sum_{v \in \delta} DL_v + \sum_{v \in V_T} DL_v \quad (4)
\]

\[
DL_t = \max\{DL_n, b = 1, 2, \ldots, k\} \quad (5)
\]

Jitter (JT): It is defined as the average delay variation between any source and destination nodes during transmission of data packets. It is due to processing delay variation at the intermediate nodes as well as the propag-
gation delay variation during communication through the links. In a multicast tree the jitter for any branch \((J_{Tv})\) is the sum of the jitter at the intermediate vertices \((J_{Tv})\) and in each edge \((J_{Te})\); whereas the jitter for a multicast tree is the maximum among all branches and are given in the following equations.

\[
J_{Tv} = \sum_{e \in E_v} J_{Te} + \sum_{v \in V} J_{Tv}
\]  

\[
J_{Te} = \max \{J_{Tv}, b = 1, 2, ..., k\}
\]  

Packet Loss Rate (PLR): It is defined as a ratio of the number of lost packets to the total number of transmitted packets. PLR for a tree branch \((PLR_b)\) is the cumulative \((PLR_v)\) along each edge of the path from root to the leaf node; where as the PLR for a multicast tree \((PLR_T)\) is the average loss rate of all branches present in the tree. Both can be represented mathematically as:

\[
PLR_b = 1 - \prod_{e \in E_v} (1 - PLR_e)
\]

\[
PLR_T = \text{mean}\{PLR_b, b = 1, 2, ..., k\}
\]  

Blocking Probability (BP): The ratio between number of blocked calls to the number of offered calls in a tree is considered as the blocking probability for that tree. In other words it is the ratio of unreachable nodes to the total number of destination nodes available in a multicast tree. Mathematically it is represented as:

\[
BP_T = \frac{\text{number of destinations not reached}}{\text{total number of destinations}}
\]  

3.2. Formulation of Problem

The Bandwidth (BW), end-to-end delay (DL), jitter (JT), packet loss rate (PLR) and blocking probability (BP) are the five QoS parameters as defined in Subsection 3.1 are considered for our model. All the five objectives are to be satisfied simultaneously within their desired acceptable range for multi-objective optimization. Except BW all other objectives will be minimized, where as the former is to be maximized for optimal utilization. As defined in Equation (1) our MOO problem can be formulated as:

Optimize \(Z = Z(BW, DL, JT, PLR, BP)\)
subject to \(DL \leq \epsilon_1, JT \leq \epsilon_2, PLR \leq \epsilon_3, BP \leq \epsilon_4\)
and \(BW \geq \Theta\),

where \(\epsilon_i \geq 0, \forall i = 1, 2, 3, 4\)
and \(\Theta\) is some positive threshold value

3.3. Simulation Model Using GA

In our proposed model, we choose a heuristic based Genetic Algorithm with binary crossover and Roulette Wheel Selection approach. The fitness/objective function is the multi-objective function defined in Equation (11). The different phases of GA for natural evolution through encoding, selection, crossover and mutation operations are discussed as below.

Encoding: We use tree encoding for each chromosome to represent a multicast tree due to the 5 properties such as 1) all feasible trees can be represented; 2) the probability of representing all feasible tree is same; 3) only trees are represented; 4) low time complexity for encoding and decoding, and 5) no global effect on the tree, due to small change in representation, as proposed in [14].

The Genetic Operators:

1) Selection: We have used an elitist model for selection of the individuals for the next generation of population. 30 percent of the best fit individuals are selected at the first step for the next generation. Rest 70 percent of the population are selected using Roulette Wheel selection method.

2) Crossover: Standard uniform crossover technique is used for the crossover of two parents selected randomly from the matting pool.

3) Mutation: We observe that using the standard mutation technique we do not obtain the requisite level of performance. When the mutation probability is bit low it does not yield any result. In our model we have kept the mutation probability very high, i.e., 0.2 and slowly decrease it with the progress of the generations using the following method.

\[
P_m = \max P_m - \frac{(\max P_m - \min P_m) \times \text{curGen}}{\text{max Gen}}
\]

where, \(P_m\) : current mutation probability, \(\max P_m\) : Maximum mutation probability, \(\min P_m\) : Minimum mutation probability, \(\text{curGen}\) : current generation, and \(\text{max Gen}\) : maximum generation

Fitness Test: The fitness of a tree is evaluated in two steps. In the first step, we evaluate Delay, Jitter, PLR and BP using Equations (5), (7), (9) and (10) respectively. Instead of bandwidth we evaluate deficiency from maximum bandwidth \((BW^m)\). So, \(BW_b\) and \(BW_T\) represented in Equations (2) and (3) are modified as follows.

\[
BW^*_b = \max \{BW^*_b, l = 1, 2, ..., r\}
\]

\[
BW^*_T = \text{mean}\{BW^*_b, b \in E_T\}
\]

At the time of evaluation, if we find an invalid node, which is not an intermediate node in the respective path, then a penalty value is added to the delay. If the BW, JT, PLR and BP values lie outside the desired range, for each case we add a small penalty to the delay. The values of DL, \(BW^m\) and JT are rationalized within the range of 0 and 1. Then in the second step the fitness value is eva-
ated as follows

\[ f = w_1 DL + w_2 BW^s + w_3 JT + w_4 PLR + w_5 BP \]  

(15)

where \( w_1, w_2, w_3, w_4, \) and \( w_5 \) are user defined constants in the range \([0, 1]\). The fit value \( i.e. \ \text{fit} = 1/(1 + f) \) in the range \([0, 1]\) is maximized by using GA.

### 3.4. Simulation Procedure

1) **Scenario Generation**: For our simulation purpose, we have considered a three dimensional (3D) space to simulate real life wireless scenarios. The 3D coordinates of a node are randomly generated. The Euclidean distance between each pair of nodes is measured. If the distance between any two nodes is found to be less than 250 meters then a link is established between these two nodes and accordingly the adjacency matrix is formed. The scenario represented in **Figure 1** is one of our network topology formed during simulation.

Once the network is formed, the source and destinations are generated randomly and GA is applied to find out the optimal multicast tree over a set of evolutions. Also we define different cut-off ranges for various network parameters to fulfill the demands of multimedia applications. These cut-off values were considered in the algorithm while a tree is selected for optimality.

2) **Simulation Parameters**: The Network and GA parameter values considered for our simulation are given in the **Table 1** and **Table 2** respectively. During initial stage of our simulation, we have given a constant low value to the mutation probability, which did not yield good result. For the subsequent simulations, we take a high value such as 0.2 for the mutation probability to ensure a diversified search and slowly reduces as the network converges to an optimal solution to narrow down the search in the close proximity.

In our model we have considered the nodes are of homogeneous with respect to their transmission range, processing capability and buffer length [15,16]. The wireless bandwidth is equally shared among the mobile entities. At any instance of the simulation the available bandwidth is optimized in consideration with the QoS required by the end nodes. To emulate the scenario the available bandwidth for each node can be obtained randomly. However, random initialization of other QoS parameters like de-

<table>
<thead>
<tr>
<th>Network Parameters</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>Delay</td>
<td>200</td>
<td>1000</td>
</tr>
<tr>
<td>Jitter</td>
<td>0</td>
<td>650</td>
</tr>
<tr>
<td>Packet Loss Rate</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GA Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size</td>
<td>100</td>
</tr>
<tr>
<td>Crossover Probability</td>
<td>0.6</td>
</tr>
<tr>
<td>Mutation Probability</td>
<td>0.2</td>
</tr>
</tbody>
</table>

**Figure 1.** 3-D Network topology generation with 100 nodes (volume: 6000 × 5000 × 300 cubic meters).
lay(DL), jitter (JT) and packet loss rate (PLR) and blocking probability (BP) may result unpredictable network performance. Although there is no established relationship among the parameters [7,17], we propose a sigmoidal fuzzy-logic based parameter initialization with error model for our GA approach in (17).

\[
sig(x; a, c) = \frac{1}{1 + \exp(-a(x-c))}
\]

\[
f_s = \text{sig} \pm 0.2 \times \text{rand} \times \text{sig}
\]

We establish the relationship between available bandwidth and other parameters with the following formulae as given in Equations (18) to (21).

\[
D_i = nD + (XD - nD) \times f_s((xW - x_i); a_p, c_p)
\]

\[
J_i = nJ + (xJ - nJ) \times f_s((xW - x_j); a_j, c_j)
\]

\[
L_i = nL + (xL - nL) \times f_s((xW - x_l); a_L, c_L)
\]

\[
P_i = nP + (xP - nP) \times f_s((xW - x_i); a_p, c_p)
\]

where the triplets \((xD, nD, D_i), (xJ, nJ, J_i), (xL, nL, L_i)\) and \((xP, nP, P_i)\) represent maximum, minimum and current values of DL, JT, PLR, and BP of the \(i\)th node respectively. \(xW\) and \(x_i\) represent maximum and allocated BW for the \(i\)th node respectively. The parameters \((a_p, c_p)\), \((a_j, c_j)\), \((a_L, c_L)\), and \((a_p, c_p)\) used in evaluation of sigmoidal model are suitably selected constants which are obtained after a maximum number of testing.

4. Simulation Results and Performance Analysis

In this simulation our objective is to test if the proposed model is producing an optimal solution with multi-objective constraints. During simulation, the total number of nodes were varied from 10 to 100 by keeping density of the nodes in the space same by changing the space volume according to total number of nodes such that the maximum number of neighbors present for a node is limited to 6. The multicast group size was kept as one fourth of the total nodes. The maximum numbers of generations for evolution were fixed at 250. As the objectives are conflicting in nature, to obtain the Pareto-optimal solution we have considered different sets of randomly selected weights in Equation (15) for each simulation. However, one may consider meta-heuristic approach for dynamic selection of those weights. The range of network parameters and GA parameters considered for evaluating QoS parameters are represented in Table 1 and Table 2 respectively. The simulation results of QoS parameters are shown in Table 3.

| Table 3. Average results of QoS parameters with different group size. |
|----------------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Tot | Gr | HC | DL | PLR | JT | BW | BP | PP |
| 10 | 3 | 2.16 | 442.43 | 0.012 | 40.14 | 21.99 | 0 | 3.01E+07 |
| 20 | 5 | 2.76 | 413.36 | 0.013 | 46.39 | 22.52 | 0 | 2.88E+10 |
| 30 | 8 | 8.13 | 1545.4 | 0.033 | 53.9 | 20.44 | 0 | 6.13E+11 |
| 40 | 10 | 5.34 | 726.61 | 0.02 | 57.86 | 21.05 | 0 | 5.61E+12 |
| 50 | 13 | 7.9 | 3123.7 | 0.032 | 58.39 | 21.59 | 0 | 3.81E+13 |
| 60 | 15 | 9.48 | 3581.3 | 0.035 | 60.01 | 21.31 | 0 | 1.81E+14 |
| 70 | 18 | 5.93 | 1835.1 | 0.025 | 51.86 | 21.23 | 0 | 2.26E+14 |
| 80 | 20 | 6.81 | 1902.3 | 0.026 | 52.59 | 21.57 | 0 | 3.66E+14 |
| 90 | 23 | 7.6 | 2240.4 | 0.02 | 48.59 | 20.02 | 0 | 7.28E+14 |
| 100 | 25 | 8.44 | 2190.1 | 0.023 | 42.66 | 20.42 | 0 | 6.08E+14 |

4.1. A Study of QoS Parameters

- **Hop Count (HC)** represents the maximum number of hops required to reach any destination in the multicast tree.
- **Delay (DL)**: is the maximum delay along any branch of the tree. A penalty is added if no link found between two nodes.
- **Packet Loss Rate (PLR)**: is the average packet loss along the tree branches. The cut-off for PLR is set at 10%. If a branch having more than 10% packet loss then it is assigned a penalty, such that the model tries to search a path less than 10% PLR.
- **Jitter (JT)**: is the maximum delay variation along any branch of the tree. The cut-off is set at 20% otherwise a penalty is added.
- **Bandwidth (BW)**: of the multicast tree is the average bandwidth requirement of all the tree branches. The cut-off BW is taken as 2 Mbps.
- **Blocking Probability (BP)**: is the ratio of not getting a node to the total number of destination nodes in the multicast tree.
- **Possible Paths (PP)**: in the tree are the average possible paths available for any destinations in the tree. The PP field gives an estimation of the search space and also proves the efficiency of our algorithm to find an optimal tree from such a huge search space. Also the BP field proves the definiteness of this algorithm to find a path from source node to destination node (if exists).

The ‘Tot’ represents the total number of nodes considered for the simulation and ‘Gr’ represents the multicast group size. In order to maintain node density, we have increased the volume of the search space proportionately as the total number of nodes. The QoS parameter values were obtained by changing the total number of nodes and the respective multicast group size.

The QoS parameter values presented in the table are the average values of 25 simulations. The multicast targets are randomly chosen for each simulation and QoS
parameters are also reinitialized for each simulation. We have not considered HC as a parameter for optimization; as a result we obtained different results for different target size depending upon the availability connectivity. As we have considered a minimum delay of 200 ms per node, the delay affects with increase in the number of hops. However, this algorithm has ensured to find a path where the delay gets minimized.

The robustness of our GA based approach is the inherent capability of obtaining optimal solution after searching from a large search space, which is shown in Figure 2.

Further the increase in group size of a multicast environment results in marginal elevation in the node density. The node density of a multicast tree is considered as the ratio between numbers of nodes in the tree to the size of the group. i.e. represented as

$$\text{node density} = \frac{\text{number of nodes in the tree}}{\text{size of the group}}$$  \hspace{1cm} (22)

While measuring intermediate node density, the network conditions is assumed to be constant, i.e. the adjacency matrix representing the links among the nodes is not altered.

The results of QoS parameter values obtained from simulation show that our proposed model can adapt and scale well to large group members and capable of obtaining near optimal solution from a large search space.

4.2. A Simulation Study

The overall results from our simulation studies have been presented in Table 3. We now present the details of a single simulation study to show the working of the algorithm and the performance results that were obtained. In this simulation, we have considered 10 nodes as a network from the environment consisting of 100 nodes. In the selected group, the node with index number 14 was taken as the source node and nodes with indices 5, 11, 15, 17, 20 were considered as the target nodes.

Table 4 presents the status of a typical simulation. The

![Figure 2. A subset of total search space representing average number of valid paths with 5 intermediate nodes.](image)

<table>
<thead>
<tr>
<th>Result obtained after generation</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
<th>125</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multicast Tree</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14→11</td>
<td>14→11</td>
<td>14→11</td>
<td>14→11</td>
<td>14→11</td>
<td>14→11</td>
<td>14→11</td>
</tr>
<tr>
<td>14→5</td>
<td>14→5</td>
<td>14→5</td>
<td>14→5</td>
<td>14→5</td>
<td>14→5</td>
<td>14→5</td>
</tr>
<tr>
<td>14→17</td>
<td>14→12→17</td>
<td>14→12→17</td>
<td>14→12→17</td>
<td>14→12→17</td>
<td>14→12→17</td>
<td>14→12→17</td>
</tr>
<tr>
<td>14→6→20</td>
<td>14→6→20</td>
<td>14→6→20</td>
<td>14→6→20</td>
<td>14→6→20</td>
<td>14→6→20</td>
<td>14→6→20</td>
</tr>
<tr>
<td>HC</td>
<td>1.2</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>DL</td>
<td>240.52</td>
<td>280.35</td>
<td>280.35</td>
<td>280.35</td>
<td>280.35</td>
<td>280.25</td>
</tr>
<tr>
<td>PLR</td>
<td>0.097278</td>
<td>0.09291</td>
<td>0.09291</td>
<td>0.09291</td>
<td>0.09291</td>
<td>0.09016</td>
</tr>
<tr>
<td>BW</td>
<td>48.462</td>
<td>56.835</td>
<td>56.835</td>
<td>56.835</td>
<td>56.835</td>
<td>43.37</td>
</tr>
<tr>
<td>BP</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
results obtained after every 25 simulations were recorded, the multicast tree obtained and the QoS parameter values at that instance have been represented in this table. From the table it can be observed that the multicast tree produced by this method does not change after 50 iterations and stabilizes. Please note that the values given in Table 4 for HC, DL, PLR, JIT, BW, and BP are the mean values of the different multicast trees represented in the population for the respective generation. These values converge after 150 generations.

4.3. Performance Analysis

For the purpose of comparison, we have simulated the approach presented in [18] and the performance results have been represented as Model 1 results. The simulation results of the current study have been presented as Model 2 results. In a typical simulation we have taken the total number of nodes in the network as 20, one source and 5 destinations, with a population size 10, the GA was allowed to run for 250 generations. The QoS metric values of the population are recorded after every 25 generations. The results of Model 1 are presented in Figures 3, 5, 7, 9, 11 and that of Model 2 in Figures 4, 6, 8, 10 and 12.

The objective of this experimentation (given in Equation 11) is to maximize the bandwidth (BW) and to minimize all other parameters. From Figures 3 and 4, we can see that optimal bandwidth allocation in the current study is 22.01 Kbps as against 5.98 Kbps in Model 1, giving performance improvement of 267.99%.

One of the objectives is to minimize the delay while optimizing all other parameters. The Pareto fronts for delay in Model 1 and Model 2 have been presented in Figures 5 and 6 respectively. The optimal delay was rounded to be 794.47 ms in Model 1 as against 280.25 ms in Model 2, which shows a performance improvement of 64.72 % in delay parameter.

The Pareto fronts for HC have been presented in Figures 7 and 8 respectively for Model 1 and Model 2. The Pareto fronts for jitter have been presented in Figures 9 and 10 respectively. The optimal level of jitter was 149.87 ms for Model 1 and 43.37 ms for Model 2, giving an improvement in performance of 71.06 %. The Pareto fronts for PLR have been presented as Figures 11 and 12.

The optimal level of PLR for Model 1 is 0.4368 and for Model 2 is 0.09016, giving an improvement of performance of 79.36%.

The performance of this work is compared with the performance of the models suggested by other researchers. On comparing our results with that of Roy et al. [19], we find that our approach outperforms the approach presented in [19]. However, Roy et al. has considered only three parameters such as bandwidth requirement, bandwidth utilization and end-to-end delay. The bandwidth requirement and bandwidth utilization possibly relates to one parameter, resulting multi-objective for two parameters only as against 5 distinct parameters considered in our study.

The non-dominated solution of bandwidth utilization and end-to-end delay converges almost in the same number of generations as pointed by Roy et al. [20]. The call blocking (BP) percentage was found to be 10% with 10 requests per second in [20]. However in our study, we have obtained 0.0 BP with network size in the range of [10, 100] where the respective maximal group size is one fourth of the network size.

In the following, we compare our work with some of the other related work. Gomathy et al. [11] have evaluated the packet delivery ratio and end-to-end delay of ODMRP, CAMP, and NTPMR multicast routing protocols after incorporation of a fuzzy based priority scheduler. Pinto et al. [21] has considered maximum end-to-end delay, average delay, maximum link utilization and cost of multicast tree as the four multi objective parameters for...
Figure 5. Pareto front of delay in Model 1.

Figure 6. Pareto front of delay in Model 2.

Figure 7. Pareto front of HC in Model 1.

Figure 8. Pareto front of HC in Model 2.

Figure 9. Pareto front of jitter in Model 1.

Figure 10. Pareto front of jitter in Model 2.
optimization, where the maximum end-to-end delay and average delay may be considered as related features. Maximum delay, average delay, maximum link utilization, cost of the tree are the four multi objective features considered by Crichigno et al. [22]; where the first two objectives belong to one feature. Fabregat et al. [4] considered a static network and have optimized maximal link utilization, hop count, average delay, and bandwidth consumption parameters. Marwaha et al. [23] have considered end-to-end delay, packet delivery ratio, packet loss ratio, routing load and route failure as the optimization parameters for a mobile ad-hoc network with 900 seconds as the network pause time, where the packet delivery ratio and the packet loss ratio are related features. Whereas in our work, we have considered 5 distinct parameters such as bandwidth allocation, end-to-end delay, jitter, packet loss rate, and blocking probability as our multi-objective optimization criterion. Further the simulation environments considered by these researchers are not compatible to ours to make a meaningful performance comparison.

5. Conclusions

We have proposed a multi-objective multicast model for wireless ad-hoc network using GA. In this model we have considered five QoS parameters such as bandwidth, end-to-end delay, jitter, packet loss rate and blocking probability for multi-objective optimization. Simulation studies were carried out with a network of 100 nodes moving in a 3D space of volume: 5000 × 6000 × 300 cubic meters with the number of multicast destination nodes varying in the range 5 to 30. Our model established near optimal relationships among the QoS parameters to satisfy multi-objective optimization. Irrespective of increase in group size our model could optimize path length between any sources to its group members. Selection of min-cost paths from source to multiple destinations for multicasting is a NP-hard problem. Our approach could effectively obtain near optimal solution for QoS multicast applications in varying network conditions. As per our knowledge no relationships among the QoS parameters have so far been established. We propose a fuzzy-based parameter setting approach which establishes a Sigmoidal relationship among the parameters. Due to the dynamism of the network there is a possibility of sudden change of the network type and status of resources. The empirical results show superiority over the randomly selected resource values. As a future work, we plan to consider biological-inspired optimized techniques for estimation of multicast cost arising from queuing delays and propagation error.
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Abstract

In CDMA communication systems, all the subscribers share the common channel. The limitation factor on the system’s capacity is not the bandwidth, but multiuser interference and the near far problem. This paper models CDMA system from the perspective of mobile radio channels corrupted by additive white noise generated by multipath and multiple access interferences. The system’s receiver is assisted using different combining diversity techniques. Performance analysis of the system with these detection techniques is presented. The paper demonstrates that combining diversity techniques in the system’s receivers markedly improve the performance of CDMA systems.
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1. Introduction

The mobile radio channel plays fundamental limitations on the performance of wireless communication systems. The transmission path between the transmitter and the receiver can vary from simple line-of-sight to one that is severely obstructed by buildings, mountains, and foliage. Unlike wired channels that are stationary and predictable, radio channels are extremely random and do not offer easy analysis. Even the speed of motion impacts how rapidly the signal level fades as mobile terminal moves in space. Modelling the radio channel has historically been one of the most difficult parts of mobile radio system design, and is typically done in a statistical fashion, based on measurements made specifically for intended communication system or spectrum allocation. Code Division Multiple Access (CDMA) is a multiple access technology that utilizes direct-sequence spread spectrum (DS-SS) techniques. With this technology comes a paradigm shift, including the use orthogonal or nearly orthogonal codes (so-called spreading sequences) to modulate the transmitted bits. Contrary to the conventional frequency division multiple access (FDMA) and time division multiple access (TDMA) systems where noise rejection deals, primarily with out-of-band noise, a CDMA system concerns mostly with inband noise. This noise may come from self-jamming (or self-noise), background noise, man-made noise, inter-modulation, or noise generated in the receiver [1,2]. If one can reduce the unwanted in-band noise, such reduction translates directly into improved performance. Undesired noise comes from many different sources. This noise may come from natural or human sources. Naturally occurring noise includes atmospheric disturbances, background noise, and thermal noise generated in the receiver itself. Through careful engineering, the effects of many unwanted signals can be reduced [3]. DS-CDMA is a multiple access system, where multiple users share a limited resource, the frequency. Conventional asynchronous DS-CDMA systems allow each user to transmit and receive independently. Each receiver performs a simple correlation between the received baseband signal and the corresponding user’s spreading sequence. In a low-noise channel with orthogonal spreading sequence, this approach would be optimal. Due to the synchronicity of users and the need to support numerous users, such orthogonality is impossible, even on a hypothetical AWGN (additive white Gaussian noise) channel [4]. Thus, system performance rendered multiple-access interference (MAI) limited, and channel utilization is correspondingly low.

This paper models CDMA system from the perspective...
of mobile radio channels corrupted by additive white noise generated by multipath and multiple access interferences. The system’s receiver is assisted using different combining diversity techniques. Performance analysis of the model with different detection techniques will be presented.

1.1. Mobile Radio Channel Model

Mobile radio channel is one of the most important elements in the mobile communication systems. When the signals are transmitted through Mobile radio channel, it is affected by shadow or large scale fading. Mobile communication is affected by multipath fading in addition to shadow fading. Multipath fading is caused by atmospheric, scattering, and reflection from building and other object. Multipath channel can be classified as discrete (consisting of resolvable multipath components) and diffuse (consisting of irresolvable multipath components) [5,6]. Consequently, the multipath fading could affect the transmitted signals in two ways: due to dispersion (also called time spreading or frequency selectivity), and due to time variant behaviour of the channel (due to motion of the receiver or changing environment such as foliage or movement of reflectors and scatter). This means that the impulse response $h(t, \tau)$ of mobile radio channel is time variant [6,7], and if $h(t, \tau)$ has a zero mean, then the envelope $|h(t, \tau)|$ has a Rayleigh distribution with its probability density function described by

$$p(r) = \frac{r}{\sigma^2} \exp \left[ -\frac{r^2}{2\sigma^2} \right]$$  \hspace{1cm} (1)

where $r$ is time dependent received signal (i.e., $r(t) = r(t)e^{-j\phi(t)}$, $\phi$ is its arbitrary phase) whose line of sight (LOS), specular, and diffuse components are assumed bounded in narrowband form, and $\sigma^2$ is the total power in the multipath signal. In this case the total power is considered to have zero-mean, amplitude fading. Otherwise, if the impulse response has a non-zero mean, then the envelope mobile radio channel would have a Rician distribution with its probability density function expressed as:

$$p(r) = \frac{r}{\sigma^2} \exp \left[ -\frac{(r^2 + s^2)}{2\sigma^2} \right] I_0 \left( \frac{r^2}{\sigma^2} \right)$$  \hspace{1cm} (2)

where $s^2$ is the power of the line-of-sight component, and $I_0$ denotes the zeroth order Bessel function of the first kind argument ($\cdot$). The Rayleigh distribution is a special case of Rician distribution when $s = 0$; i.e., where the LOS component is negligible.

In most general case, the channel can be modelled as linear time-variant system [2] giving the response of the channel at time ($t$) to an impulse at time ($t-\tau$). If $x(t)$ represents the transmitted (or emitted) signal through noiseless mobile radio channels, the received signal, $r(t)$ can be expressed as

$$r(t) = \int_{-\infty}^{\infty} h(t, \tau)x(t-\tau)d\tau$$  \hspace{1cm} (3)

If the channel information is considered, its distributed channel impulse response may be expressed as

$$h(t, \tau) = \sum_{j=0}^{N-1} \beta_j(\tau)\delta(\tau - \tau_j)$$  \hspace{1cm} (4)

In view of (4) in (3), we write modified channel received signal:

$$r(t) = \sum_{j=0}^{N-1} \beta_j(\tau_j)x(t-\tau_j)$$  \hspace{1cm} (5)

$\beta_j(t)$ is complex amplitude, $\tau_j$ is the path delay, and $N$ is the number of multipath components. In the wideband channel where the delay-line model had a large number of taps, not all the multipath components are likely to fade simultaneously. This may be used as a multipath diversity to improve the received signal SINR (carrier to interference plus noise ratio). Rake receiver, for instance, can be used to mitigate the effect of fading if the transmitted signal bandwidth is larger than the coherence bandwidth; a practical example is in the wideband-CDMA (WCDMA).

1.2. Rake Receiver

Conventional matched filters are single path detectors. In practice, when the transmitted signal passes through mobile radio channel, duplicates of the transmitted signal are generated by reflection, refraction, and diffraction, and the signal power is distributed in multipath. In CDMA system, the transmitted signal bandwidth is much larger than the coherent bandwidth of the channel, in which case the channel is frequency selective [4,8,9]. For the frequency-selective channels, the received signals are multiple copies of the transmitted signals with different channel delays and fading, combining the multipath components as multipath diversity. Thus, if one of the multipath components is attenuated by fading, some others may not be and the receiver could use unfaded components to make the decision. The idea behind the rake reception technique is that the signals propagating through different multipath are received in individual fingers of the rake receiver and the outputs from these fingers are then coherently combined to provide the input signal for the symbol decision. The received signal is chip matched and sampled at the chip rate. Figure 1 illustrates the structure of a typical rake receiver in which $s_k(i)$ and $c^*_k(i) \quad (k = 1, 2, ..., K; m = 1, 2, ..., M)$ represent, respectively, the complex conjugate of chip-channel matched sampled signature sequence of the user.
of interest and the complex conjugate estimate of the impulse response.

Then, the decision on the transmitted information bit is based on the sum of the individual correlator’s outputs. In our study, the dimension of each correlator equals the system processing gain, and then the output of each finger \( y(i) \) is given after channel is matched and correlating:

\[
y(i) = \sum_{i=1}^{PG} \sum_{m=1}^{M} c_{k,m}^*(i) s_{k,j}^*(i) r_{k}(i) \quad \text{for} \quad w_m = 1
\]

(6)

where \( PG \) is the processing gain, \( c_{k,m}^*(i) \) is the complex conjugate estimate of the channel's impulse response, \( s_{k,j}^*(i) \) is the complex conjugate of chip-matched sampled signature sequence of the users of interest.

### 1.2.1. Multistage Receivers

The input signal of a multiuser detector is the output of the matched filter bank, or rake receiver. Almost all modern multiuser detection techniques deal with the output of the matched filters bank and the cross-correlation information of all users in the system. Expressions (1) through (6) assumed noiseless cases, which is not valid in real life situation. If the time-dependent interference components, \( n(t) \), are assumed additive, the output of the conventional matched filters receiver for single user \( k \) can be expressed as:

\[
y_k(i) = \sum_{j=1}^{PG} c_k^*(i) s_k^*(i) r_k(i) + \sum_{j=1}^{PG} c_k^*(i) s_k^*(i) n(t)
\]

(7)

In the case of multiple \( K \) active users, the received signal in the receiver is

\[
r(t) = \sum_{k=1}^{K} r_k(t) + n(t)
\]

(8)

So, the modified output of the conventional matched filter receiver \( y_k \) for the \( k \)th user is

\[
y_k = \sum_{i=1}^{PG} c_k^*(i) s_k^*(i) r_k(i)
\]

\[
+ \sum_{j=1}^{PG} \sum_{k' \neq k} c_k^*(i) s_k^*(i) r_k(i) + \sum_{j=1}^{PG} c_k^*(i) s_k^*(i) n(t)
\]

(9)

Expression (9) consists of three terms. The first term is the desired information which gives the signal of the information bit (which is exactly what is sought). The second term is the result of multiple access interference (MAI), and the last term is due to noise. The second term typically dominates the noise so that one would like to remove its influence. Its influence is felt through the cross-correlation between the chip sequences and the device-powers of users. If one knew the cross-correlations and the powers, then one would attempt to cancel the
effect of one user upon another. This is, in fact, the intuitive motivation for interference cancellation scheme.

The difference between multistage receivers and successive interference canceller (SIC) receivers is that instead of using previous bit decisions to cancel interference from desired user’s signal as in SIC, tentative decisions on each user are used to improve signal quality [10]. Receiver structure is called multistage, since when decisions are made, they can be used to either make a final decision on data or to enhance the signal through cancellation. Reference signals are based on initial bit estimates, which are then subtracted from received signal to produce a cleaned spread signal for next stage. Since all signals are detected at each stage simultaneously, multistage receivers are also called parallel interference cancellers (PIC). A two-user multistage receiver is shown in Figure 2. The $p$-stage receiver outputs are $y_i^{p-1, p}(t)$, where $p = 1, 2, \ldots, \lceil \log_2 M \rceil$.

Instead of a conventional (matched filter) receiver front end, a SIC receiver (or a decorrelator) can be used [11]. Performance of PIC is best when received signal powers are equal. Capacity of the system is limited by hardware.

### 1.3. Simulation and Results

Performance evaluations were performed for different scenarios using:

1. Conventional matched filters receiver with PIC (parallel interference cancellation);
2. Rake receiver with PIC;
3. Rake receiver with Decorrelating Detector and MMSE; and
4. Conventional matched filters receiver and rake receiver.

For each analysis, the number of users’ symbols transmitted is clearly stated. It is assumed that the system uses unencoded BPSK signal, as well as no pulse-shaping filter. Each transmitted MS within each loop sends a block of data bits of known length. The input of MUD (multi user detection) is the soft decision of either rake receiver or conventional matched filters. In the simulation, the sub-optimum linear MUD decorrelating detector, linear minimum mean squared error (LMMSE) detector, and nonlinear sub-optimum PIC were built for the multishot model.

In relation to the decision operation, the hard decision output of received data is obtained by passing the soft decision output through the design circuit, which represents any sign function for BPSK. Also, we make the number of channel paths $P$ equal the number of fingers $M$ to make the rake receiver simpler in structure. In a less equivalent case, that is, when $M < P$ or $M > P$, the system performance degrades. Therefore, the matched case provides the optimally achievable performance reference.

#### 1.3.1. Performance of Conventional Matched Filters Receiver with PIC

Simulations were performed for 10 active users sending 10 symbols within each loop. The maximum loop equals to 100. The users send a total of 10000 symbols. The data are then spread by Walsh code and scrambled by Gold code with processing gain of 32. The channel parameters are updated randomly in each loop.

Simulation results are shown in Figure 3, which demonstrates progressive improvement in the system performance with diversity combining techniques in cancelling multiple access interferences.

#### 1.3.2. Performance of Conventional Matched Filters Receiver and Rake Receiver

Similar parameters used in 1.3.1 are used in this analysis except the processing gain, $PG$, which is increased to 64. In addition, the channel parameters are updated randomly in each loop and the number of paths for each user changes randomly over (2-6). Two tests were carried out in this subsection: (i) to investigate the effect of rake receiver in the system for a single user and (ii) to investigate the effect of rake receiver and conventional (matched filter) receiver with a range of channel paths.

Figure 4 shows the performance with rake receiver and without rake receiver for a single user. In the receiver, ‘equal gain combining’ method is used in rake. The analysis demonstrates that lowering the SNR does not improve the system when SNR equals 20 dB, the BER is 10–2.9 and 10–1.9 respectively for conventional matched filter receiver and rake receiver. In contrast, improvement in system performance can be achieved by increasing SNR in both schemes.

In the case of test (ii), an AGWN is assumed in the channel paths. The number of users and the processing gain are decreased to 6 and 8 respectively, while other parameters are the same as previous simulations. The channel parameters are updated randomly in each loop, and the simulation computes for the different values of channel path, as shown in Figure 5.

Figure 5 shows the performance of the rake and conventional receivers for a number of multipath scenarios. In the case of one path, the system performance is the same for matched filter (MF) and rake receiver. But in the case of multipaths; for example, (4-path) the system performance with conventional matched filter degrades, whereas the system performance with rake receiver improves. Also, for the case of (7-path) the performance of MF becomes very poor, but improves markedly with rake receiver. As a result, the system performance can be deduced as increasing when diversity scheme is employed. Under Gaussian noise as interferer, the system performance improves with in creasing channel path with the rake receiver, which might not be optimal in real life situation.
Figure 2. A two-user multistage receiver.

Figure 3. CDMA system performance evaluation using conventional matched filter (MF), with different diversity techniques: decorrelating detector (DD), minimum mean squared error (MMSE), and three-stage parallel interference cancellation (PIC).

Figure 4. System performance of Rake receiver and conventional matched filters’ receiver.
1.3.3. Performance of RAKE Receiver with Decorrelating Detector and MMSE

Similar parameters used in 1.3.1 are used in this analysis. In addition, the channel parameters are updated randomly in each loop, and the number of paths for each user changes randomly between 2 and 5. Figure 6 clearly shows the importance of multiuser detection (MUD). The figure shows that for one path, marginal improvement in system performance is gained whether conventional matched filters receivers are used or in combination with decorrelating detector (DD) or with minimum mean squared error (MMSE) schemes. Note that the correlation matrix only contains the information of multiple access interferences in the first path and treated the other paths as AWGN. On the other hand, system performance improves markedly using rake receiver and MUD when taking the multipath into account; a finding consistent with that of [11].

1.3.4. Performance of RAKE Receiver with Parallel Interference Cancellation

For this simulation, 10 active users send 10 symbols respectively within each loop. The maximum loop is equal to 150, with a total of 15000 symbols sent. The data are then spread by Walsh code and scrambled by Gold code with performance gains, PGs, of 16 and 64. The channel parameters are updated randomly in each loop, and the number of channel path change randomly between 2 and 4. The received signal is processed with rake and conventional matched filter respectively. Three-stage parallel interference cancellation is employed to cancel the multiple access interference. As shown in Figure 7, the performance improved by using rake receiver instead of conventional matched filters.

1.3.5. Performance with Variable Processing Gain

In this simulation, 8 active users send 10 symbols respectively within each loop. The maximum loop is equal to 100, totalling 8000 symbols sent by the users. The data are then spread by Walsh code and scrambled by Gold code with performance gains of 16 and 64. The channel parameters are updated randomly in each loop, and the number of channel path change randomly between 2 and 4. The received signal is processed with rake and conventional matched filters respectively. Decorrelating detector is employed to cancel the multiple access interference. Figure 8 indicates the processing gain influence to the system performance. The results demonstrate that large processing gains translate to high performance gain of the system.

1.4. Conclusions

This paper has modelled a CDMA system from the perspective of mobile radio channels corrupted by additive white noise generated by multipath and multiple access interferences. The system’s receiver was assisted with different combining diversity schemes. The simulation is focused on the most important factors that will influence the performance of the CDMA systems using multi user detection method and interference cancellations scheme. Performance analysis of the system using the different detection techniques was presented. The paper established that diversity-combining techniques markedly im-
Figure 6. System performance of Rake receiver with decorrelating detector (DD) and minimum mean squared error (MMSE).

Figure 7. The system performance of RAKE receiver with three-stage parallel interference cancellation (PIC).

Figure 8. System performance of RAKE receiver with different.
prove the performance of CDMA systems. Also, an important factor in reducing the multiple access interference, is the processing gain which the model employed.
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Abstract

Low-density parity-check (LDPC) codes are very efficient for communicating reliably through a noisy channel. N. Sourlas [1] showed that LDPC codes, which revolutionize the codes domain and used in many communications standards, can be mapped onto an Ising spin systems. Besides, it has been shown that the Belief-Propagation (BP) algorithm, the LDPC codes decoding algorithm, is equivalent to the Thouless-Anderson-Palmer (TAP) approach [2]. Unfortunately, no study has been made for the other decoding algorithms. In this paper, we develop the Log-Likelihood Ratios-Belief Propagation (LLR-BP) algorithm and its simplifications the BP-Based algorithm and the $\lambda$-min algorithm with the TAP approach. We present the performance of these decoding algorithms using statistical physics argument i.e., we present the performance as function of the magnetization.
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1. Introduction

Low-density parity-check (LDPC) codes were first discovered by Gallager [3], in his thesis, in 1962 and have recently been rediscovered by Mackay and Neal [3,4]. These codes can get very close to the Shannon limit by mean of an iterative decoding algorithm called Belief-Propagation (BP) algorithm [5].

This performance combined with their relatively simple decoding algorithm makes these codes very attractive for the next generation of digital transmission systems. Indeed, these codes have been chosen as a standard for the second Satellite Digital Video Broadcasting normalization (DVB-S2). So, the search for efficient implementations of decoding algorithms is being a challenge.

The implementation of the BP algorithm is difficult. That’s why different simplifications of this algorithm were discovered. The BP algorithm can be simplified using the BP-Based algorithm [6] and the $\lambda$-min algorithm [7].

N. Sourlas [1] has shown in 1989 that there is a mathematical equivalence of error-correcting codes to some theoretical spin-glass models. This analogy has contributed to the present proximity of the statistical physics and the information theory. Therefore, the methods of statistical physics developed in the study of disordered systems proved to be efficient for studying the properties of these codes. One of these methods is the Thouless-Anderson-Palmer (TAP) [2] approach which is shown equivalent to the BP algorithm by kawahima, et al. [8]. Unfortunately, no study has been made for the other decoding algorithms.

In this paper, we develop the Log-Likelihood Ratios-Belief Propagation (LLR-BP), the BP-Based and the $\lambda$-min decoding algorithms with the TAP approach. Their performance is evaluated as a function of a statistical physics parameter which is the magnetization.

This paper is organized as follows. Section 2 corresponds to a general description of the LDPC codes and their decoding algorithm. Section 3 describes the similarity between the BP algorithm and the TAP approach. In Section 4, we develop the LLR-BP algorithm and its simplifications the BP-Based algorithm and the $\lambda$-min algorithm with the TAP approach. Finally and before concluding, simulation results as function of the magnetization are presented in Section 5.

2. LDPC Codes and Decoding Algorithm

2.1. Low-Density Parity Check Codes

Binary LDPC codes are linear block codes defined by a
sparse parity check matrix $A(M \times N)$, where $N$ denotes the codeword length and $M$ the number of parity-check equations.

Using a notation similar to that in [4,6], let $L(\mu) = \{ j : A_{\mu j} = 1 \}$ denote the set of bit $j$ that participate in check $\mu$. Similarly, we define the set of checks in which bit $j$ participates as $M(j) = \{ \mu : A_{\mu j} = 1 \}$. We denote a set $L(\mu)$ with bit $j$ excluded by $L(\mu) \setminus j$, and a set $M(j)$ with parity check $\mu$ excluded by $M(j) \setminus \mu$. Finally, $s = (s_1, ..., s_N)$ denotes the transmitted codeword.

### 2.2. Belief Propagation Algorithm

This section summarizes according to [4,5], the iterative decoding of LDPC codes based on the BP algorithm. The likelihood of $s$ is given by $\prod_j f_j^a$, with $f_j^a = P(s_j = a)$.

Let $q_{\mu}^a$ denotes the probability that bit $j$ of $s$ is $a$, given the information obtained via checks other than check $\mu$. The quantity $r_{\mu}^a$ is meant to be the probability of check $\mu$ is satisfied if bit $j$ of $s$ is considered fixed at $a$ and the other bits have a separable distribution given by the probabilities $\{q_{\mu l} : l \in L(\mu) \setminus \mu\}$.

The standard iterative decoding algorithm based on the BP approach consists on the following main steps.

- **Initialization:** The variables $q_{\mu}^a$ and $q_{\mu}^1$ are initialized to the values $f_j^a$ and $f_j^1$ respectively.

- **Iterative processing:**
  1. Define $\delta q_{\mu}^a = q_{\mu}^a - q_{\mu}^1$ and for each $\mu$, $j \in L(\mu)$, and for $a = \{0,1\}$, compute
     
     $$
     \delta r_{\mu j} = \prod_{l \in L(\mu) \setminus j} \delta q_{\mu l} \\
     r_{\mu j}^a = \frac{1}{2} (1 + (-1)^a \delta r_{\mu j})
     $$

  2. For each $j$ and $\mu \in M(j)$, and for $a = \{0,1\}$ update
     
     $$
     q_{\mu j}^a = \alpha_{\mu j} f_j^a \prod_{v : L(v) \setminus j} r_{v j}^a \\
     q_{\mu j}^1 = \alpha_j f_j^1 \prod_{v : M(v) \setminus j} r_{v j}^a
     $$

     where $\alpha_{\mu j}$ and $\alpha_j$ are chosen such that
     
     $q_{\mu j}^0 + q_{\mu j}^1 = 1$ and $q_{\mu j}^0 + q_{\mu j}^1 = 1$.

  3. Create the word $\hat{s} = (\hat{s}_1, ..., \hat{s}_N)$ the detection of the transmitted codeword such that:

$$
\hat{s}_j = 0 \text{ if } \delta q_j > 0 \\
\hat{s}_j = 1 \text{ if } \delta q_j \leq 0
$$

If $H\hat{s}^T = 0$ the decoding process ends. Otherwise, we pass to another iteration of BP. A failure is declared and the decoding process ends if the number of iterations exceeds the maximum number of iterations and $\hat{s}$ is not a valid codeword.

### 3. Decoding Problem from Statistical Physics Point of View

#### 3.1. Statistical Physics Analogy

In the previous section, we have described the LDPC codes using the additive Boolean group $\{0,1,+\}$. However, in order to apply methods of statistical physics, it is convenient to introduce an equivalent group, the multiplicative binary group $\{+1,-1,\times\}$.

From a statistical physics point of view, the code can be regarded as a spin system. Each bit $S_j = (-1)^{s_j}$ is called a spin and takes values in $\{\pm 1\}$ and the word $S = (-1)^{s_1} \cdots (-1)^{s_N}$ can be seen as a collection of $N$ spins, called a configuration. The parity-check matrix gives rise to the interactions between the spins.

The decoding problem depends on posteriori like $P(S \setminus J)$ where $J$ is the evidence (received message or syndrome vector). By applying Bayes’ theorem this posteriori can be written in the form [1].

$$
P(S \setminus J) = \frac{P(J \setminus S) P(S)}{\sum_S P(J \setminus S) P(S)}
$$

(1)

In the statistical physics description, the probability (1) can be expressed as a Boltzmann distribution at the inverse temperature $\beta$ [9].

$$
P(S \setminus J) = \frac{1}{Z} \exp \left[ - \beta H(S \setminus J) \right]
$$

(2)

where $H(S \setminus J)$ is the Hamiltonian of the system.

In this Hamiltonian, we identify two components that are necessary for the analysis of LDPC codes.

- A term that guarantees that all parity checks are satisfied. It can be written with the Kronecker’s delta $\delta$ [1].

$$
P(J \setminus S) = \prod_{J \mu} \delta(J, N_{S \mu})
$$

According [9], the $\delta$’s can be replaced by a soft constraint.

$$
P(J \setminus S) = \text{const exp} \left[ \beta \sum_{J \mu} J_{\mu} \prod_{J \mu} S_{\mu} \right]
$$
where $\beta \to \infty$.

- A prior term that provides some statistical information on the dynamical variables $S$. It can be represented by the prior distribution

$$P(S) = \frac{\exp \left( \frac{F \sum_{j=1}^{N} S_j}{2 \cosh F} \right)}{Z_S}$$

where $F$ is the external field. It is determined by the flip rate $f$ of channel noise as $F = -\frac{1}{2} \ln \frac{1-f}{f}$.

So, the Hamiltonian $H(S \setminus J)$ is written as follows:

$$H(S \setminus J) = -\sum_{\mu=1}^{M} J_{\mu} \prod_{j \in \mu} S_{j} - \frac{F}{\beta} \sum_{j=1}^{N} S_{j}$$

where $J_{\mu}$ is the muti-spin coupling.

### 3.2. Decoding in the Statistical Physics

The decoding process corresponds to finding local magnetization at the inverse temperature $\beta$, $m_j = \langle S_j \rangle_{\beta}$ and calculating estimates as [1].

$$\hat{S}_j = \text{sign}(m_j) \quad (3)$$

The decoding performance in the statistical physics approach can be measured by the magnetization [1] defined by the overlap between the actual message and estimate:

$$m = \left\langle \frac{1}{N} \sum_{j=1}^{N} S_{j} \hat{S}_j \right\rangle$$

Here the average $\langle ... \rangle$ is performed over the matrices $A$. This value provides information about the typical performance of the code.

The Magnetization is an order parameter which has a standard of judgment whether the whole system exhibits an ordered state or not.

- If $m = 1$ the system is in an ordered phase called ferromagnetic phase.
- If $m = 0$ the system is in a disordered phase called paramagnetic phase.

Two main methods can be employed for calculating the value of the magnetization: the replica method for diluted systems [9] and the TAP approach [8]. In this paper, we are interested only on the TAP approach.

### 3.3. TAP Approach

Kabashima, et al. [8] have shown the similarity between equations derived from the TAP [2] approach and those obtained from BP. The fields $q_{\mu j}$ correspond to the mean influence of sites other than the site $j$ and the fields $r_{\mu j}$ represent the influence of $j$ back over the system (reaction fields) [10].

The similarity can be exposed by observing that the likelihood $P(J_{\mu} \setminus S)$ is proportional to the Boltzmann weight [11]

$$\omega_{\mu}(J_{\mu} \setminus \{S_j : j \in L(\mu)\}) = \exp \left( -\beta J_{\mu} \prod_{j \in L(\mu)} S_j \right)$$

The conditional probability $r_{\mu j}^{S_j}$ can be seen as a normalized effective Boltzmann weight (effective Boltzmann probability) obtained by fixing the bit $S_j$ [10]

$$r_{\mu j}^{S_j} = \alpha_{\mu j}^{S_j} \omega_{\mu j}(J_{\mu} \setminus S_j) = \alpha_{\mu j}^{S_j} \sum_{S_j \in \mu \setminus j} \omega_{\mu j}(J_{\mu} \setminus \{S_j : j \in L(\mu)\}) \prod_{i \in L(\mu)} q_{\mu i}^{(S_i)}$$

Since spin variable $S_j$ takes only two values ±1, it is convenient to express the BP/TAP algorithm using spin averages

$$\sum_{S_{j \in \mu \setminus j}} \sum_{S_{j \in L(\mu) \setminus j}} q_{\mu j}^{S_j}$$

of channel noise as $r_{\mu j}^{S_j}$ rather than the distributions $q_{\mu j}^{S_j}$ and $r_{\mu j}^{S_j}$ themselves. We use $\delta q_{\mu j} = m_{\mu j}$ to denote $\sum_{S_{j \in \mu \setminus j}} S_{j} q_{\mu j}^{S_j}$. Similar notation $\delta r_{\mu j} = \hat{m}_{\mu j}$ is used for $\sum_{S_{j \in \mu \setminus j}} S_{j} r_{\mu j}^{S_j}$. Additionally, it was shown in [10] that the following statements hold

$$\hat{m}_{\mu j} = \tanh \left( \beta J_{\mu} \prod_{i \in L(\mu)} m_{\mu i} \right) \quad (5)$$

$$m_{\mu j} = \tanh \left( \sum_{i \in L(\mu)} \tanh^{-1}(\hat{m}_{\mu i}) + \beta F \right) \quad (6)$$

The pseudo-posteriiori can then be calculated

$$m_{j} = \tanh \left( \sum_{i \in L(\mu)} \tanh^{-1}(\hat{m}_{\mu i}) + \beta F \right) \quad (7)$$

This provides a way for computing the Bayes optimal decoding as follows:

$$\hat{S}_j = \text{sign}(\delta q_{j}) = \text{sign}(m_{j}) \quad (8)$$

The result that $\delta q_{j} = m_{j}$ is demonstrated as follows:

$$m_{j} = \langle S_j \rangle_{\beta} = \frac{1}{Z} \sum_{S_j} \exp \left[ -\beta H(S \setminus J) \right]$$

$$= \sum_{S_j} P(S \setminus J) \sum_{S_j} P(S \setminus J) \sum_{S_j} P(S \setminus J) \sum_{S_j} P(S \setminus J) \sum_{S_j} P(S \setminus J) \sum_{S_j} P(S \setminus J) \sum_{S_j} P(S \setminus J) \sum_{S_j} P(S \setminus J) 
= \delta q_j$$
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4. LLR-BP Algorithm and its Simplifications with TAP Approach

4.1. LLR-BP Algorithm with TAP Approach

In the LLR-BP algorithm instead of handling probabilities as in [3,5] we are going to deal with the LLRs. In practice, using LLRs as messages offers implementation advantages over using probabilities or likelihood ratios because multiplications are replaced by additions and the normalization step is eliminated [11].

In this section, we try to develop the LLR-BP with the TAP approach. Let $x_{j\mu}$ and $y_{j\mu}$ be the LLR of bit $j$ which are sent from bit node $j$ to check node $\mu$ and from the check node $\mu$ to bit node $j$, respectively. From the statistical physics definition, the LLR is defined as follows [12]:

$$x_{j\mu} = \frac{1}{2\beta} \ln \frac{q_{\mu}^{+}}{q_{\mu}^{-}} = \frac{x_{j\mu}^{'}}{2\beta}$$  \hspace{1cm} (10)

And

$$y_{j\mu} = \frac{1}{2\beta} \ln \frac{r_{\mu}^{+}}{r_{\mu}^{-}} = \frac{y_{j\mu}^{'}}{2\beta}$$  \hspace{1cm} (11)

We need also the following results

$$\tanh (\beta y_{j\mu}^{'}) = \tanh \left( \frac{1}{2} \ln \frac{q_{\mu}^{+}}{q_{\mu}^{-}} \right)$$  \hspace{1cm} (12)

$$= \frac{q_{\mu}^{+} - q_{\mu}^{-}}{q_{\mu}^{+} + q_{\mu}^{-}} = m_{j\mu}$$

Like in (12), the variable $\hat{m}_{j\mu}$ can be also written as:

$$\hat{m}_{j\mu} = \tanh (\beta y_{j\mu}^{'})$$  \hspace{1cm} (13)

So, from Equations (5), (12) and (13) we have

$$x_{j\mu} = \frac{1}{\beta} \tanh^{-1} \left( \sum_{\nu \in M(j) \mu} \tanh^{-1}(\hat{m}_{\nu j}) + \beta F \right)$$  \hspace{1cm} (14)

$$= y_{j\mu} + F$$

Also, $y_{j\mu}$ can be written as

$$y_{j\mu} = \frac{1}{\beta} \tanh^{-1}(\hat{m}_{j\mu})$$  \hspace{1cm} (15)

Finally, the posteriori LLR of bit $S_j$ is

$$x_j = \sum_{\mu \in \mathcal{M}(j)} y_{j\mu} + F$$  \hspace{1cm} (16)

It’s not easy to implement (15) which has the form of a product. Our idea is to decompose the check node update into sign and magnitude processing like in [13]. We have from (15)

$$\tanh (\beta y_{j\mu}) = \tanh (\beta J_{j\mu} \prod_{\nu \in \mathcal{M}(\mu) j} \tanh (\beta x_{j\nu}))$$  \hspace{1cm} (17)

Replacing $J_{j\mu}$ by sign($\beta J_{j\mu}$)×$|\beta J_{j\mu}|$ and $\beta x_{j\nu}$ by sign($\beta x_{j\nu}$)×$|\beta x_{j\nu}|$ in (17) yields

$$\text{sign}(\beta y_{j\mu}) = \prod_{\nu \in \mathcal{M}(\mu) j} \text{sign}(\beta J_{j\nu}) x_{j\nu}$$

$$\tanh (\beta y_{j\mu}) = \tanh (\beta J_{j\mu} \prod_{\nu \in \mathcal{M}(\mu) j} \tanh (\beta x_{j\nu}))$$  \hspace{1cm} (18)

$$\tanh (\frac{y_{j\mu}}{2}) = \tanh (\frac{\beta J_{j\mu}}{2} \prod_{\nu \in \mathcal{M}(\mu) j} \tanh (\frac{x_{j\nu}}{2}))$$  \hspace{1cm} (19)

Let $f(t)$ be defined by

$$f(t) = -\ln \left( \tanh \left( \frac{t}{2} \right) \right) = \frac{e^t + 1}{e^t - 1}$$  \hspace{1cm} (20)

Then, taking the logarithm of the inverse of both sides of (19) yields

$$-\ln \tanh \left( \frac{y_{j\mu}}{2} \right) = -\ln \left[ 2 \frac{\beta J_{j\mu}}{2} + \sum_{\nu \in \mathcal{M}(\mu) j} -\ln \tanh \left( \frac{x_{j\nu}}{2} \right) \right]$$

$$f \left( \left| y_{j\mu} \right| \right) = f \left( \left| 2 \beta J_{j\mu} \right| \right) + \sum_{\nu \in \mathcal{M}(\mu) j} f \left( \left| x_{j\nu} \right| \right)$$  \hspace{1cm} (21)

The Equation (20) verifies

$$f(f(t)) = \ln \left( \frac{e^t + 1}{e^t - 1} \right) - 1 = t$$  \hspace{1cm} (22)

So the Equation (21) can be written

$$\left| y_{j\mu} \right| = f \left( \left| 2 \beta J_{j\mu} \right| \right) + \sum_{\nu \in \mathcal{M}(\mu) j} f \left( \left| x_{j\nu} \right| \right)$$  \hspace{1cm} (23)

Using (10) and (11), the Equation (23) can be written as

$$\left| 2 \beta y_{j\mu} \right| = f \left( \left| 2 \beta J_{j\mu} \right| \right) + \sum_{\nu \in \mathcal{M}(\mu) j} f \left( \left| 2 \beta x_{j\nu} \right| \right)$$  \hspace{1cm} (24)

From (18) and (24), the check node processing in the statistical physics is denoted by
$$y_{\mu j} = \prod_{i \in L(\mu), j} \text{sign}(J_{\mu x_{\mu}}) \times \frac{1}{2\beta} x_{\mu}$$

$$f\left( f\left(2\beta J_{\mu}\right) + \sum_{i \in L(\mu), j} f\left(2\beta x_{\mu}\right)\right)$$

**4.2. BP-Based with TAP Approach**

In this section, we try to develop the approximation of the BP algorithm: the BP-Based [6] algorithm, with the TAP approach. The key idea of this algorithm is that

$$\sum_{i} f(i) \leq f\left(\min_{i} i\right)$$

The inequality is clear while depicting the function $f(t)$ on the Figure 1.

The Equation (24) is then approximated by

$$\left|2\beta y_{\mu}\right| = f\left( f\left(2\beta J_{\mu}\right) + \sum_{i \in L(\mu), j} f\left(2\beta x_{\mu}\right)\right)$$

$$\approx f\left( f\left(\min_{i \in L(\mu), j} \left|2\beta J_{\mu}\right|, \left|2\beta x_{\mu}\right|\right)\right)$$

$$= \min_{i \in L(\mu), j} \left|2\beta J_{\mu}\right|, \left|2\beta x_{\mu}\right|$$

So, the extrinsic information in the BP-Based algorithm written with the TAP equation is given by:

$$y_{\mu j} = \prod_{i \in L(\mu), j} \text{sign}(J_{\mu x_{\mu}}) \times \frac{1}{2\beta} \min_{i \in L(\mu), j} \left|2\beta J_{\mu}\right|, \left|2\beta x_{\mu}\right|$$

Therefore, there is an important simplification in the BP-Based algorithm with TAP approach since the check node update is replaced by a selection of the minimum input value.

**4.3. $\lambda$-min Algorithm with TAP Approach**

In this section, we try to develop the $\lambda$-min algorithm [7] with the TAP approach. In the check node update of (25), the magnitude processing is run using the function defined by (20). While depicting this function on the Figure 1, it is clear that $\sum_{i} f(i)$ can be approximated by the maximal values of $f(t)$ which is obtained for the minimal values of $\|t\|$.

So, like Guilloud, et al. [7] we propose to compute (24) with only the $\lambda$ bits that participate in check $\mu$ and which have the minimum magnitude.

$$\left|2\beta y_{\mu}\right| = f\left( f\left(2\beta J_{\mu}\right) + \sum_{i \in L(\mu), j} f\left(2\beta x_{\mu}\right)\right)$$

**5. Simulation Results**

Simulations have been performed using regular (3,6) LDPC code of length $N = 1008$ and with 20 decoding iterations. We averaged the results over 10 codes. This ensemble of LDPC code is characterized by the same block length, the ones in each column and the ones in each row. For each run, a fixed code is used to generate 1008 bit codeword from 504 bit message. Corrupted versions of the codeword are then decoded using LLR-BP, BP-Based and $\lambda$-min decoding algorithms.

To observe the effect of the simplification in (27) and (29) on the performance from a statistical physics point of view, we have calculated the overlap between the actual message and the estimate (magnetization) for each fixed code and for each algorithm. After, we average the obtained results for the 10 different codes. Figure 2 depicts the magnetization performance of the LLR-BP, BP-Based and the $\lambda$-min algorithms.
According the results of Figure 2, we can conclude the effectiveness of the $\lambda$-min algorithm. At a magnetization of 0.9, the BP-Based algorithm introduces a degradation of 0.5 dB with 20 iterations. The 2-min algorithm introduces a degradation of 0.3 dB. The performance of the 3-min algorithm is slightly worse than that of the LLR-BP algorithm, the degradation is only 0.08 dB.

Another remark from Figure 2 is that at high signal to noise ratio the magnetization is concentrate at the value $m = 1$. This value corresponds to the ferromagnetic state in the statistical physics and to the perfect decoding in the information theory.

The analogy between the Bit Error Rate (BER) performance and the magnetization performance can be examined in [14].

6. Conclusions

In this paper, we have been interested in the decoding of LDPC codes from a statistical physics approach. First, we have examined the correspondence between LDPC codes and Ising spin systems. The relation between the BP algorithm and TAP approach is investigated. Then, we showed that LLR-BP algorithm and its simplification $i.e.$ the BP-Based algorithm and the $\lambda$-min algorithm can be obtained using the TAP approach of Ising spin systems in statistical physics. Besides, we have presented the performance of the decoding algorithms using a statistical physics parameter which is the magnetization.

Finally, we concluded that the BP-Based algorithm reduces the complexity for updating extrinsic information but there is degradation in performance compared to the LLR-BP algorithm. The $\lambda$-min algorithm reduces the complexity for updating extrinsic information without degradation in performance compared to the LLR-BP algorithm especially when $\lambda$ increases. These results confirm with the results obtained in the information theory.

As a perspective of our work, we propose to study the replica method. This is a method from the statistical physics applied to find the magnetization. Besides, we propose to simplify the equations of this method by the same approximation in the BP-Based algorithm and the $\lambda$-min algorithm in order to compare the analytic results with the experimental ones.
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Abstract

The number of Internet users has increased very rapidly due to the scalability of the network. The users demand higher bandwidth and better throughput in the case of on demand video, or video conference or any real time distributed network system. Performance is a great issue in any distributed networks. In this paper we have shown the performance of the multicast groups or clusters in the distributed network system. In this paper we have shown the performance of different users or receivers belongs to the multicast group or cluster in the distributed network, transfer data from the source node with multirate multicast or unirate multicast by considering packet level forwarding procedure in different sessions. In this work we have shown that how the throughput was effected when the number of receiver increases. In this work we have considered the different types of queue such as RED, Fair queue at the junction node for maintaining the end to end packet transmission. In this work we have used various congestion control protocol at the sender nodes. This paper we have shown the performance of the distributed cluster network by multirate multicast.
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1. Introduction

The users i.e. the receivers are connected to the source for transferring data or exchanging information. Here the source and the receivers are forming a network, that network is scalable i.e., in the network any new user or receiver can join. According to the real world scenario any number of existing user or receiver can leave from the cluster network can join different cluster or group. Each cluster be from a distributed network and well connected with other network. For any particular multicast group in the distributed network, the consist members of the group run different application program and required different packet size and data rate.

The performance of the distributed network in heterogeneous system, obtained by markovian model [1] and the queuing processing delay at the junction node.

Sending packets to the destination node with the minimum cost transmission delay, multicast session network coding techniques scheme used [2]. The end to end packet transmission in a set of active elastic sessions over a network, the session traffic [3] routed to the destination node through different path. The collision free broadcasting technique used [4] to minimize the latency and the number of transmissions in the broadcast network for end to end packet transmission in the distributed cluster network. The alternative ways for end to end packet forwarding used minimal congestion feedback signals from the router [5] and split the flow between each source destination pair. In end to end packet transmission, the random delay and TCP–congestion control [6] in the network is a issue. Receiver adjusts the rate based on the congestion level in Multicast Network [7] to reduce the congestion. In the real life scenario multicast traffic can cause more packet loss than unicast traffic for example in internet. The resource allocation by the Max–min fairness [8,9] and proportional fairness can reduce the traffic load in the network. The control multicast in the Network by using TCP [10,11] reduce the traffic load in the network. The inverted tree structure implemented in IP based network with the multicast session [12,13] to achieve better performance. The TCP congestion and the effect of that on the throughput of Multicast Group have greater impact in the system network [14]. Since the data
packet be transferred between the source and receiver for end to end connection. The path between the source and receiver is not peer to peer, there be at least one junction node in between them. Due to limited bandwidth in the connecting paths, and queuing delay, data packet may be loss. The packet processing delay at the junction node (it is random service time) and the propagation time in the link be consider, the packet transmission delay at the junction node be negligible. The different receivers take data packet from the source node via the junction node (there may be more than one junction nodes in the source to receiver link). Now different receivers taken data packet with different rate in the multicast group of the distributed network in a multicast session. It is called the multirate multicast. If all the receiver node taken data packet with same rate it is called unirate multicast. Each multicast session is the collection of virtual session [15,16].

\[ S_j = \bigcup_{j=1}^{n} s_i \] where \( S_j \) is the jth multicast session, and n is the number of node (receiver) clearly, cardinality(\( S_j \)) \( \leq n \) because in a particular session all receiver may not received data packet. \( s_i \) is the virtual session in the j-th multicast session for the ith receiver node in the multicast group. Different type of tree formed in the cluster of the distributed network like the Figures 1, 2, 3.

In Figure 1 there is one multicast group and one junction node, In Figure 2 there are two multicast group and two junction node In Figure 3 three multicast group and three junction node. The receiver node takes data packet from the source node via the junction node through the source to receiver link path. The different types of queue like RED, FQ, SFQ attach at the junction node to capture the packet loss and measure the delay for the multicast group in the multirate multicast session. Figure 4 represent the junction node of the network. The packets approach the junction node randomly and the queue stored the packets. The packets stored into the queue in the order \( n + 1, n, n - 1 \)… i.e., the \((n-1)\)th packet be forwarded to the processing unit after that the \((n)\)th and \((n+1)\)th be forwarded to the processing unit. In side the queue there be waiting time for each packet and each packet have random service time or processing time according to the size of the packet and the destination multicast group. By using the packet level simulation we check how the throughput, delay, packet loss how the throughput be effected by increasing the number of receiver in the multicast group. The paper is structured as follows Section 1 is introduction, Section 2 presents Proposed model Section 3 presents the algorithms for the mathematical models, Section 4 and 5 represents simulation results and the conclusion.

2. Proposed Model for Multirate Multicast Virtual Session

2.1. Assumption 1

Let \( L \) be the set of links and \( l \in L \) be a particular link path. The maximum capacity of the link \( l \) is \( l_c \). Let \( S \) be the set of all session, such that \( s \in S \) be the a particular session through link \( l \), where \( S \) be the set of session passing through the link \( l \). Clearly \( S = \bigcup_s S_l \) and \( R \) be the set of receiver at the particular session \( s \) for the multicast group. \( V_s \) be the set of virtual session that using the link \( l \) at the session \( s \). If \( p_{sr}(t) \) be the rate at which the data be transferred at session \( s \) to the receiver \( r \) at the time \( t \). Then, \( \max_{s \in S_l} \{ p_{sr} \} \leq l_c \) briefly we can write
Max\{p_r | s \in S_i\} \leq l_c \) means we consider the maximum flow through the link path \( l \) for the set of session \( S_i \) within the threshold limit of the link capacity \( l_c \). According to the Figure 5, there were the two sessions for sending data packet from the source node A to the receiver node C and the source node D to the receiver node C. Now the maximum data packet be transferred through the link path \( l \) for the set of sessions.

In the 1st session data packet be transferred like A->B->C and A->B->D and in the 2nd session data packet be transferred like D->B->C. Here nodes \{D,B,C\} forming a multicast group for the network of nodes \{A,B,C,D\}.

Our objective is to maximize the flow within the congestion threshold window size at the source end by consider the multirate multicast. The basic objective goes to maximize the data flow from the source to the multicast group in presence of queue size and random service at the junction node or the random processing time at the junction node.

2.2. Assumption 2

Let \( S'_i \subseteq S_i \). Where \( S'_i \) be the set of all session passing through the link \( l \) at time \( t \). here \( S'_i \) a countable finite is set and \( S'_i \) is the finite subset of \( S_i \).

The total flow through the link \( l \) at time \( t \) be

\[
\sum_{s \in S'_i} \{p_r : R^{\leq} \rightarrow R^{\geq} | (r \in R_s) (s \in S_i)[Max\{p_r(t)\}]\}
\]

The above expression is the sum of the set of values for all session through link \( l \) at time \( t \), where \( p_r \) be a real valued function from the time domain to the real valued data rate where the suffix \( r \) and \( s \) are belongs to the set of receivers of the multicast group and \( s \) is the session through link \( l \) such that \( r \) and \( s \) belongs to sets \( R_s \) and \( S'_i \).

Here we consider only the maximum data rate at different session at time \( t \) for the receiver \( r \).

3. Proposed Algorithm for the Packet Level Forwarding

It is possible to store information of all packet for all the multirate multicast session through the link path (source to receiver).

Here the proposed algorithms for selected single packet forwarding time computation from source to a receiver (that belongs to multicast group) per session that belongs to multirate multicast session.

Algorithm:

// \( s \in S_p \), \( S_p \) be the set of all session passing through path \( p \) (source to receiver)
// \( k = \text{cardinality } (S_p) \)
// \( m \) be any selected packet for any session
// \( n \) be the number of nodes required for the link path source to receiver \( r \).
// \( n \leq \text{ dimension of network} \)
// \( S'_m \) be the random service or processing time for the \( m^{\text{th}} \) packet at the \( i^{\text{th}} \) junction
// \( \text{node} \).
// \( S'_m \in A[1..k,1..n] \) in 2D space
// \( X'_m \) be the forwarding time for the \( m^{\text{th}} \) packet at the \( i^{\text{th}} \) junction node
// \( X'_m \in B[1..k,1..n] \) in 2D space.
// \( t'_m \) be the propagation time of the \( m^{\text{th}} \) packet between the junction nodes \((i-1)\) and \((i)\)
// \( t'_m \in C[1..k,1..n] \) in 2D space.

Var

\( S'_m, X'_m, t'_m : \text{float} \)

Var

\( T_p, T : \text{integer} \)  \( T_p \) be total propagation time one selected packet per session,

// source to receiver \( T_p \in D[1..k,1] \) \( k \)
// number of rows and 1 column.
// \( T \) be the total time one packet per session  \( T \in E[1..k,1] \)

Var

\( \text{sum} = 0 : \text{integer} \)
\( 2\text{sum} = 0 : \text{integer} \)

function : f ( float a, float b)

\{
  \text{if} \quad \text{ABS}(a) > \text{ABS}(b)
  \text{ABS}(a) \| a \| \text{ in normed space}
  \text{return } (a)
  \quad \text{if} \quad \text{ABS}(a) < \text{ABS}(b)
\}

A

B

C

D

Figure 5. Distributed nodes.
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By solving the number of computation of the proposed algorithm, the time complexity of the proposed algorithms belongs to $O(n^3)$.

4. Experimental Result and Discussion

The Figure 6 shows the result corresponding to the diagram Figure 1 where the data transferred from the source node through the junction node in a session. The receivers build a single cluster with a cluster head. The cluster has $n$–numbers of receiver nodes. The cluster members gradually connected to the source node i.e. it is gradually expands from the time 0.25 second (in a session) and gradually release resources i.e. the size of the cluster reduce from the 0.32 second (in other session). It shown from the Figure 6 that when the number of nodes (receivers) increase in the cluster, the throughput decreases as in the receiver side, the packet loss increase i.e. packet delay increase. When the number of nodes in cluster decrease, i.e., the member node leaves the group, the packet receive rate increase. As well as the throughput increases for the group as it is indicated in between the time (0.32, 0.35).

The Figure 7 shows the result corresponds to the diagram Figure 2, initially the Network have two cluster of two different size. In a session up to 0.31 second member connected to the source node via the junction nodes and the receive packets After 0.31 second in the new session one group leave from the network, i.e. release the resources the Figure 7 shows the effect that on the throughput.

In Figure 8 and Figure 9 the effect on the overall throughput when the one cluster leaves the network (smaller in number of nodes) and a comparatively bigger cluster connect to the network in other session. Figure 10 and Figure 11 represent how the load increased in junction nodes that connected to the two clusters. Figure 12 and Figure 13 represent the traffic pattern that pass through the two junction nodes that connected to the two different clusters.
Figure 6. Packet received—Time.

Figure 7. Throughput—Decrease cluster number time.
Figure 8. Packet receive.

Figure 9. Throughput two different size clusters.
Figure 10. Traffic load inside the small cluster.

Figure 11. Traffic load inside the big cluster.
Figure 12. Packet received at receiver small cluster.

Figure 13. Packet received at receiver big cluster.
5. Concluding Remarks

In this paper we develop the novel algorithms, the packet level forwarding in multicast session and on the basis of that we simulate the real problem in the lab environment. When the cluster size increases the throughput decreases. We consider a single cluster that expands in a session and reduces in other session as some nodes join in the cluster in a session and some node leaves as in other session.

We also study when the network is composed of multiple cluster and some cluster expands in number and some cluster reduces in number in different sessions. We experiment that with respect to real scenarios.

The work can be further extended for the problem arise in the next generation Network (NGN). In the case of IP based video on demand problem. In that case in spite of bandwidth limited constraint the number of receiver connected to the main video server as getting the clips Video –on-demand as IP data packets (datagram), the receiver forms single or more than one multicast groups .The receiver get the data packet as in the multicast session to the receiver as for the views particular (channel) that is related channel to a particular frequency.
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Abstract

In this paper we propose a new architectural switching nodes consisting of two processing nodes that follow Erlang B and Erlang C traffic respectively. The developed model is used to best utilize the given number of output channels to achieve the least blocking probability. An appropriate mathematical model has been further devised and its call blocking probability has been enunciated. Performance of the model has been evaluated for different values of blocking probabilities. It has been observed that the performance of the network is satisfying for different design parameters.

Keywords: WDM Networks, Erlang Traffic, Optical Node, Blocking Probability, Traffic Fraction

1. Introduction

Wavelength division multiplexing (WDM) is a promising technology which, in conjunction with wavelength routing, enables the optical networks to provide a throughput of the order of Gbs/sec and to handle hundreds of nodes simultaneously. This is possible because of all optical wavelength routed networks exploit wavelength reuse and removes the electro-optic bottleneck from the networks [1-3]. Tremendous traffic demand in all optical networks needs an appropriate optical control layer supported with configurability, restorability, bandwidth utilization and node accessibility [4-8]. Various application based traffic to support quality of service in the wavelength division-multiplexed (WDM) system needs effective control protocols and efficient algorithms [9-10]. Several approaches have been proposed to manage the optical traffic through WDM network involving optical circuit switching, optical packet switching or optical burst switching with appropriate routing algorithms [11-13]. WDM technology along with optical packet switching has changed the static usage of WDM network into an intelligent optical network capable of efficient routing and switching [14-15]. The performance of packet switched optical networks is characterized by evaluating the blocking probability and optimum management of available channels. This traffic management requires optical logic processing and data buffering [16]. In optical wavelength-division multiplexing (WDM) networks, traffic can be very bursty in nature. The instantaneous characterization of such traffic shows that the irregular oscillation of the traffic load and the occurrence of blockings in a light-loaded network are highly correlated. Specifically, most blockings occur concentratively at the peaks of the instantaneous load. In some other time, network resources may not be sufficiently utilized. To make better utilization of network resources, a novel and intelligent channel assignment scheme is necessary. By releasing a portion of available channel resources under light loading and recapturing them when the load goes up, a number of blockings brought by the irregular oscillation of the traffic load can be reduced [17].

In the present paper we propose an appropriate model of WDM optical switch having two processing nodes (node B, node C) with fixed number of output channels. In the node architectural design the processing node B is assumed to follow Erlang B traffic model while the node C serves with Erlang C traffic model. Further it is also assumed Poisson arrivals of traffic from the source to the intermediate router which then arbitrarily routes the incoming traffic to the nodes. The flow of traffic to node B and node C is highly irregular i.e., at any instant of time one node may be heavily loaded and other one is lightly loaded. This may cause a rise in blocking probability of the heavily loaded node to increase beyond the desired value but at the same time other node may be left with some unused channels and thus the available channels of the nodes are not always best utilized. Here we have introduced one controller unit which will reallocate (reserve or release) the available output channels of the nodes depending on the traffic load of the respective
node. In the present model if the traffic flows to a particular node becomes high then the traffic flow through the other node falls due to sharing of the incoming traffic by the two nodes. In this situation the heavily loaded node will not be able to maintain the desired blocking probability with its own output channels where as the lightly loaded node has unused channels which can be shared by the busy node and vice-versa. Traffic flow through the nodes are purely random but can be measured. From this measured value of traffic the controller unit with the help of some empirical formula will continuously calculate the number of output channels required to meeting the desired blocking probability and hence the necessary action will be taken.

Evaluation of these channel shifting properties and the corresponding blocking probability is of utmost importance and in this paper an attempt has been made to develop a simple analytical model and mathematical expressions for an optical switching network capable to implement different blocking probabilities and to provide best channels utilization. The performance of the switch has been evaluated to show their qualitative proximity with existing result.

2. Modeling of Optical Network

Here we have assumed that source is generating maximum \( \rho \) amount of traffic and sending them to the traffic router. The traffic router will route a fraction ‘\( k \)’ of the incoming traffic to node B, Erlang B traffic and the rest of the traffic i.e., \( (1 - k) \) fraction to node C, Erlang C traffic. The value of traffic fraction ‘\( k \)’ may vary from zero to one. Value of \( k \) equal to zero means the entire incoming traffic is routed to node C and \( k \) equal to one means the entire traffic is routed to node B. Figure 1 depicts the switch architecture showing N and M output channels for node B and node C respectively, to support a critical value of traffic fraction \( k \) to be processed through B for a particular blocking probability at the node. If the value of ‘\( k \)’ goes beyond that value then blocking probability in Node B will start to increase and that in Node C will decrease and vice-versa. In the next section a mathematical model has been developed to estimate the critical value of ‘\( k \)’ to ensure a desired blocking probability. The traffic router will continuously check the value of ‘\( k \)’ and will send a corresponding control signal to the channel shifter as shown in the Figure 1. Here the function of the channel shifter is to shift some channels between node B and node C as and when required. The number of channels required to be shifted (\( n \)) to keep the blocking probability unchanged has also been developed through the simulation results in the next section. If required number of channels to meet the desired blocking probability is not available for the other lightly loaded node, then the shifter may shift the instantaneous available free channels to reduce the blocking probability of the heavily loaded node to some extent. Three different types of control signals will be generated by the traffic router and will be transmitted to the channel shifter so that it can take proper actions, viz. no action is necessary, shift maximum ‘\( n \)’ number of channels from node C to node B or reverse. This proposed model may be used to best utilize the given number of output channels for least blocking probability. The complete functional behavior of the proposed switching network has been described by the flowchart as shown in the Figure 2.

3. Mathematical Model

In order to evaluate the performance of the proposed WDM optical network we need to derive the probabilistic evaluation of Node B and Node C. The Node B and Node C of the present WDM network contain \( N \) and \( M \) number of output channels respectively. The well known Erlang B formula is derived from the assumption that node B has no queue so an arriving call is either served or rejected. Blocking probability of Erlang B formula is
Traffic \( \rho \) at the router

\[ \begin{aligned}
\text{Set } P_b, P_c, k, N \text{ and } M \\
\text{Traffic } k \rho \text{ traffic to B} \\
\text{(1} - k) \rho \text{ traffic to C} \\
\text{Is } 'k' \text{ equal to set value?} \\
\text{Yes} \rightarrow \text{no action required} \\
\text{No} \rightarrow \text{Is } 'k' \text{ greater} \\
\text{Yes} \rightarrow \text{Shift maximum 'n' no. of channels from node C to node B} \\
\text{No} \rightarrow \text{Shift maximum 'n' no. of channels from node B to node C} \\
\text{Channel Shifter} \\
\text{Send the signal to destination}
\end{aligned} \]

Figure 2. Flow chart of the proposed switching node.

Erlang B formula is given by

\[ P_b = \frac{\rho^n}{N!} \sum_{i=0}^{N} \frac{(k\rho)^i}{i!} \]

(1)

where, \( \rho \) is the incoming traffic. In our model the traffic through the nodes are purely random in nature. The traffic router will route \( k \rho \) amount of the incoming traffic to node B, and \( (1 - k) \rho \) amount of traffic to node C. So in this case the above Erlang B blocking probability will be modified and

\[ P_b = \frac{(k\rho)^n}{N!} \sum_{i=0}^{N} \frac{(k\rho)^i}{i!} \]

(2)

Erlang C formula is derived from assumption that a queue is used which cannot be immediately assigned a channel. The Erlang C formula is given by

\[ P_c[\text{CallDelayed}] = \frac{\rho^M}{\rho^M + M!(1 - \frac{\rho}{M}) \sum_{i=0}^{M} \frac{\rho^i}{i!}} \exp\left[-\frac{(M - \rho)}{H}\right] \]

(3)

and the blocking probability is given by

\[ P_c = \frac{\rho^M}{\rho^M + M!(1 - \frac{\rho}{M}) \sum_{i=0}^{M} \frac{\rho^i}{i!}} \exp\left[-\frac{(M - \{1 - k\} \rho)}{H}\right] \]

(4)

where, \( t \) is the delay time and \( H \) is the average duration of the call. But in our network the equation will be modified and

\[ P_c = \frac{\{1 - k\} \rho^M}{\{1 - k\} \rho^M + M!(1 - \frac{\{1 - k\} \rho}{M}) \sum_{i=0}^{M} \frac{\{1 - k\} \rho^i}{i!}} \exp\left[-\frac{(M - \{1 - k\} \rho)}{H}\right] \]

(5)

The above equations have been used to find out the critical value of ‘k’ to ensure a desired blocking probability and the result is shown in the table below. From the simulation results which have been listed in Table 1, the following empirical formula has been developed to find out the required number of output channels to maintain the desired blocking probability for different values of traffic fraction ‘k’. \( n = [a \times (1.6^k) - N] \), where ‘a’ is some constant and whose value will depend on node parameters.

These equations have been used in blocking probability calculation in the MATLAB environment under the appropriate node and traffic assumptions.

<table>
<thead>
<tr>
<th>k</th>
<th>k=.1</th>
<th>k=.15</th>
<th>k=.2</th>
<th>k=.25</th>
<th>k=.3</th>
<th>k=.35</th>
<th>k=.4</th>
<th>k=.45</th>
<th>k=.5</th>
<th>k=.55</th>
<th>k=.6</th>
<th>k=.65</th>
<th>k=.7</th>
<th>k=.75</th>
<th>k=.8</th>
<th>k=.85</th>
</tr>
</thead>
<tbody>
<tr>
<td>No de B</td>
<td>6.0\times10^6</td>
<td>1.25\times10^6</td>
<td>9\times10^5</td>
<td>4.1\times10^5</td>
<td>1.4\times10^5</td>
<td>4\times10^5</td>
<td>8\times10^4</td>
<td>1.75\times10^4</td>
<td>3\times10^3</td>
<td>5.1\times10^2</td>
<td>3\times10^2</td>
<td>1.024</td>
<td>0.03</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No de C</td>
<td>2.1\times10^4</td>
<td>1.25\times10^4</td>
<td>7\times10^3</td>
<td>4\times10^3</td>
<td>2.1\times10^3</td>
<td>1.2\times10^3</td>
<td>6\times10^2</td>
<td>3\times10^2</td>
<td>1.4\times10^2</td>
<td>6\times10^1</td>
<td>2.5\times10^1</td>
<td>9\times10^1</td>
<td>2.8\times10^1</td>
<td>7\times10^1</td>
<td>1.4\times10^1</td>
<td>1.7\times10^1</td>
</tr>
</tbody>
</table>

Table 1. Call blocking probability for various traffic fraction.
4. Simulation and Results

The simulations are carried out for the proposed optical switching node for a generic traffic with variable traffic routing factor. Case 1 presents the dependence of routed incoming traffic on the required number of output channels at processing nodes for different blocking probabilities considering \( \rho \) as 5 Earlang. In case 2 the dependency of blocking probability on the number of output channels for three different values of incoming traffic fraction have been evaluated and the corresponding curves have been drawn in Figures 5 and 6.

It is inferred from Figures 3 and 4 that a higher traffic needs a larger number of output channels to maintain a required value of blocking probability. Similarly it is also clear from the graph that, addition of output channels decreases the blocking probability for both types of nodes. It is found from the figures that the number of channels required to maintain same blocking probability is significantly higher in case of node B as compared to node C for the same circumstances. It may also be noted that to maintain a blocking of \( 4.1 \times 10^{-5} \) at 4.5 Erlang load, the desired output channels for node B to process alone will be 15, however this number get reduced to 9 in case of traffic to be processed by node C alone. This observation is quite obvious due to different traffic handling capacities of the nodes. For a given number of available output channels Erlang C model is superior to Erlang B model but implementation of previous adds cost and the network complexity. Therefore in our proposed switching node we have used the combination of both types of traffic models. This approach may lead to a compromise between cost and complexity with the node throughput.

Figure 3, curve ‘A’ indicates that, for 8 available output channels node B can process upto 0.5 Erlang of incoming traffic to maintain a blocking probability of \( 6 \times 10^{-8} \). Similarly the channel requirement graph for a larger allowed blocking probability has been depicted by curves B and C, showing a lower channel requirement implying a compromise with the throughput. The channel requirement increases almost linearly with the amount incoming traffic for a fixed blocking probability but the slope of curve becomes steeper to yield low blocking probability. On the other hand the node C with 8 output channels can process upto 2.5 Erlang of traffic even after
maintaining blocking probabilities of $1.4 \times 10^{-5}$ as is evident by curve 'A' in Figure 4. Node C shows the similar behavior as in case of node B, but with smaller quantitative difference. It is interesting to note that as the incoming traffic is distributed between the two nodes unevenly, one of the nodes gets highly loaded leaving the other with a lesser load. At this condition the lightly loaded node is left with few unused channels but the highly loaded node suffers from scarcity of output channels, leading to poor performance. In this situation if the unused channels of lightly loaded node are available to the heavily loaded node then blocking probability of the entire switching node will improve significantly.

The variation of blocking probability with number of output channels has shown in Figures 5 and 6 for both the cases. Three different values of incoming traffic fraction ‘k’ have been considered to execute the blocking probability with the number of output channels for both of the processing nodes. It can be inferred from the curves of Figures 5 and 6 that blocking probability reduces as the number of output channel increases for both types of nodes. This change is more prominent in node C; showing a significant improvement in the blocking probability. This improvement may be attributed to the efficient traffic model applicable to node C.

These observations can be used to employ channel shifting property of the proposed node architecture to obtain a satisfactory reduction in blocking probability at high traffic flow. Thus present analysis is useful for the node designer to optimize the available channels for the minimum blocking probability through switching node utilizing channel shifter effectively.

5. Conclusions

This paper presents an analytical approach to investigate the performance of an optical WDM switching node under variable Erlang traffic condition. A new architectural model with two different types of processing nodes has been proposed for the switching action. Mathematical model also been developed to evaluate the blocking probability of the switching node for variable incoming traffic. The proposed architecture may be used to utilize the given number of output channels for least blocking probability. The approach adopted is quite simple and involves basic node system behavior but still provides a well acceptable performance. The results are validated by MATLAB simulations and show a distinct influence of the incoming traffic over usable channel and blocking probability of the switching node as well.
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Abstract

In this study, a novel procedure is presented for control and analysis of a group of autonomous agents with point mass dynamics achieving flocking motion by using a fuzzy-logic-based attractive/repulsive function. Two cooperative control laws are proposed for a group of autonomous agents to achieve flocking formations related to two different centers (mass center and geometric center) of the flock. The first one is designed for flocking motion guided at mass center and the other for geometric center. A virtual agent is introduced to represent a group objective for tracking purposes. Smooth graph Laplacian is introduced to overcome the difficulties in theoretical analysis. A new fuzzy-logic-based attractive/repulsive function is proposed for separation and cohesion control among agents. The theoretical results are presented to indicate the stability (separation, collision avoidance and velocity matching) of the control systems. Finally, simulation example is demonstrated to validate the theoretical results.

Keywords: Flocking, Cooperative Control, Multi-Agent System, Fuzzy Logic

1. Introduction

A special behavior of large number of interacting dynamic agents called “flocking” has attracted many researchers from diverse fields of scientific and engineering disciplines. Examples of this behavior in the nature include flocks of birds, schools of fish, herds of animals, and colonies of bacteria.

In 1986, Reynolds introduced three heuristic rules that leads to the creation of the first computer animation model of flocking [1]. It should be noticed that these rules are also known as cohesion, separation, and alignment rules respectively in the literature. Similar problems have become a major thrust in systems and control theory, in the context of cooperative control, distributed control of multiple vehicles and formation control. A research field which is tightly related to the theme of this paper is that of consensus seeking of autonomous multi-agent. In this case, multi-agent achieve consensus if their associated state variables converge to a common value [2-5]. In the meantime, an important progression has been achieved on synchronous and/or asynchronous swarm stability analysis [6-8]. Pioneering works [9-11] on flocking motion of particle systems have properly explained the heuristic rules embedded in Reynolds model. One of the important works in [9-11] is the design of attractive/repulsive potential function. In [12], Gu and Hu proposed a flocking control algorithm for fixed and switching network of multi-agent respectively, in which the attractive/repulsive potential was designed using fuzzy logic. Stability is analyzed using the classical Lyapunov theory in fixed network and non-smooth analysis in dynamical network, respectively.

In this study, the flocking behaviors of multi-agent systems with point mass dynamics and dynamical network topology are investigated. The major difference or contribution compared with previous works, for example [9-12], can be outlined as follows. First of all, the new results are based on more general particle model and the flocking motion is centered at different centers, e.g., mass center and geometric center. Secondly, two new cooperative control laws are proposed such that desired collective behaviors (separation, collision avoidance and velocity matching) can be achieved. Finally, smooth graph Laplacian and smooth attractive/repulsive potential based on fuzzy logic are proposed to overcome the difficulties in theoretical analysis and for separation and cohesion control between agents, respectively. In contrast to [12], owing to the design of smooth attractive/repulsive potential based on fuzzy logic and application of smooth graph Laplacian, stability analysis both in fixed and dynamical networks can easily conducted using classical Lyapunov theory.

The rest of the paper is organized as follows. In Section
2, the problems are formulated based on algebraic graph theory, preliminaries about smooth collective potential function and fuzzy control function are provided. In Section 2, two flocking control laws based on fuzzy logic are proposed. Stability analysis is given in Section 4. Simulation results are provided in Section 5. Finally, concluding remarks are made in Section 6.

2. Problem Formulation and Preliminaries

2.1. System Dynamics

Consider a group of \( N \) agents (or particles) moving in an \( n \)-dimensional Euclidean space, each has point mass dynamics described by

\[
\begin{align*}
\dot{x}_i &= v_i, \\
m_i \ddot{x}_i &= u_i - k_i v_i, i = 1, 2, L , N
\end{align*}
\]

(1)

where \( x_i = (x_{i1}, x_{i2}, L , x_{in})^T \in \mathbb{R}^n \) is the position vector of agent \( i \) , \( v_i = (v_{i1}, v_{i2}, L , v_{in})^T \in \mathbb{R}^n \) is its velocity vector, \( m_i > 0 \) is its mass, \( u_i = (u_{i1}, u_{i2}, L , u_{in})^T \in \mathbb{R}^n \) is the control input acting on agent \( i \) , \( k_i > 0 \) is the velocity damping gain, and \( -k_i v_i \) is the velocity damping term.

For flocking motion of a group of agents, the control objectives are to design flocking control laws such that:

a) The distances \( \|x_j - x_i\| \) between any two neighbor agents are asymptotically convergent to a desired constant value \( d \) ;

b) The velocity vectors \( v_i \) reach consensus, i.e., \( v_1 = v_2 = L = v_N = v_c = v_r \), where \( v_c \) is the velocity vector of the center of a group of agents and \( v_r \) is the velocity vector of a virtual agent;

c) No collision between agents occurs during the flocking.

The theoretical framework presented in this paper for creation of flocking behavior relies on a number of fundamental concepts in algebraic graph theory [13] that are described below.

A weighted undirected graph will be used to model the interaction topology among agents. An undirected graph \( G \) consists of a set of vertices \( V = \{1, 2, L , N\} \) and a set of edges \( E = V \times V \) , where an edge is an unordered pair of distinct vertices in \( V \) . In graph \( G \) , the \( i \) th node represents agent \( i \) and a edge denoted as \( e_{ij} \) or \( (i,j) \) represents an information exchange link between agents \( i \) and \( j \) . The adjacency matrix \( A(G) = [a_{ij}] \) of a graph \( G \) is a matrix with nonzero elements satisfying the property \( a_{ij} \neq 0 \iff (i,j) \in E \) . Throughout the paper, for simplicity of notation, we assume \( a_{ii} = 0 \) for all \( i \) (or the graphs have no loops). The graph is called weighted whenever the elements of its adjacency matrix are other than just 0–1 elements. Here, weighted undirected graph is used in this paper. The degree matrix of \( G \) is a diagonal matrix \( \Delta(G) \) with diagonal elements \( \Sigma_{j=1}^{N} a_{ij} \) that are row-sums of \( A(G) \) . The graph Laplacian is defined as \( L(G) = \Delta(G) - A(G) \) . The Laplacian matrix \( L(G) \) always has a right eigenvector \( 1_N = (1,1, L ,1)^T \) associated with eigenvalue \( \lambda_0 = 0 \) . A graph \( G \) is called undirected if and only if the adjacency matrix \( A(G) \) is symmetric. The set of neighbors of node \( i \) is defined by

\[
N_i = \{j \in V : a_{ij} \neq 0\} = \{j \in V : (i, j) \in E\}
\]

(2)

In fixed network topology, agent \( i \) can range or communicate with a fixed set of neighbors. Therefore, the set \( N_i \) is time invariant. However, in dynamical or switching network topology, the set of neighbors of agent \( i \) is time-varying due to limited communication.

2.2. Smooth Collective Potential Function

Smooth collective potential function is originally proposed in [11]. The following is a brief introduction about it. For more detailed information, the reader is referred to [11].

In order to construct smooth collective potential function, a map \( \|\cdot\|_{\sigma} : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0} \) is defined as

\[
\|z\|_{\sigma} = \frac{1}{\epsilon}(\sqrt{1 + \epsilon \|z\|^2} - 1)
\]

with a parameter \( \epsilon > 0 \) . Note that \( \|z\|_{\sigma} \) is differentiable everywhere, but \( \|z\| \) is not differentiable at \( z = 0 \) .

Smooth adjacency matrix elements are constructed by using a scalar function \( \rho_h(z) \) that smoothly varies between 0 and 1. One possible choice is as follows:

\[
\rho_h(z) = \begin{cases} 
1 & z \in [0, h) \\
\frac{1}{2} [1 + \cos (\pi \frac{z - h}{1 - h})] & z \in [h,1] \\
0 & \text{otherwise} 
\end{cases}
\]

(3)

where \( h \in (0,1) \) . Using this function, a position-dependent adjacency matrix \( A(x) \) can be defined as \( A(x) = [a_{ij}(x)] \) with

\[
a_{ij}(x) = \rho_h(\|x_j - x_i\|/r_0) \in [0,1], j \neq i
\]

(4)

and position-dependent Laplacian matrix as \( L(x) = \Delta(A(x)) - A(x) \) , where \( x = (x_{11}^T, x_{21}^T, L , x_{N1}^T)^T \) , \( r_0 = \|r\|_0 \) .
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\( r > 0 \) denote the interaction range between two agents.

The set of neighbors of agent \( i \) is defined by

\[
N_i(x) = \{ j \in V : \| x_j - x_i \| < r \}.
\]

By the definition of \( z \| \), the control objective \( (1) \) can be expressed as following algebraic constraint:

\[
\| x_j - x_i \| = d_\alpha, \forall j \in N_i(x)
\]  
(5)

where \( d_\alpha = \| d \| \).

Given a interaction range \( r > 0 \), a neighboring graph \( G(x) \) can be specified by \( V \) and the set of edges \( E(x) = \{(i, j) \in V \times V : \| x_j - x_i \| < r, j \neq i \} \), that clearly depends on \( x \).

A smooth collective potential function has the form:

\[
V(x) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j \neq i} \psi (\| x_j - x_i \|)
\]

where \( \psi (z) \) is a smooth pairwise attractive/repulsive potential with a finite cut-off at \( z = r_0 \) and a global minimum at \( z = d_\alpha \). In order to construct a smooth potential function \( \psi (z) \), denote \( \Phi (z) = \nabla \psi (z) \) and define this function as:

\[
\Phi (z) = \nabla \psi (z) = \rho_h (z / r_0) \psi (z)
\]  
(6)

where \( \Phi (z) \) is some function to be designed. Obviously, function \( \Phi (z) \) should vanish for all \( z \geq r_0 \).

In the next section, the function \( \Phi (z) \) is implemented using fuzzy logic.

### 2.3. Preliminaries of Fuzzy Control Function

To the best of our knowledge, for flocking control, [12] is the first paper in which attractive/repulsive function is designed using fuzzy logic. In this section, we provide a brief introduction about fuzzy control function [12].

A set of fuzzy logic rules performs a mapping from an input \( \zeta \in R^p \) to a deterministic control \( g(\zeta) \), i.e., fuzzy control function. For the \( k \)th dimension state \( x_k (k = 1, 2, L, n; i = 1, 2, L, N) \), agent \( i \) uses states \((x_i, x_j)\) to build a \( P \)-dimension vector \( \zeta = (\zeta_1, \zeta_2, \ldots, \zeta_P) \) as fuzzy input. The corresponding fuzzy input set is \( F_1, F_2, \ldots, F_P \). A fuzzy rule between agent \( i \) and agent \( j \) can be expressed as:

\[
R^l : \text{IF } \zeta_1 \text{ AND } L \text{ AND } \zeta_p \text{ is } F^l, \text{ THEN } g_{ij}^{k,l} = \theta_0^{l} + \sum_{p=1}^{P} \theta_{ij}^{l,p} \zeta_p
\]

where \( k = 1, 2, L, n; l = 1, 2, L, L \), \( L \) is the number of fuzzy rules.

Use the Gaussian function to define the membership function of fuzzy set \( F^l_\mu \),

\[
\mu_{F^l_\mu} = \exp\left[-\frac{(z - z_\zeta)^2}{2\sigma^2}\right],
\]

where \( a^l, \sigma^l_\zeta (p = 1, 2, L, P) \) are the mean and variance, respectively. The activation degree of rule \( R^l \) is calculated by product operation:

\[
\Xi_\zeta^l = \prod_{p=1}^{P} \mu_{F^l_\mu} a^l - \frac{a^l}{\sigma^2_\zeta}
\]

The crisp output \( g_\zeta^l (z) \), \( k = 1, 2, L, n \), is calculated by center of area method:

\[
g_\zeta^l (z) = \frac{1}{\Xi_\zeta} \sum_{l=1}^{L} \Xi_\zeta^l
\]

### 3. Flocking Motion Guided at Mass Center and/or Geometric Center

In this section, two cooperative control algorithms are developed for flocking guided at mass center and geometric center respectively. In flocking motion, each agent applies a control input that consists of four terms:

\[
u_i = u_i^l + u_i^r + u_i^v + k_v v_i
\]  
(7)

where \( u_i^l = -\nabla \Phi (z) \) is a gradient-based term and will be designed using fuzzy logic, \( u_i^r \) is a velocity consensus/alignment term, \( u_i^v \) is a navigation term due to a group objective and \( k_v v_i \) is the velocity damping term.

Similar to [9-11], the velocity consensus/alignment term \( u_i^c \) is in the form

\[
u_i^c = \sum_{j \in N_i(x)} a_{ij} (v_j - v_i)
\]  
(8)

and

\[
u_i^v = \sum_{j \in N_i(x)} m_{ij} a_{ij} (v_j - v_i)
\]  
(9)

for flocking motion guided at mass center and geometric center, respectively. The navigation term \( u_i^p \) is designed in the following form

\[
u_i^p = -k_m (x_i - x_j) - k_v m (v_i - v_j)
\]

\[+ \frac{m}{m} f (x_i, v_j), k_1, k_2 > 0.
\]

(10)

The pair \((x_i, v_i) \in R^n \times R^n\) is the desired state vector of the group center (mass center or geometric center). The desired state of the group center can be described by

\[
\left\{ \begin{array}{l}
\xi_g = v_i \\
m_i \xi_g = f (x_i, v_i)
\end{array} \right.
\]  
(11)
3.1. Fuzzy Attractive/Repulsive Control

For state vector $x$, the fuzzy input $\zeta$ consists of $\|x_j - x_i\|_2 - d_a$, $j \in \mathbb{N} (x)$ and $a_{ij}(x)n_{ij}^T$, $j \in \mathbb{N} (x)$. where

$$n_{ij}^T = \frac{x_j - x_i}{\|x_j - x_i\|_2}, \quad i.e., \quad P = 2 \quad \text{and} \quad \zeta = (\zeta_1, \zeta_2) = (\|x_j - x_i\|_2 - d_a, a_{ij}(x)n_{ij}^T).$$

The fuzzy output is defined as

$$g_{ij}^k = \theta_i^k a_{ij}(x)n_{ij}^k, k = 1, 2, L, n.$$ 

which implies $\theta_i^0 = \theta_i^1 = 0$. A fuzzy rule $R^i$ is then defined as:

\text{IF} \|x_j - x_i\|_2 - d_a \text{is} F_i^j \text{THEN} \ g_{ij}^k = \theta_i^k a_{ij}(x)n_{ij}^k$

Therefore,

$$g_{ij}(\zeta) = a_{ij}(x)\sum_{m} \xi^T \theta_i^k n_{ij}^k.$$ 

The fuzzy output vector between agent $i$ and $j$ is

$$g_{ij}(\zeta) = (g_{ij}^1, g_{ij}^2, L, g_{ij}^n)^T = a_{ij}(x)\sum_{m} \xi^T \theta_i^k n_{ij}^k,$$

where

$$n_{ij} = (n_{ij}^1, n_{ij}^2, L, n_{ij}^n)^T = \frac{x_j - x_i}{\|x_j - x_i\|_2}.$$

Denote the gradient of the attractive/repulsive potential $\psi(\|x_j - x_i\|_2)$ as:

$$\nabla_{x_j} \psi(\|x_j - x_i\|_2) = a_{ij}(x)\sum_{m} \xi^T \theta_i^k n_{ij}^m,$$

and denote $\varphi(\|x_j - x_i\|_2) = \sum_{m} \xi^T \theta_i^k$, we have

\begin{align*}
g_{ij}(\zeta) &= a_{ij}(x)\varphi(\|x_j - x_i\|_2)n_{ij} \\
&= \nabla_{x_j} \psi(\|x_j - x_i\|_2)n_{ij} \\
&= -\nabla_{x_j} \psi(\|x_j - x_i\|_2)\nabla_{x_j} \zeta_1 \\
&= -\nabla_{x_j} \psi(\|x_j - x_i\|_2). \\
\end{align*}

Therefore, gradient-based control term can be designed as

$$u_i^f = -\sum_{j \in \mathbb{N}_i(x)} \nabla_{x_j} \psi(\|x_j - x_i\|_2) = \sum_{j \in \mathbb{N}_i(x)} g_{ij}(\zeta) \\
= \sum_{j \in \mathbb{N}_i(x)} a_{ij}(x)\varphi(\|x_j - x_i\|_2)n_{ij}.$$

3.2. Flocking Control guided at Group Centers

Consider the multi-agent motion relative to the group center $x_c$ (the mass center $x_{mc}$ or geometric center $x_{gc}$). The position and velocity vectors of agent $i$ relative to $x_c$ is denoted by $\theta_i = x_i - x_c$ and $\theta_i v_i = v_i - v_c$, the collective state vectors of all agents relative to $x_c$ by $\theta_{\mathbb{N}} = x_i - \mathbb{1}_N \otimes x_c$ and $\theta_{\mathbb{N}} v = v_i - \mathbb{1}_N \otimes v_c$, where $x_c = x_{mc}$ or $x_{gc}$, $v_c = \dot{x}_c$; $\otimes$ is kronecker product.

The mass center of all agents is defined as

$$x_{mc} = \sum_{i=1}^{N} m_i x_i \sum_{i=1}^{N} m_i$$ (14)

Note that

$$u_i^f = -k_1 m_i (x_i - x_c) - k_2 m_i (v_i - v_c) + \frac{m_i}{m_r} f(x_i, v_i)$$

$$= -k_1 m_i \theta_i \theta_i - k_2 m_i (v_{mc} - x_c) - k_2 m_i (v_{mc} - v_c) + \frac{m_i}{m_r} f(x_i, v_i)$$

and due to $\sum_{i=1}^{N} u_i^f = 0$, we have

$$\dot{x}_{mc} = \sum_{i=1}^{N} \theta_i m_i / \sum_{i=1}^{N} m_i$$

$$= -k_1 (x_{mc} - x_c) - k_2 (v_{mc} - v_c) + \frac{1}{m_r} f(x_i, v_i)$$

Then, the dynamic of mass center is given by

$$\left\{ \begin{array}{c}
\dot{x}_{mc} = v_{mc} \\
\dot{v}_{mc} = -k_1 (x_{mc} - x_c) - k_2 (v_{mc} - v_c) + \frac{1}{m_r} f(x_i, v_i)
\end{array} \right.$$ (16)

Denote $e_{mc} = (x_{mc} - x_c, v_{mc} - v_c)^T$, the relative dynamic of center of mass is given by

$$\dot{e}_{mc} = K \dot{e}_{mc}$$ (17)

where $K \in \mathbb{R}^{2 \times 2}$.

We can choose proper control parameters $k_1 > 0$ and $k_2 > 0$ such that matrix $K$ is Hurwitz stable, and from Lyapunov theory, for given positive matrix $Q \in \mathbb{R}^{2 \times 2}$, there exists a positive definite matrix $P \in \mathbb{R}^{2 \times 2}$, such that:

$$K^T P + P K = -Q.$$ (18)

For creation of flocking motion relative to mass center, we propose following control laws:
\[ u_i = u_i'_{mc} \]
\[ = \sum_{j \in N_i(x)} a_{ij}(x) \varphi(|| x_j - x_i ||_a) n_{ij} \]
\[ + \sum_{j \in N_i(x)} a_{ij}(x)(v_j - v_i) k_i m_i (x_j - x_i) \]
\[ - k_2 m_i (v_j - v_i) + \frac{m_i}{m_r} f(x_i, v_i) + k_r v_i \]  
(19)

where \( \varphi(|| x_j - x_i ||_a) = \sum_{m=1}^{N} \sum_{n=1}^{m^2} \frac{1}{\sum_{m=1}^{N} 2^m} \).

The geometric center of all agents is defined as

\[ x_{gc} = ave(x) = \frac{1}{N} \sum_{i=1}^{N} x_i \]  
(20)

Similarly, for geometric center, we propose following control law:

\[ u_i = u_i'^{gc} \]
\[ = \sum_{j \in N_i(x)} a_{ij}(x)m_i \varphi(|| x_j - x_i ||_a) n_{ij} \]
\[ + \sum_{j \in N_i(x)} a_{ij}(x)m_i (v_j - v_i) \]
\[- k_3 m_i (x_j - x_i) - k_2 m_i (v_j - v_i) + \frac{m_i}{m_r} f(x_i, v_i) + k_r v_i \]  
(21)

4. Analysis of Stability

In this section, we present our main results for flocking in multi-agent networks with dynamical topology, and conduct stability analysis based on classical Lyapunov theory and LaSalle’s invariance principle. In [12], owing to the discontinuity of collective potential function in the case of dynamical topology, stability analysis is done using classical Lyapunov theory in fixed networks and nonsmooth analysis theory, which is difficult to understand for engineers in real applications, in dynamical networks, respectively. In our paper, due to the design of smooth collective potential function, in both cases of fixed network and dynamical network, stability analysis can be conducted based on classical Lyapunov theory and LaSalle’s invariance principle.

For the collective motion relative to mass center \( x_{mc} \), define energy function

\[ V(x, v) = V_1(x) + V_2(x) + V_3(v) + V_4(x, v) \]  
(22)

where,

\[ V_1(x) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \psi(|| x_j - x_i ||_a) \]
\[ = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \psi(|| y_{i} - y_{j} ||_a) , \]

\[ V_2(x) = \frac{1}{2} k_i \sum_{i=1}^{N} m_i \psi_{min} V_4(v) = \frac{1}{2} \sum_{i=1}^{N} m_i \psi_{min} \]

\[ V_4(x, v) = e_{mc} (P \otimes I_n) e_{mc} , \]

\[ k_1 > 0 \] is the parameter of the navigation term.

Applying control law (19) to system (1), following theorem is held to explain the emergence of flocking behaviors of agents guided at center of mass \( x_{mc} \).

**Theorem 1** Consider a group of agents applying control law (19) with proper selected parameters \( k_1, k_2 > 0 \) satisfying (18) to system (1). Assume that the initial value \( V(x(0), v(0)) \) is finite. Then, the following statements hold.

(i) The solution of system (1) asymptotically converges to an equilibrium point \((x^{*}, v_{mc})\) where \( x^{*} \) a local minima of is \( V_1(x) + V_2(x) \).

(ii) The velocities of all agents asymptotically converge to the velocity of mass center \( v_{mc} \) and the velocity of mass center \( v_{mc} \) asymptotically converge to the desired velocity \( v_r \), i.e., \( v_j \to v_{mc}, j = 1, 2, L, N, v_{mc} \to v_r \).

(iii) No collision between agents occurs during the flocking.

**Proof:** First of all, we explain the fact that the energy function \( V(x, v) \) is positive definite.

Obviously, \( V_2(x), V_3(v) \) and \( V_4(x, v) \) is positive. Therefore, the positive definiteness of energy function \( V(x, v) \) is equivalent to that of \( V_1(x) \). By similar analysis to theorem 1 of [12], \( \psi(|| y_{i} - y_{j} ||_a) \) can be designed positive definite by using proper fuzzy rules, i.e., \( V_1(x) \) can be designed positive definite.

Secondly, the derivative of the energy function \( V(x, v) \) is seminegative definite.

\[ \dot{V}(x) = \sum_{i=1}^{N} \sum_{j=1}^{N} \nabla^2_{x_j} \psi(|| x_j - x_i ||_a) = \sum_{i=1}^{N} \nabla^2_{x_j} u_i' \]  
(23)

\[ \dot{V}(x) = k_i \sum_{i=1}^{N} m_i \psi_{min} \]  
(24)

Due to \( \sum_{i=1}^{N} m_i \dot{y}_{i} = 0 \), we have

\[ \dot{V}(v) = -\dot{V}(x) - \dot{\theta} (L \otimes I_n) \dot{\theta} \sum_{i=1}^{N} \theta_{i} \dot{\theta}_{i} \].

From (15) and note that

\[ \sum_{i=1}^{N} \dot{y}_{i} = -k_i m_i (x_{mc} - x_i) - k_2 m_i (v_{mc} - v_i) \]
\[ + \frac{m_i}{m_r} f(x_i, v_i) = 0, \]

We have

\[ \sum_{i=1}^{N} \theta_{i} \dot{\theta}_{i} = -k_i \sum_{i=1}^{N} m_i \psi_{min} \theta_{i} \sum_{i=1}^{N} m_i \psi_{min} \theta_{i} \]

Then,
\[ \dot{x}_c = -\Theta_0(L \otimes I_n) \Theta_0 \]
\[ \dot{V}_2(x, v) = -c_{mc}^T (Q \otimes I_n) e_{mc} \]

where \( M = \text{diag}(m_1, m_2, L, m_N) \).

From (17), we have
\[ \dot{V}_2(x, v) = -c_{mc}^T (Q \otimes I_n) e_{mc} \]

From (23) to (26), we have
\[ \dot{V}_2(x, v) = V_1(x) + V_2(x) + V_3(x, v) \]
\[ = -\Theta_0(L \otimes I_n) \Theta_0 k_2 \Theta_0(M \otimes I_n) \Theta_0 \]
\[ -c_{mc}^T (Q \otimes I_n) e_{mc} \leq 0. \]

Part (i) and part (ii) follow from Lasalle’s invariance principle. As \( \dot{V}(x, v) \) is seminonnegative definite, given \( \Omega_c = \{(x, v): V(x, v) \leq c\} \), \( \Omega_c \) is an invariant set. From \( V(x, v) \leq c \), we have \( \| e_{mc} \|^2 \leq \gamma_{max} (P \otimes I_n) \). Therefore, both \( \| x_{mc} - x_i \| \) and \( \| v_{mc} - v_i \| \) are bounded. Given the desired state \( (x_r, v_r) \) is bounded and from the definition of \( x_{mc} \) and \( v_{mc} \), we know \( (x, v) \) is bounded.

From Lasalle’s invariance principle, all states starting in \( \Omega_c \) converge to the largest invariant set \( S = \{(x, v) \in \Omega_c : \dot{V}(x, v) = 0\} \). Hence, all states converge to the largest invariant set \( S = \{(x,v) \in \Omega_c : \dot{V}_2 = 0, x_{mc} = x_i, v_{mc} = v_i\} \) asymptotically, i.e., all agent velocities \( v_i \) converge to the velocity of center of mass, \( v_{mc} \), and the position and velocity vectors of center of mass, \( x_{mc}, v_{mc} \), converge to the desired states, \( x_r, v_r \), asymptotically.

Furthermore, in stable state, \( V(x, v) \rightarrow V_1(x) + V_2(x) \). There is an equilibrium point at \( (x^*, v_{mc}) \) where \( x^* \) is a local minima of \( V_1(x) + V_2(x) \).

Finally, we prove part (iii) by contradiction. Assume there exists a time \( t = t_1 > 0 \) when two distinct agents \( k, l \) collide, i.e., \( x_i(t_1) = x_j(t_1) \). For all \( t > 0 \), we have
\[ V_i(x(t)) = \frac{1}{2} \sum_{i} \sum_{j \neq i} \psi(\| x_j - x_i \|_o) \]
\[ = \psi(\| x_i(t) - x_j(t) \|_o) \]
\[ + \frac{1}{2} \sum_{i \in V_i, j \in V_i} \sum_{j \in V_i, l \in V_i} \psi(\| x_j - x_l \|_o) \]
\[ \geq \psi(\| x_i(t) - x_j(t) \|_o) \]

At \( t = t_1 \), defining \( \psi(0) \) larger than \( c \) leads to \( V_i(x(t_1)) \geq c \), which is in contradiction with the invariant set \( \Omega_c \). Therefore, no two agents collide at any time \( t \geq 0 \).

**Remark:** From theorem 1, control objective a) and b) are achieved, but the geometric characterization of local minima \( x^* \) of \( V_1(x) + V_2(x) \) is not possible satisfying the algebraic constraint (5). In [11], the authors pose two conjectures that establish the close relationship between geometric and graph theoretic properties of any local minima of \( V_1(x) + V_2(x) \) and features of flocks. Based on the conjectures in [11], we can conclude that the local minima \( x^* \) of \( V_1(x) + V_2(x) \) is a so-called quasi-\( c \)-lattice [11], i.e., \( -\delta \leq\| x_j - x_i \|_o - d \leq \delta \), \( 0 \leq \delta = d_o \), \( \forall (i, j) \in E(x) \). Obviously, it is very close to the conformation satisfying algebraic constraint (5).

When control laws (21) applied to system (1), similar theorem is established to explain the emergence of flocking behavior of agents guided at geometric center.

For the collective motion relative to geometric center \( x_{gc} \), define energy function
\[ U(x, v) = V_1(x) + U_2(x) + U_3(v) + U_4(x, v) \]

Where
\[ V_1(x) = \frac{1}{2} \sum_{i} \sum_{j \neq i} \psi(\| x_j - x_i \|_o) \]
\[ U_2(x) = \frac{1}{2} k_1 \sum_{i} \psi(\| x_i \|_o) \]
\[ U_3(v) = \frac{1}{2} \sum_{i} \psi(\| v_i \|_o) \]
\[ U_4(x, v) = \frac{1}{2} \sum_{i} \sum_{j \neq i} \psi(\| v_j - v_i \|_o) \]

When control laws (21) applied to system (1), similar theorem is established to explain the emergence of flocking behavior of agents guided at geometric center.

**Theorem 2** Consider a group of agents applying control law (21) with proper selected parameters \( k_1, k_2 > 0 \) satisfying (18) to system (1). Assume that the initial value \( U(x(0), v(0)) \) is finite. Then, the following statements hold.

1) The solution of system (1) asymptotically converges to an equilibrium point \( (x^*, v_{gc}) \) where \( x^* \) a local minima of \( V_1(x) + U_2(x) \).

2) The velocities of all agents asymptotically converge to the velocity of geometric center \( v_{gc} \), and the velocity of geometric center \( v_{gc} \) asymptotically converge to the desired velocity \( v_r \), i.e., \( v_i \rightarrow v_{gc} \), \( i = 1, 2, L, N \), \( v_{gc} \rightarrow v_r \).

3) No collision between agents occurs during the flocking.

**Proof:** The proof of this theorem is similar to that of theorem 1.

5. Simulation

In this section, mass center guided flocking motion is
simulated in 2-dimentional space. The following parameters were fixed throughout the simulation: $d = 2, r = 1.2 d, \varepsilon = 0.5$, and $h = 0.3$ for $\rho_h(z)$. Eight fuzzy sets are designed for the fuzzy control input $\| x_j - x_i \| - d_\sigma$. They are LN, N, SN, Z, SP, LP, and PP as shown in Figure 1. Eight fuzzy rules are designed as follows:

- **IF** $\| x_j - x_i \| - d_\sigma$ is LN **THEN** $g_{ij}^{k_1} = -90 \rho_h(\| x_j - x_i \| / r_\sigma) n_{ij}^k$;
- **IF** $\| x_j - x_i \| - d_\sigma$ is N **THEN** $g_{ij}^{k_2} = -80 \rho_h(\| x_j - x_i \| / r_\sigma) n_{ij}^k$;
- **IF** $\| x_j - x_i \| - d_\sigma$ is SN **THEN** $g_{ij}^{k_3} = -50 \rho_h(\| x_j - x_i \| / r_\sigma) n_{ij}^k$;
- **IF** $\| x_j - x_i \| - d_\sigma$ is Z **THEN** $g_{ij}^{k_4} = 0$;
- **IF** $\| x_j - x_i \| - d_\sigma$ is SP **THEN** $g_{ij}^{k_5} = 0.5 \rho_h(\| x_j - x_i \| / r_\sigma) n_{ij}^k$;
- **IF** $\| x_j - x_i \| - d_\sigma$ is P **THEN** $g_{ij}^{k_6} = \rho_h(\| x_j - x_i \| / r_\sigma) n_{ij}^k$;
- **IF** $\| x_j - x_i \| - d_\sigma$ is LP **THEN** $g_{ij}^{k_7} = 1.5 \rho_h(\| x_j - x_i \| / r_\sigma) n_{ij}^k$;
- **IF** $\| x_j - x_i \| - d_\sigma$ is PP **THEN** $g_{ij}^{k_8} = 2 \rho_h(\| x_j - x_i \| / r_\sigma) n_{ij}^k$.

Control parameters $k_1, k_2$ are selected to be $k_1 = k_2 = 1$. The two eigenvalues of matrix $K = \begin{pmatrix} 0 & 1 \\ -1 & -1 \end{pmatrix}$ are $-0.5000 + 0.8660i$ and $-0.5000 - 0.8660i$. Therefore, matrix $K$ is Hurwitz stable. Let $Q = I_2$, using Matlab command `lyap(K,Q)`, we obtain positive definite matrix $P = \begin{pmatrix} 1.5 & -0.5 \\ -0.5 & 1 \end{pmatrix}$.

Simulation is calculated within 20 seconds time by using Matlab Simulink. In addition, the position of each agent is marked with a right triangle sign. Figures 2 to 5 show the simulation results within 2-D flocking using control law (19) for 50 agents. Figures 2 to 4 show snapshots of 2-D flocking at time $t = 0, 4.3495$, and $20$ (sec). The initial position and initial velocity coordinates were uniformly chosen in the random domain of $[0,3] \times [0,3]$ and $[0,1] \times [0,1]$, respectively. The mass of each agent was also uniformly chosen in a random domain of $[0.5, 1.5]$. A steady configuration was formed.
was used for this example. For highly disconnected neighboring graph $\mathcal{G}(\chi)$ in initial state, Figure 5 shows the connected neighboring graph $\mathcal{G}(\chi)$ corresponding to the final configuration. Figure 6 shows velocity matching is achieved along x-axis and y-axis respectively. Figure 7 shows the trajectories of all agents within 20 (sec) simulation time and the cohesive behaviors. The simulation demonstration with control law (21) was similar to that conducted by control laws (19), and therefore is not necessarily repeated here.

6. Conclusions

This paper establishes a theoretical framework for design and analysis of flocking control algorithms using a fuzzy-logic-based attractive/repulsive potential function for multiple agent networks with dynamical topology. Two cooperative control laws have been proposed for a group of autonomous agents to achieve flocking motion relative to different centers (mass center and geometric center). A virtual agent is introduced to represent a group objective for tracking purposes. Smooth Laplacian and smooth fuzzy-logic-based attractive/repulsive potential are proposed to overcome the difficulties in stability analysis. Simulation results validated the theoretical results.
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