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Abstract

Reliability-based robust design optimization (RBRDO) is one of the most important tools developed in recent years to improve both quality and reliability of the products at an early design stage. This paper presents a comparative study of different formulation approaches of RBRDO models and their performances. The paper also proposes an evolutionary multi-objective genetic algorithm (MOGA) to one of the promising hybrid quality loss functions (HQLF)-based RBRDO model. The enhanced effectiveness of the HQLF-based RBRDO model is demonstrated by optimizing suitable examples.

1. Introduction

The globally competitive market has forced manufacturers to design and manufacture highly reliable products at competitive prices to fulfill the customers’ expectations. Design engineers are constantly making strenuous efforts to establish new and effective tools and techniques to design reliable and durable products. Reliability-based robust design optimization (RBRDO) is one of the most useful tools developed in recent years to improve both quality and reliability of the products simultaneously. It optimizes the design for reliability and robustness in the presence of variability and uncertainty. Especially, the RBRDO is an integration of reliability-based design optimization (RBDO) (Kapur & Lamberson, 1977; Melchers, 1999; Rao, 1992) and robust design (RD) (Phadke, 1989; Taguchi, 1987) in multi-objective optimization domain (Lee, Choi, Du, & Gorsich, 2008; Mourelatos & Liang, 2006; Yadav, Bhamare, & Rathore, 2010; Youn, Choi, & Yi, 2005; Zhuang & Pan, 2010). The RD approach optimizes the design for higher reliability by characterizing uncertainty in all the design variables and failure modes. On the other hand, the RD improves product quality and robustness by minimizing the variation in the product performance. To achieve the desired robustness, the RD approach exploits the nonlinearity in the performance functions and finds a blend of the design variables (parameters) that gives the smallest performance variations (Phadke et al., 1989). However, the separate implementation of the RDBO can only provide a reliable design, but it rarely accounts for performance variation. Similarly, the RD optimization alone cannot minimize the performance variation but may not guarantee the desired reliability (Yadav et al., 2010; Yang, 2007). Therefore, it is quite natural that the integration of these two techniques can complement each other to provide optimal design with high quality and reliability. This paper presents a comparative study of different formulation approaches of RBRDO models and their performances. The paper also proposes an evolutionary multi-objective genetic algorithm (MOGA) to one of the promising hybrid quality loss functions (HQLF)-based RBRDO model.
and performance moment integration method (Youn et al., 2005) are reported in the literature. Experimental design and response surface methodologies are exclusively used when the mathematical models are not readily available for the given quality or performance functions. These methods require a large amount of computation when large number of design variables are involved (Lee et al., 2008). The first order Taylor series expansion method is widely used to estimate the moments due to its simplicity, despite its well-known drawbacks (especially when the random variables have large variations). Monte Carlo simulation may provide precise accuracy but it can be very costly from a computational perspective. However, the recently developed univariate dimension reduction and performance moment integration methods have shown some potential to estimate the statistical moments precisely and accurately. A comparative study of these recently developed methods can be found in Lee et al. (2008).

Formally in the RBRDO approaches the performance measures (i.e. expected performance value and performance variation) are traded-off, while maintaining the feasibility imposed by the probabilistic constraints. The literature shows that the weighted sum (WS) method is widely used to form a composite objective function for achieving the trade-off among the performance measures. The simplicity of the WS method makes it a favorite, in spite of its inability to generate points in a non-convex trade-off region (Das & Dennis, 1997; Messac, 1996). To overcome the limitations of WS method, Mourelatos and Liang (2006) have advocated a preference aggregation method to choose the best solution of a multi-objective optimization problem considering the designer’s preferences. However, both the methods depend on the user’s preferences and hence are subjective in nature.

Further, the probabilistic constraints involved in the RBRDO models require a double loop optimization approach; wherein the outer design optimization loop constantly calls inner reliability assessment loops. The outer loop optimizes the design like any normal optimization approach and the inner reliability analysis loop uses performance measure or reliability index approach to locate the most probable point for achieving the desired reliability level (Du & Chen, 2002; Liang, Mourelatos, & Tu, 2008). The double loop optimization methods have proven to be computationally expensive. To minimize the computational burden researchers have proposed single loop and decoupled loop methods. The basic idea behind the single loop approach is to convert probabilistic constraints into deterministic constraints or combine both design optimization and reliability analysis tasks (Liang et al., 2008; Shan & Wang, 2008). Recently, a computationally efficient decoupled method called sequential optimization and reliability assessment (SORA) is proposed by Du and Chen (2002). The SORA uses a conventional gradient based optimization method and performance measure approach to determine the most probable point. Additionally, Youn et al. (2005) have suggested physical programming for optimization of the RBRDO model, which was intended to obtain a Pareto front. Yadav et al. (2010) have used sequential quadratic programming and Zhuang and Pan (2010) have recommended a Memetic algorithm for optimization of the RBRDO models. The Memetic algorithm is a hybrid search method that combines a global optimization technique like genetic algorithms (GA) for global search and a gradient based technique for local search. These methods use gradient based techniques in one or other forms that are local in scope and highly dependent of the initial conditions and user’s preferences. In addition to this, they also demand continuity in objective functions and design space, and therefore, face difficulties in exploring the entire Pareto region.

The objective of this paper is to perform a comparative study of different formulations of RBRDO models to find a promising RBRDO model(s). The paper further explores a solution approach that can give multiple solutions covering the entire Pareto region without user intervention, as this has been our prime motivational aspect behind this study. Finally, an evolutionary, multi-objective genetic algorithm (MOGA)-based solution approach is proposed to enhance the effectiveness of the HQLF-based RBRDO model. The suitability of the proposed solution approach is demonstrated by considering two different examples.

The rest of the paper is organized as follows: Section 2 provides discussion on different RBRDO model formulation approaches and performs a comparative study. The MOGA-based solution approach is presented in Sections 3 and 4 concludes the paper with future research direction.

2. RBRDO models formulation approaches

Engineering product designs are plagued with uncertainties such as variability in manufacturing processes, material properties, and uncertainties in users’ behavior and operating conditions (Du & Chen, 2000). Therefore, while designing the product for the desired quality and reliability, it is important to combine robustness and reliability considerations. This requires that the product’s expected functional performance and performance variability are simultaneously optimized to deal with these uncertainties. This requirement led to the formulation of several RBRDO models using different concepts and approaches. The existing work on RBRDO can be grouped under three different formulation approaches as given below:

i. Moment-based RBRDO model reported in Youn et al. (2005).

ii. Percentile difference-based RBRDO model reported in Du et al. (2004), Mourelatos and Liang (2006), Lee et al. (2008), Zhuang and Pan (2010), and

iii. Hybrid quality loss functions (HQLF)-based RBRDO model reported in Yadav et al. (2010)

2.1. Moment-based RBRDO model

The moment-based RBRDO model (Youn et al., 2005) uses three different types of the robustness objectives treating performance characteristics as N-Type, S-Type, and L-Type. The formulations of robustness objectives are derived using Taguchi’s quality loss function to capture the robustness requirements. Taguchi, Elsayed, and Hsiang (1989) have defined a quality loss in terms of deviation from the target value that can be approximated as:

$$C_q(H) = k(H - h_t)^2$$  \[(1)\]

where $k$ is a constant called quality loss coefficient and $h_t$ is a target value of the response or performance characteristic $H$.

Using Taguchi’s quality loss concept, Youn et al. (2005) have derived three different robustness objectives. For N-Type of the performance characteristic ($H$) with the target value $h_t$, the expected quality loss function can be expressed as:

$$C_q(H) = k[(\mu - h_t)^2 + \sigma^2]$$  \[(2)\]

where $\mu$ and $\sigma$ are the mean and the standard deviation of the performance characteristic $H$.

The quality loss function for S-Type of the performance characteristic can be defined as:

$$C_q(H) = k[(1/\mu^2) + \sigma^2]$$  \[(3)\]

Similarly, the quality loss function for L-Type of the performance characteristic is defined by taking reciprocal of ($H$) as:

$$C_q(H) = k[(1/H^2) + \sigma^2]$$  \[(4)\]

Author’s personal copy
Using above quality loss functions, a generic RBRDO model was formulated as (Youn et al., 2005):

\[
\text{Minimize } Z = \sum_{i=1}^{m} w_{ii} \left( \left( \frac{\mu_U - h_i}{\sigma_U} \right)^2 + \sum_{j=1}^{n} w_{ij} \text{sgn}(\mu_U) \left( \frac{\sigma_U}{\mu_U} \right)^2 \right) \\
+ \text{sgn}(\sigma_U) \left( \frac{\mu_U}{\sigma_U} \right)^2 + \sum_{k=1}^{nl} w_{ik} \left( \frac{\sigma_U}{\mu_U} \right)^2 + \left( \frac{\sigma_{U,i}}{\mu_U} \right)^2 \right) \\
\text{Subject to } \text{prob}(G_m(d, X, P) \leq 0) \geq R_m \quad m = 1, 2, \ldots, mc \\
x^l \leq x \leq x^u \\
d^l \leq d \leq d^u
\]  

(5)

where \( m, n, ns, \) and \( nl \) are the number of N-Type, S-Type, L-Type responses or performance characteristics, \( w_{ii}, w_{ij}, \) and \( w_{ik} \) are the weights assigned to each category of the performance characteristics. \( \mu_U, h_i, \) and \( \sigma_U \) are the expected value, target value and standard deviation of the performance characteristic \( i \). The objective functions are normalized by initial design values subscripted by ‘o’. \( R_m \) represents the reliability target for \( m \)th probabilistic constraint. \( x^l \) and \( x^u \) are the lower and upper limits of the random design variable vector \( X \). Similarly \( d^l \) and \( d^u \) are the lower and upper limits of the deterministic design variable vector \( d \). \( P \) is the vector of the random design parameters. \( \text{sgn}(\mu_U) \) is the signum function used to multiply with S-Type and L-Type objective functions for properly minimizing or maximizing objective in case of negative robustness.

This model contains a WS-based composite objective function formulated using N-Type, S-Type, and L-Type robustness objectives subject to probabilistic constraint(s). The WS method based objective functions can face difficulties in exploring a non-convex trade-off region. Further, since this model requires user defined weights assigned to each functional characteristic, it is subjective to the user preferences.

2.2. Percentile difference-based RBRDO model

The percentile difference-based RBRDO model achieves the robustness through an objective function, wherein the performance variation is approximately evaluated using the percentile performance difference between the right and left tails of the performance distribution (see Fig. 1). The use of the percentile difference method (PDM) in formulation of the RBRDO model was originally proposed by Du et al. (2004) and then used by other researchers like Mourelatos and Liang (2006) and Zhuang and Pan (2010). In the model, the performance variation measure \( V_f \) can be expressed as:

\[
V_f(x) = \Delta x^p = f^a_1 - f^a_2
\]  

(8)

where \( a_1 \) and \( a_2 \) are the low and high percentiles of the performance function \( f \), respectively. Fig. 1 shows the percentile performance difference as the distance between the \( a_1 \) percentile performance and \( a_2 \) percentile performance. Shrinking the distance between the low and high percentiles performance is equivalent to minimizing the performance variation (Mourelatos & Liang, 2006; Zhuang & Pan, 2010).

The use of the percentile difference over standard deviation for assessing variability of the performance function in the model provides several advantages as: (1) since the PDM relates the probability at the tail areas of the performance distribution; it could be easily used even if performance distributions are skewed and do not follow normal distribution. On the other hand, the standard deviation only captures the dispersion around the mean value and therefore requires symmetric distribution (Du et al., 2004), and (2) the PDM also gives the confidence level easily without much calculation.

The generic formulation of the RBRDO using PDM approach is given as (Du et al., 2004; Lee et al., 2008; Mourelatos & Liang, 2006; Zhuang & Pan, 2010):

Minimize \( f(d, x, p) \)  
Minimize \( V_f(d, x, p) = f^{a_1} - f^{a_2} \)  
Subject to \( \text{prob}(G_m(d, X, P) \leq 0) \geq R_m \) \( m = 1, 2, \ldots, mc \)  
\( x^l \leq x \leq x^u \)  
\( d^l \leq d \leq d^u \)

(9)

The thought of the PDM is straightforward and applicable to both symmetric and asymmetric distributions, but it has some serious shortcomings. In the absence of monotonic performance functions, the percentile difference is not useful measure of robustness. In addition to this there is no defined percentile range that can be used in PDM to identify global minimum in presence of more than one minimum. Further, this model does not treat robustness objectives as S-Type, L-Type and N-Type, which is considered as a prime requirement to achieve robustness. Moreover, it needs subjective input in terms of the percentile range.

2.3. Hybrid quality loss functions (HQLF)-based RBRDO model

The HQLF-based RBRDO model, proposed by Yadav et al. (2010), is formulated utilizing the concepts of goal programming and Taguchi’s quality loss function. This model attempts to find the trade-off solutions by satisfying several constraints (goals) to the extent possible. This feature makes this model more appealing to designers as compared to the other models.

In the HQLF-based model, an objective function is formulated using deviational variables that are classified as desirable and undesirable deviational variables \( (d^l) \). These deviational variables are nothing but the difference between the targeted value and the actual value obtained by the model for any given performance characteristic. Since the model classifies all performance characteristics into N-Type, S-Type and L-Type categories, it treats the deviational variables associated with each of these categories as desirable and undesirable deviational variables.

For example, for S-Type performance characteristic \( (f(x)) \) having target value \( T \), the model constraint can be represented as \( f(x) + d^l - d^u = T \). Here \( d^l \) represents the overachievement of the target value and hence for S-type characteristics it is classified...
as undesirable, while underachievement \( d^- \) as desirable deviational variable. This model uses both the desirable and undesirable deviational variables to form robustness objective functions and hence it is called hybrid quality loss functions based model. Further, the deviational variables used to form the HQLF-based objective function are transformed into exponential form to ensure that the objective function is continuous and determinant even at zero deviational variable values. The model uses appropriate robustness objectives derived using Taguchi’s quality loss function for N-Type, S-Type, and L-Type of the performance characteristics as discussed below.

For N-Type of the performance characteristic, both the underachievement and overachievement \( (d^+) \) are undesirable that need to be minimized. Hence the formulation of the objective function can be given as:

\[
L_i(d) = k_i^f(\exp(d_i^+))^2 + (\exp(d_i^-))^2
\]  

(10)

For S-Type of the performance characteristic overachievement \( (d^+) \) is always undesirable, whereas under achievement \( (d^-) \) is desirable. Accordingly, the formulation for S-Type quality loss function can be given as:

\[
L_i(d) = k_i^f(\exp(d_i^+))^2 + (\exp(-d_i^-))^2
\]  

(11)

Similarly, for L-Type of the performance characteristic overachievement \( (d^+) \) is always desirable, whereas under achievement \( (d^-) \) is undesirable. The formulation for L-Type quality loss function can be given as:

\[
L_i(d) = k_i^f(\exp(-d_i^+))^2 + (\exp(d_i^-))^2
\]  

(12)

A generic form of the HQLF-based RBRDO model is given as (Yadav et al., 2010):

Minimize 

\[
Z = \sum_{i=1}^{n} w_{1i} \left[ (\exp(d_i^+))^2 + (\exp(d_i^-))^2 \right] + \sum_{i=1}^{n} w_{2i} (\exp(d_i^+))^2 + (\exp(-d_i^-))^2 + \sum_{i=1}^{n} w_{3i} (\exp(-d_i^-))^2 + (\exp(d_i^+))^2
\]

Subject to

\[
\begin{align*}
& f_i(x_i) + d_i^+ - d_i^- = 0 \\
& V_i(x_i) + d_i^+ - d_i^- = 0 \\
& \text{prob} \left( \frac{\mu_{gl}}{\sigma_{gl}} \right) + d_i^+ - d_i^- = \beta_{gl} \\
& x_j \leq x_i \leq x_j^* \\
& x_i, d_i^+ \geq 0
\end{align*}
\]

(13)

where \( \mu_k = S - L \), \( \sigma_k = \sqrt{\sigma_k^2 + \sigma_{2k}^2} \)

where \( w_{1i}, w_{2i}, \) and \( w_{3i} \) are the weights assigned to expected performance, performance variance, and reliability constraints/goals of each performance characteristics. \( d_i^+, d_i^- \) and \( d_i \) are undesired deviational variables and \( d_i^+, d_i^- \) and \( d_i \) are desired deviational variables. \( d_i^+ \) is overachievement and \( d_i^- \) is underachievement from the target value of the \( i \)th response. \( d_i \) is defined as overachievement and \( d_i^- \) is as underachievement from the variance value of the \( i \)th response. Similarly, \( d_i^+ \) represents overachievement and \( d_i^- \) represents underachievement from the reliability target. \( f_i(x_i) \) and \( V_i(x_i) \) represent expected functional value and variance in the performance of the \( i \)th characteristic, respectively. \( T_i \) is target value and \( T_{2i} \) is variance goal value for the \( i \)th characteristic. \( \beta_{gl} \) is target reliability, \( x_i^* \) is lower limit and \( x_i^+ \) is upper limit of the \( i \)th design variable. \( S \) represents strength or capacity and \( L \) represents a measure of load or stress acting on the system. \( \mu_k \) and \( \sigma_k \) are the mean and standard deviation of the limit state function. In this generic model, the expected functional value related constraints are treated as N-Type, variance constraints are S-Type, and reliability constraints are considered as L-Type.

The major weakness of the original model was that the deviational variables used to form the composite objective function may not be of the same magnitude; thereby making some constraints difficult to satisfy due to the dominance of higher magnitude deviational variables (Pedersen & Goldberg, 2004). However, this weakness can be addressed by normalizing or scaling of the constraints. Further, like moment-based RBRDO model, this model also uses WS method to form a composite objective function and therefore can face difficulties in exploring the non-convex trade-off region. Since the model requires user defined weights, this model is also subjective to the user preferences.

A comparative review of these three RBRDO models is summarized in Table 1. The following section further investigates the performance capabilities of these models considering cantilever beam example.

2.4. Comparative study

The performance capabilities of the RBRDO models can be compared by solving an appropriate design problem on an identical platform; i.e. by using similar methods for estimating performance characteristics and a similar optimization technique. It is worthwhile to mention here that Youn et al. (2005) have used a performance moment integration method to estimate the mean and variance of the performance characteristic. However, for comparison purpose a commonly used second order Taylor series expansion method is used to estimate the mean and variance for all the models. The mean \( f(x_i) \) and variance \( V_i(x_i) \) of each performance characteristic are calculated using Eqs. (14) and (15) as shown below:

\[
f(x_i) = f(x_i) + 1 \sum \frac{\partial f(x_i)}{\partial x_i} \sigma_{x_i}^2
\]

(14)

\[
V_i(x) = \sum \left( \frac{\partial f(x_i)}{\partial x_i} \right)^2 \sigma_{x_i}^2
\]

(15)

It is essentially done to keep uniformity and to compare the different formulation approaches on same platform. A sequential optimization approach has been used to get optimal solutions.

A cantilever beam example has been widely used in the literature to demonstrate the applicability of the probabilistic design optimization methods (Du & Chen, 2000; Mourelatos & Liang, 2006; Ramu, Qu, Youn, Halfka, & Choi, 2006; Shan & Wang, 2008; Zhuang & Pan, 2010) and therefore, provides a good case for comparing the performance capabilities of the RBRDO models. Fig. 2 shows a cantilever beam diagram adopted from Du and Chen (2000). The cantilever beam is designed against yielding due to bending stress while the cross-section area is desired to be kept as minimum. The ratio of bending stress while the cross-section area is desired to be kept as minimum. The ratio of bending stress while the cross-section area is desired to be kept as minimum.

![Cantilever Beam Diagram](image_url)
follow non-normal distribution, an appropriate approximate transformation technique suggested by Cruse (1997) can be utilized to satisfy normal distribution assumption.

The example represents a dual objective optimization problem, i.e. reduce the cross-section area (\(A_o\)) of the beam and its variance (\(\sigma^2_{A_o}\)). The material density and the length of the beam are considered as constant and known. The optimal design should satisfy the strength, allowable deflection, and height to width ratio requirements. The strength and deflection requirements can be defined as

\[
R - S \geq 0
\]

(16)

\[
D - \delta \geq 0
\]

(17)

where \(S\) represent stress and \(\delta\) denotes deflection developed in the beam.

The strength and maximum allowable deflection requirements are treated as probabilistic constraints and therefore, need to satisfy the required reliability target (0.99). The height to width ratio should be less than or equal to 2 and considered as deterministic constraint. The appropriate performance measures related to the cross-sectional area, stress and deflection of the beam are calculated using the following equations:

\[
\mu_A = bh + \frac{1}{2}(h\sigma^2_A + b\sigma^2_b)
\]

(18)

\[
\sigma^2_A = b^2\sigma^2_a + h^2\sigma^2_b
\]

(19)

\[
\mu_A = \frac{6QL}{bh^3} + \frac{1}{2}\left(\frac{12Q}{b^2h^2}\sigma^2_a + \frac{36QL}{bh^4}\sigma^2_b\right)
\]

(20)

\[
\sigma^2_A = \frac{6L}{b^2h}^2\sigma^2_a + \left(\frac{6Q}{bh^3}\right)^2\sigma^2_b + \left(\frac{6QL}{bh^4}\right)^2\sigma^2_a + \left(\frac{12QL}{bh^4}\right)^2\sigma^2_b
\]

(21)

\[
\mu_S = \frac{4Ql^3}{Ebh^4} + \frac{1}{2}\left(\frac{8Ql^3}{Ebh^3}\sigma^2_a + \frac{8Ql^3}{Ebh^4}\sigma^2_b + \frac{4Ql^3}{Ebh^5}\sigma^2_a + \frac{4l^3}{Ebh^6}\sigma^2_b\right)
\]

(22)

\[
\sigma^2_S = \left(\frac{4Ql^3}{Ebh^4}\right)^2\sigma^2_a + \left(\frac{4Ql^3}{Ebh^3}\right)^2\sigma^2_b + \left(\frac{12QL^2}{Ebh^4}\right)^2\sigma^2_a + \left(\frac{4l^3}{Ebh^6}\right)^2\sigma^2_b
\]

(23)

Considering the above requirements and constraints, the Moment-based RBDDO model is formulated for cantilever beam example as given below:

Minimize

\[
Z = w_1\left(sgn(\mu_A)\left(\frac{|\mu_A|}{\mu_A}\right)^2\right) + w_2\left(sgn(\sigma_a)\left(\frac{\sigma_a}{\sigma_a}\right)^2\right)
\]

Subject to

\[
\begin{align*}
\text{prob}(R - S \geq 0) & \geq 0.99 \\
\text{prob}(D - \delta \geq 0) & \geq 0.99 \\
2 - h/b & \geq 0 \\
30 & \leq b \leq 45 \\
60 & \leq h \leq 80 \\
\text{where } w_1 + w_2 & = 1
\end{align*}
\]

(24)

where \(\mu_A\) and \(\sigma_A\) are the initial design values used to normalize the objective functions.

The percentile difference-based RBDDO model is formulated as:

Minimize

\[
Z = w_1(\mu_A) + w_2(\sigma_a)
\]

Subject to

\[
\begin{align*}
\text{prob}(R - S \geq 0) & \geq 0.99 \\
\text{prob}(D - \delta \geq 0) & \geq 0.99 \\
2 - h/b & \geq 0 \\
30 & \leq b \leq 45 \\
60 & \leq h \leq 80 \\
\text{where } w_1 + w_2 & = 1
\end{align*}
\]

(25)
In the percentile difference based model the objective functions are appropriately normalized using initial design values. Further, $X_{1}$ and $X_{2}$ represent the coordinates considered for low percentile $(z_{1} = 0.05)$ on the left tail and high percentile $(z_{2} = 0.95)$ on right tail.

$$X_{1} = \left[ \frac{\mu_{b} - \frac{\sigma_{f} l}{\sqrt{\mu_{b}^{2} + \mu_{h}^{2}}}}{\mu_{h} - \frac{\sigma_{f} l}{\sqrt{\mu_{b}^{2} + \mu_{h}^{2}}}} \right]$$

$$X_{2} = \left[ \frac{\mu_{b} + \frac{\sigma_{f} l}{\sqrt{\mu_{b}^{2} + \mu_{h}^{2}}}}{\mu_{h} + \frac{\sigma_{f} l}{\sqrt{\mu_{b}^{2} + \mu_{h}^{2}}}} \right]$$

(26)

The HQLF-based RBRDO model is formulated as given below:

Minimize $Z = w_{1} [\exp(d_{1}^{*})] + (\exp(d_{2}^{*}))^{2} + (\exp(d_{1}^{*}))^{2}$

$$+ (\exp(d_{1}^{*}))^{2} + (\exp(d_{1}^{*}))^{2} + (\exp(d_{1}^{*}))^{2}$$

$$+ w_{2} (\exp(d_{2}^{*})) + (\exp(-d_{2}^{*}))^{2}$$

$$+ w_{3} (\exp(-d_{1}^{*}))^{2} + (\exp(-d_{1}^{*}))^{2}$$

$$+ w_{4} (\exp(d_{1}^{*})) + (\exp(-d_{1}^{*}))^{2} + (\exp(d_{1}^{*}))^{2}$$

Subject to

$$bh + \frac{1}{2} (h^{2} + h b_{s} + b_{g}^2) + d_{1} - d_{1}^{*} = 3000.00$$

$$[b^{2} + \frac{1}{2} h (h + b_{s})] + d_{1} - d_{1}^{*} = 18.00$$

$$[6Q_{L} + 1 \frac{1}{2} 12Q_{L} + 36Q_{L} + 36Q_{L} + 36Q_{L}] + d_{1} - d_{1}^{*} = 200$$

$$[4 Q_{L} + 1 \frac{1}{2} 8Q_{L} + 8Q_{L} + 8Q_{L} + 8Q_{L} + 4Q_{L}] + d_{1} - d_{1}^{*} = 1$$

$$prob(R-S) + d_{1} - d_{1}^{*} = 0.99$$

$$prob(D-S) + d_{1} - d_{1}^{*} = 0.99$$

$$h/b + d_{1} - d_{1}^{*} = 2$$

$$30 < c < 45$$

$$60 < c < 80$$

where $w_{1} + w_{2} + w_{3} = 1$}

(27)

In case of the HQLF-based model, it is important to make all the constraints dimensionless to avoid domination of higher magnitude deviational variables. In an effort to achieve this, it is necessary to scale the constraints in following manner:

$$\text{Constraint}$$

$$\text{Expected value of constraint} + d_{1} - d_{1}^{*} = 1$$

(28)

These three models were solved using sequential optimization approach on MATLAB platform and the results are shown in Tables 3–5, respectively.

The optimization results of the three RBRDO models are provided in Tables 3–5. The optimal results clearly show that the change in weight values assigned to different objectives results into different sets of optimal solutions. For example, assigning more weight to the objective of minimizing cross-sectional area provides optimal value $\mu_{A} = 3044.4020$, while assigning higher weight to variance minimization (robustness) objective gives optimal value $\sigma_{A}^{2} = 18.8867$. The model sensitivity to subjective input (weights assigned to different objectives) is explored by varying weights assigned to different objectives in the increments of 0.1 and also providing similar initial conditions. The results show that all the models are sensitive to subjective input and therefore provide different optimal solutions for different sets of weights assigned to objectives (see Tables 3–5). The weight factors which yielded repeated solutions are not shown in the Tables. By looking at objective function values, it seems all the models demonstrate similar pattern with small variation in actual values obtained.

While comparing the performance in meeting probabilistic requirements (reliability constraints), for both moment-based and percentile difference-based models, the optimal value of reliability index for strength varies in the range of $\beta_{s} = 4.41–4.60$ and for deflection reliability index value is $\beta_{d} = 3.00$. On the other hand, the HQLF-based model achieves larger span of the reliability index for both strength $(\beta_{s} = 4.41–5.37)$ and deflection $(\beta_{d} = 3.00/5.17)$ requirements. The reason is that HQLF-based model allows decision makers to assign the weight (preference) to reliability requirements and also, as shown in Table 5, by assigning weight $w_{n} = 1.0$ means decision makers consider reliability requirement as the most important, which provides optimal solution with higher reliability though at the cost of other objectives. It essentially provides more options to decision makers in terms of selecting desired optimal solution that provides better trade-off to their requirements.

The optimization results of these models are further compared on the basis of number of iterations and functional evaluations required for achieving optimal solutions. Here iteration refers to repetition where the output from one iteration cycle is fed as an input to the next cycle; and the functional evaluation refers to the intermediate calculations required for evaluation of the objective function and constraints during each cycle or iteration. As shown in Tables 3–5, as compared to the other two models, the percentile difference-based model is proved to be faster since it requires less number of iterations and functional evaluations. On the other hand, the HQLF-based model proved to be more computationally expensive as it requires more number of iterations and functional evaluations to reach the optimal solution, which makes the model slower. The reason behind this may be the use of relatively larger
number of constraints resulting into larger form of composite objective function. It is also worth to note here that during optimization the HQLF-based RBRDO model has shown tendency to yield non-optimal solutions if appropriate preferences were not given to the reliability related constraints. Whereas, the percentile difference-based model has the tendency to yield different optimal design solutions with different percentile ranges. It is important to note that the percentile difference-based model requires additional subjective input in the form of suitable percentile range and weights assigned to different requirements. Therefore, the nature of yielding different optimal solutions for different percentile ranges makes a design engineer’s job difficult. A similar kind of behavioral observation on the performance of this model has been reported in Lee et al. (2008). The moment-based model requires careful selection of initial design values for normalization. It is observed that the utopia points are proved to be a good choice as initial design values.

The inability of these models in exploring multiple solutions from the entire Pareto region can be due to the use of the WS method to form composite objective function. This restricts them from exploring the entire trade-off region. However, the HQLF-based model provides few additional features as compared to the other two models even though it is computationally expensive. For instance, in case of the moment-based and the percentile difference-based models, the designer will not be able to assign preferences to the reliability requirements because these requirements are not part of the objective function. They can change the desired reliability target by assigning different goals to the probabilistic constraints, but cannot assign any weight or preference to them. On the other hand, the HQLF-based model provides an opportunity and flexibility to the designer to prioritize the reliability and robustness requirements. In addition to this, the utilization of goal programming concept provides another appealing angle to this model. Therefore, to further enhance the effectiveness of this model, we propose to use a multi-objective evolutionary approach like MOGA for optimization.

Since MOGA is not capable to handle the probabilistic constraints, it requires a different approach to deal with these types of constraints while solving HQLF-based RBRDO model. There can be two possible measures to address this issue. One way is by converting probabilistic constraints into deterministic constraints as suggested by Shan and Wang (2008) and then use MOGA approach. Another kind of evolutionary optimization approach has been proposed by Zhuang and Pan (2010) using multi-objective based Memetic algorithm (MOMA) for optimizing the percentile difference-based RBRDO model. However, the use of gradient-based element for local search requires continuity in objective function and needs subjective input like preferences to obtain accurate Pareto front. Further, in the presence of more number of objectives (as it happens in HQLF-based model), the MOMA like approach can be computationally very expensive. The second possible way to address the probabilistic constraint related issue is by integrating reliability assessment loop based on performance measure or reliability index approach with MOGA to handle probabilistic constraints as suggested by Deb, Gupta, Daum, and Branche (2009). However, the integration of reliability assessment loop with MOGA can add extra computational burden. It is, therefore, proposed to convert probabilistic constraints into deterministic constraints and thereafter use standard MOGA for optimization so that the additional burden of reliability assessment loop and demerits of gradient-based search can be avoided.

In the next section, MOGA-based solution approach is proposed for the HQLF-based RBRDO model to enhance the capability to explore entire trade-off region.

### 3. Moga for the HQLF-based RBRDO model

The HQLF-based RBRDO model is based on nonlinear goal programming approach, and in order to improve the capability of this model for exploring the trade-off solutions on the entire Pareto region, we propose to use MOGA, an evolutionary optimization technique suggested by Deb (1999). It is important to mention here that MOGA is based on natural selection and biological evolution, and has been very effective in handling nonlinear multi-objective optimization problems. It uses three operators at each step to create the next generation from the current population: selection, crossover and mutation. Further, the MOGA does not impose any continuity or smoothness demand on the objective function, nor is it deterred by discontinuities in the feasible solution space or the decision variables involved. It puts together dissimilar blocks of a solution until a combination satisfies the imposed requirement (Chen, 2008).

Since MOGA gives Pareto optimal solutions, the suggested approach can also find multiple solutions (Deb et al., 1999). This technique is very effective in solving problems that are having non-convex trade-off region, which are otherwise difficult to solve using conventional optimization methods. It also eliminates the necessity of any user defined weight factors required to obtain trade-off between a set of objectives, and takes away significant burden from the decision makers. To use the MOGA for optimization, the HQLF-based RBRDO model needs to be reformulated by converting each constraint into an equivalent objective function. For details on the procedure of constraint conversion, please refer Deb et al. (1999).

The HQLF-based model categorizes the performance characteristics (constraints/goals) into three basic categories such as S-Type, L-Type, and N-Type. These constraints, depending on their category, can be converted into equivalent objective functions as shown in Table 6. However, it should be noted that before converting the probabilistic constraints into equivalent objective functions, they should first be converted into deterministic forms as suggested by Shan and Wang (2008).

<table>
<thead>
<tr>
<th>Type of characteristics</th>
<th>Type of constraints/goal</th>
<th>Objective function</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S-Type)</td>
<td>(f(x) &gt; T&lt;sub&gt;i&lt;/sub&gt;)</td>
<td>Minimize (f(x) - T&lt;sub&gt;i&lt;/sub&gt;)</td>
</tr>
<tr>
<td>(L-Type)</td>
<td>(f(x) ≥ T&lt;sub&gt;i&lt;/sub&gt;)</td>
<td>Minimize (T&lt;sub&gt;i&lt;/sub&gt; - f(x))</td>
</tr>
<tr>
<td>(N-Type)</td>
<td>(f(x) &lt; T&lt;sub&gt;i&lt;/sub&gt;)</td>
<td>Minimize</td>
</tr>
</tbody>
</table>

Table 6

Conversion of constraints into equivalent objective functions.
As mentioned earlier, the advantage of the proposed method is that it generates multiple solutions and provides several options for design engineers to select the best fit solution. To select the best fit solution, design engineers can follow two possible approaches:

1. Look for a solution set which satisfies predetermined requirement level of each criterion or requirement.
2. For each set of optimal solutions, calculate how much relative importance (preference) is given to each criterion and select the one which matches with design engineer’s predetermined preference level. The relative importance (preference) for each criterion can be estimated using the following equation (Romero, 1991):

\[ w_i = \left( \frac{f_i(x_j) - T_i}{|T_i|} \right) \]

(29)

3.1. Implementation of MOGA

Following steps are carried out (and suggested) for optimization using MOGA related function available in MATLAB:

1. Select an appropriate population size, so that the fair number of optimal solutions can be generated.
2. Initial population range should be strictly set in between lower bound and upper bound of design variables.
3. Higher Pareto fraction (80%) is used so that appropriate population on the best Pareto frontier can be kept during the optimization.
4. Other parameters are tuned to suite problem in hand so that desired set of optimal solutions can be obtained.
5. The optimization is terminated if the improvement in the fitness value is less than 0.000001 or the number of generation is over 500.
6. Additional external filter is used to filter the desired optimal solutions which strictly satisfy hard constraints.

A probable limitation of the suggested approach can be high computational demand for heavily populated MOGA and time required for optimization may not be in favor of the suggested approach. But the availability of faster computers and parallel computing approach can help to overcome this limitation.

To demonstrate the conversion procedure and enhanced capability of the HQLF-based model to yield entire Pareto front using the proposed optimization approach, we first consider a dual objective RD optimization problem adopted from Kim and Cho (2002) and then the cantilever beam problem is revisited.

**Example 1.** An example of a Roman-style catapult experiment is studied in Kim and Cho (2002) where control factors arm length \(x_1\), stop angle \(x_2\), and pivot height \(x_3\) are used to predict the distance to the point where a projectile lands from the base of catapult. The experiment is performed using a central composite design with three replicates at each design point. The estimated response function of the process mean and standard deviation are as follows:

\[
\begin{align*}
\mu_d &= 84.88 + 15.29x_1 + 0.24x_2 + 18.80x_3 - 0.52x_1^2 \\
&\quad - 11.80x_2^2 + 0.39x_2x_3 + 0.22x_1x_2 + 3.60x_1x_3 - 4.4x_2x_3 \\
\sigma_d &= 4.53 + 1.84x_1 + 4.28x_2 + 3.73x_3 + 1.16x_1^2 + 4.40x_2^2 \\
&\quad + 0.94x_3^2 + 1.20x_1x_2 + 0.73x_1x_3 + 3.49x_2x_3
\end{align*}
\]

(30)

Considering the expected distance target \(\mu_d = 110\) and standard deviation target \(\sigma_d = 2\), the expected distance and variability constraints are converted into equivalent objective functions. For converting the constraints into equivalent objective functions, the expected distance constraint is considered as N-Type and standard deviation related constraint is treated as S-Type. The final formulation of the optimization problem is given as:

\[
\begin{align*}
\text{Min } f_1(x_i) &= |(84.88 + 15.29x_1 + 0.24x_2 + 18.80x_3 - 0.52x_1^2 - 11.80x_2^2 \\
&\quad + 0.39x_2x_3 + 0.22x_1x_2 + 3.60x_1x_3 - 4.4x_2x_3) - 110| \\
\text{Min } f_2(x_i) &= |(4.53 + 1.84x_1 + 4.28x_2 + 3.73x_3 + 1.16x_1^2 + 4.40x_2^2 + 0.94x_3^2 \\
&\quad + 1.20x_1x_2 + 0.73x_1x_3 + 3.49x_2x_3) - 2.00| \\
\text{Subject to } &-1.682 \leq x_1 \leq 1.682 \\
&-1.682 \leq x_2 \leq 1.682 \\
&-1.682 \leq x_3 \leq 1.682
\end{align*}
\]

(32)

The MOGA-based solution approach yields multiple sets of optimal solutions to provide suitable trade-offs for conflicting objectives (see Fig. 3). Each set of optimal solutions reflects a different set of priorities assigned to these optimization functions. It is important to note here that these multiple solutions are generated without assigning priorities to different objectives, which essentially means there was no external intervention to create different scenarios for generating multiple optimal solutions. The Pareto front of the optimization results using population size of 60 is shown in Fig. 3. A comparison of the optimal solutions obtained using the proposed MOGA and the optimal solutions given in Kim and Cho (2002) clearly shows that the proposed MOGA-based solution approach gives multiple solutions for the entire Pareto front. It is worthwhile to mention here that Kim and Cho (2002) have obtained multiple optimal solutions in their work but by varying priority (weight) factors, whereas the proposed MOGA-based solution approach provides entire Pareto front without any weight assignment. This undoubtedly shows the superiority of MOGA-based solution approach in getting entire Pareto front, which otherwise would have been difficult to obtain using gradient based optimization method without assigning different combination of weight factors.

The decision makers can select the most suitable solution from the given sets of multiple optimal solutions either by picking up the solution that meets the predetermined level of objectives, or calculate the relative importance assigned to each objective in

**Table 7** Randomly selected solution and their relative importance.

<table>
<thead>
<tr>
<th>(f_1(x_i))</th>
<th>(f_2(x_i))</th>
<th>Weight factors ((w_1, w_2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>94.3040</td>
<td>4.9411</td>
<td>0.91163, 0.08837</td>
</tr>
<tr>
<td>86.8261</td>
<td>4.0051</td>
<td>0.82657, 0.17342</td>
</tr>
<tr>
<td>73.2012</td>
<td>2.4159</td>
<td>0.38332, 0.61667</td>
</tr>
</tbody>
</table>

Fig. 3. Mean versus standard deviation.
reformulated HQLF-based RBDO model is then solved using the proposed solution approach. While reformulating the HQLF-based model, all the reliability related constraints are considered as L-type, and all other constraints are treated as S-type. Moreover, the reliability targets and height to width ratio related constraints should be satisfied to ensure that the design is acceptable.

The modified HQLF-based RBDO model for the proposed MOGA approach is given as:

\[
\text{Minimize } f_1(b, h) = \left( \frac{1}{2} \left( b^2 \sigma_i^2 + h^2 \sigma_i^2 \right) - 3000 \right) 0
\]

\[
\text{Minimize } f_2(b, h) = \left( \frac{1}{2} \left( b^2 \sigma_i^2 + h^2 \sigma_i^2 \right) - 18 \right) 0
\]

\[
\text{Minimize } f_3(b, h) = \left( 2 \left( b \sigma_i^2 + 3Ql_{b}^2 h \right) \right) - 200 0
\]

\[
\text{Minimize } f_4(b, h) = \left( 2 \left( 4Ql_{b}^2 + 4Ql_{b}^2 h \right) \right) - 1
\]

\[
\text{Minimize } f_5(b, h) = \left( 0.99 - \text{prob}(R - \mu_i) \right) 0
\]

\[
\text{Minimize } f_6(b, h) = \left( 0.99 - \text{prob}(R - \mu_i) \right) 0
\]

\[
\text{Subject to } 30 < b < 45 \]

\[
60 < h < 80 \]

The Pareto front for cantilever beam solutions obtained using initial population size of 120 is shown in Fig. 4(A) and (B). Since this problem consists of multiple objectives, it is difficult to represent Pareto front graphically. Therefore, to present the Pareto front in 3D, only three objectives (cross-sectional area, variance, and strength reliability) are considered for plotting the Pareto front and shown with different perspectives. The optimization results show the ability of the MOGA-based solution approach to cover the entire Pareto front. It is important to note here that the proposed approach has given better and more robust design solutions as compared to the sequential optimization approach.

Design engineers can select an optimal design solution that meets the predetermed requirements. For instance, if design engineers consider reliability requirement as most important, the optimal design solution for higher reliability design option is \((b_1 = 4.416; \mu_3 = 3045; \sigma_1^2 = 19.03)\) or \((b_2 = 4.588; \mu_3 = 3248; \sigma_1^2 = 18.89)\). On the other hand, design engineers can calculate relative importance given to each objective for all optimal solutions and select the one which provides better trade-off and matches the predetermed importance assigned to each objective. Table 8 shows relative importance calculated for the objectives of three randomly selected solutions, which can help the designers to select appropriate solution. It is important to note that, while calculating the relative importance, only three objectives are considered to demonstrate the idea of selecting the best-fit solution from multiple solutions generated.

4. Conclusion

The paper provides a comparative study of the different RBDO model formulations that clearly shows the pros and cons associated with each of these models. The tendency of the percentile difference-based RBDO model to give different design solutions with different percentile ranges may confuse a decision maker. A perfectly normalized objective function and simplicity of moment-based RBDO model can be a good choice for design optimization, but inadequacy to explore Pareto region and the selection of initial design values for normalization is critical and challenging. The HQLF-based RBDO model provides more flexibility to design engineers by giving them the opportunity to prioritize the reliability.
target along with other constraints, thus making this model more appealing to design community. Hence, a MOGA-based solution approach has been proposed to optimize and enhance the effectiveness of the HQLF based RBDO model. The proposed solution approach provides multiple solutions from entire Pareto frontier so that the decision maker can select a specific design of his/her choice from several alternative design solutions available, even though providing an additional external filter to block solutions that are not satisfying the probabilistic constraints is not a good idea from computational cost and time perspective. Therefore, our future efforts are directed to develop new approach for handling the probabilistic constraints.

Appendix A.

Sample conversion of strength related probabilistic constraint: \( \text{prob}(R - S) > 0.99, \) where \( R = \mu_R - [\sqrt{\sigma_R^2}] \)

\[
S = \left( \frac{6QL}{bh^2} + \frac{Q}{2} \right) - \frac{36Q}{bh^4} \sigma_b^2,
\]

\[
\hat{Q} = \mu_Q - \left[ \frac{\theta_1^2}{\sqrt{m}} \right],
\]

\[
\hat{L} = \mu_L - \left[ \frac{\theta_2^2}{\sqrt{m}} \right],
\]

\[
\hat{b} = \mu_b - \left[ \frac{\theta_3^2}{\sqrt{m}} \right],
\]

\[
\hat{h} = \mu_h - \left[ \frac{\theta_4^2}{\sqrt{m}} \right],
\]

\[
m = \sigma_b^2 + \left( \frac{\theta_5^2}{\sqrt{m}} \right),
\]
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