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ABSTRACT
Clustering coefficients is a building block in network sciences that offers insights on how tightly bound vertices are in a network. Effective and scalable parallelization of clustering coefficients requires load balancing amongst the cores. This property is not easy to achieve since many real world networks are scale free, which leads to some vertices requiring more attention than others. In this work we show two scalable approaches that load balance clustering coefficients. The first method achieves optimal load balancing with an $O(|E|)$ storage requirement. The second method has a lower storage requirement of $O(|V|)$ at the cost of some imbalance. While both methods have similar a time complexity, they represent a tradeoff between load-balance accuracy and memory complexity. Using a 40-core system we show that our load balancing techniques outperform the widely used and simple parallel approach by a factor of $25X - 35X$ for random graphs. Further, we achieve $25X - 35X$ speedup over the sequential algorithm for most of the graphs.
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1. INTRODUCTION
Clustering coefficients is a graph analytic that states how tightly bound vertices are in a graph [21]. The tightness is measured by computing the number of closed triangles in the graph, which can then imply the small-world property. Computing the clustering coefficients has been applied to many types of networks: communication [19], collaboration [20], social [20], and biological [4]. Clustering coefficients is used in a wide range of social network analysis applications. In such context, one can think of the local clustering coefficients as the ratio of actual mutual acquaintances versus all possible mutual acquaintances.

Clustering coefficients can be computed in two different variants: global and local. The global clustering coefficient is a single value computed for the entire graph, whereas the local clustering coefficient is computed per vertex. Both are computed in a similar fashion. Without the loss of generality, we consider the global clustering coefficient in this work, specifically when presenting pseudo code. Nonetheless, our approach is applicable to computing local clustering coefficients as well. Table 1 presents the notations used in this paper.

We can formally define clustering coefficients as the sum of the ratios of the number of triangles over all possible triangles:

$$CC_{\text{global}} = \sum_{v \in V} CC_v = \sum_{v \in V} \frac{\text{tri}(v)}{\text{deg}(v) \cdot (\text{deg}(v) - 1)}$$

Clustering coefficients can be computed in multiple approaches [18]: enumerating over all node-triples, matrix multiplication, and intersecting adjacency lists. As many real world networks are considerably sparse, we focus on the last of these three approaches which has a time complexity of $O(|V| \cdot d_{\text{max}}^2)$ where $d_{\text{max}}$ is the vertex with largest adjacency. The pseudo code for this approach can be found in Algorithm 1. Many real world networks have a skewed vertex degree distribution which present parallel load balancing challenges.

In this work, we show that it is possible to estimate the total amount of work required by the clustering coefficient algorithm in $O(|E|)$ steps.

We show two different and simple load balancing techniques: the edge-based approach and the vertex-based approach. These differ in the fact that the edge-based approach offers a better workload balance than the vertex-based approach. While this advantage is desirable, it comes at an increased spatial and computational cost. The edge-based approach requires an $O(|E|)$ memory and $O(|E|)$ operations that evenly split the work to the $p$ processors. On the other hand, the vertex-based approach requires an $O(|V|)$ memory and $O(|E|)$ operations, which also are split among the processors. Both approaches can be executed in parallel.

While the load balancing may seem costly, for sparse graphs where $O(|E|) < O(|V| \cdot d_{\text{max}}^2)$. We show in Section 4 that this computation is negligible in time on an actual system for many real world sparse graphs.

The remainder of the paper will be structured as follows. This section discusses the challenges with computing clustering coefficients in parallel and briefly introduces our solutions. Section II discusses the related work and discusses real world graph properties and introduces vertex covers. In Section III, we present our two approaches for effective load balancing. In Section IV, we discuss our experimental methodology and present quantitative results. Finally, in Section V, we present our conclusions.
Algorithm 1: Serial algorithm for computing the number of triangles.

\[
cc_{\text{count}} \leftarrow 0; \\
\text{for } v \in V \text{ do} \\
\quad \text{for } u \in \text{adj}(v) \text{ do} \\
\quad\quad \text{if } u = v \text{ then} \\
\quad\quad\quad \text{next } u; \\
\quad\quad C \leftarrow \text{intersect}(v, \text{adj}(v), u, \text{adj}(v)); \\
\quad \quad cc_{\text{count}} \leftarrow cc_{\text{count}} + \text{deg}(v) \cdot (\text{deg}(v) - 1); \\
\]

Figure 1: (a) Load distribution among parallel processors. (b) On the main ordinate, the ratio between the threads with minimum and the maximum number of comparisons is depicted. The secondary ordinate shows the maximum attainable speedup.

1.1 Parallel Clustering Coefficient Challenges & Solutions

In [3, 8, 12], it was shown that several real-world networks follow a power law distribution on the number of adjacent edges a vertex has. As the time complexity of the algorithm is dependent square of the vertex with the highest degree, \(d_{\text{max}}\), a simple division of the vertices amongst the cores such that each core receives an equal number of vertices is not likely to offer a good load balancing. This is due to the fact that a single core might receive multiple high degree vertices. This can cause a single core to become the execution bottleneck. The focus of our work is to overcome this challenge.

Fig. 1 depicts an example of the load balancing issues caused by straightforward division schemes when computing clustering coefficients for a graph with a non-uniform adjacency distribution. Fig. 1 (a) plots the minimum and the maximum number of comparisons performed by the different parallel processors. Assuming that the total amount of work required by the algorithm is known and is defined as \(W_{\text{ork}}\), the maximal parallel speedup that can be attained for each algorithm is limited by the thread with maximum number of comparisons, \(\text{max}_1\):

\[
\text{max}_{\text{speedup}} = \frac{W_{\text{ork}}}{\text{max}_1}. \quad (1)
\]

By this definition, uneven work distributions can affect scalability severely. The main ordinate of Fig. 1(b) depicts the ratio between the minimum and the maximum number of comparisons shown in Fig. 1(a). The secondary ordinate of Fig. 1(b) shows the maximal attainable speedup of the work distribution of the algorithm used to plot Fig. 1(a). In fact, it is the observation from above, that motivated the development of load balancing techniques that take into account the unique workload properties of clustering coefficients.

2. RELATED WORK

Clustering coefficients was first introduced by Watts and Strogatz [21]. Since, it has become a common means to quantify structural network properties. In essence, clustering coefficients measures the tightness of neighborhoods in graphs. They can be computed for both dense and sparse graphs, yet, they offer more insights for sparse graphs, many of which have the small-world property. The Small-World property was first presented by Milgram [17] and suggested that people in the United States can be related in less than six steps of separation.

An additional graph property of significance is the power-law distribution of edges in a network. Graphs featuring this characteristic have a large number of vertices with low degrees and a small number of vertices with high degrees, see by Faloutsos et al. [12] and Barabási and Albert [3].

Clustering coefficients for a given graph is often reduced to enumerating the triangles formed between every triplet of vertices. Schank and Wagner [18] present an extensive review on other various serial algorithms along with performance comparisons over both "real world" networks and synthetic graphs. Still in the context of serial algorithms, Green and Bader [13] propose a novel clustering coefficients algorithm that employs vertex covers in order to reduce the number of list intersections and the number of actual comparisons needed to compute the triangle enumeration. We show that our load-balancing techniques can be extended to this algorithm as well.

The increase in the network size from thousands of vertices to millions and possible billions in the foreseeable future and the relevance of dynamic graphs has brought about a need for effective computations of clustering coefficients. The advances for faster clustering coefficients algorithms focus in parallelization techniques as well as approximation schemes. Both improvements are orthogonal concepts: while parallelization reduces the computation time, approximation can offer insights on the closeness of vertices when the cost of computing the clustering coefficients is prohibitive. Special techniques can also be developed for dynamic graphs. Dynamic graph algorithms allow updating the analytic without doing a full recomputation every time the underlying network is modified. In practice, these optimizations are applied concurrently.

Several examples of algorithms using these optimizations can be found in the works of Becchetti et. al. [6], Bar-Yossef et. al. [2], and Buriol et. al. [9] where triangle counting approximation techniques are employed on streaming graphs as a measure to cope
with large data sets.

Ediger et al. [11] present both a parallel exact and parallel approximate algorithm for computing clustering coefficients for dynamic graphs. Their approach employs Bloom filters and they show results on the Cray XMT (a massively multithreaded architecture) for graphs with over a half a billion edges. Leist et al. [15] provide multiple parallel implementations using several GPUs and IBM Cell-BE processors for smaller graphs.

While these algorithms tackled many of the different aspects of computing clustering coefficients, they do not deal with the inherent load imbalance that is typical for many graph algorithms using static scheduling techniques. In such scenario, the work is partitioned by the runtime and it is unaware of the properties of the application. As such, the application designer is responsible for dividing the work equally to the cores.

Both [5] and [16] consider the problem of workload imbalance for other graph algorithms. They use similar techniques to the ones that we use in this paper, which are based on prefix summation. Prefix summation is a basic primitive that can also be efficiently parallelized. Blelloch [7] showed a PRAM parallel work-efficient algorithm. In [14] a GPU implementation of the prefix summation is introduced.

In [5], a Breadth First Search algorithm is presented. The vertices in each level are partitioned to the multiple cores based on the sum of the adjacent vertices. A prefix summation is employed followed by a binary search in order to elaborate the partitioning. The overhead of these two partitioning stages is negligible compared to the remainder of the BFS. In [16], scalable GPU graph traversals are presented that partition the traversal edges equally among the multiple GPU streaming processors.

Other load balancing mechanisms can be used on specialized architectures. Ediger et al. [10] made use of the online scheduler of the massively multithreaded architecture of the Cray XMT for computing clustering coefficients. The scheduler is responsible for dispatching tasks when processors become available, thus achieving an effective parallelism. They show nearly perfect load balancing up to 64 XMT processors for several different graph types. Beyond the 64 processors, the speedup continues to grow but does not always scale perfectly - this is most likely due to workload imbalance.

3. LOAD BALANCED SCALABLE CLUSTERING COEFFICIENTS

We present two different techniques, which are conceptually similar and consist of two highly parallel phases. The first phase approximates the the expected amount of work. With the work estimation at hand, we proceed to partition the work to the cores. We proceed to show that each of these steps is itself balanced. In the second step, the adjacency lists are intersected by the multiple cores using a modified version of Algorithm 1.

The workload estimation process is based off of Algorithm 1 and consists of foreseeing the amount of work needed to intersect vertices and edge endpoints. For that purpose, we employ two basic work estimations, which are discussed in depth. Both estimations can be defined in terms of the amount work needed for intersecting the adjacency lists of two vertices \( u, v \in V \).

For simplicity, we assume that the adjacency lists are sorted. Given the sorted lists, the upper bound for the adjacency list intersection is \( \text{deg}(u) + \text{deg}(v) \) comparisons. This number represents the worst-case scenario for a adjacency list intersection. An actual list intersection might be cut short if all the elements of one of the lists are traversed. However, this cannot be detected without doing the intersection or further testing. Nonetheless, we find \( \text{deg}(u) + \text{deg}(v) \) to be a fair estimation of the adjacency list intersection.

We can define \( \text{Work}(v, u) \) as the number of comparisons needed for the intersection of the adjacencies of \( v \) and \( u \):

\[
\text{Work}(v, u) = \text{deg}(v) + \text{deg}(u).
\]

We proceed to gather this estimation for the vertex endpoints of every edge in the graph. This is formalized in terms of the previous definition as:

\[
\text{Work}(G(V, E)) = \sum_{(u,v) \in E} \text{Work}(u,v) = \sum_{(u,v) \in E} (\text{deg}(v)+\text{deg}(u))
\]

Such definition can also be expressed in terms of vertices and their adjacencies:

\[
\text{Work} = \sum_{(u,v) \in E} \text{Work}(u,v) = \sum_{u \in V} \sum_{v \in \text{adj}(v)} \text{deg}(v) + \text{deg}(u).
\]

Specifically, the number of comparisons required for a specific vertex is:

\[
\text{Work}(v) = \sum_{u \in \text{adj}(v)} (\text{deg}(v) + \text{deg}(u)) = \text{deg}(v)^2 + \sum_{u \in \text{adj}(v)} \text{deg}(u).
\]

It is from (5) that the time complexity of clustering coefficients is in fact derived.

Computing either \( \Sigma_{(u,v) \in E} \text{Work}(v, u) \) or \( \Sigma_{v \in V} \text{Work}(v) \) allows us to to partition the work into near equal units to the multiple cores available. The first technique, which we refer to as the the edge-based approach, requires \( O(|E|) \) memory and theoretically offers optimal partitioning assuming that all comparisons are executed\(^1\). The vertex-based approach reduces the memory requirement to \( O(|V|) \) at the expense of non equal partitioning. In Section 4 we quantitatively compare these two approaches for real networks. While we have yet to discuss the algorithms in detail, we note that both algorithms have a similar upper bound time complexity, yet the accuracy of the partitioning will slightly change based on the storage complexity.

3.1 Edge-Based Approach

We present the first of our two approaches that partitions the work equally among the multiple cores. We refer to this method as the edge-based approach and its pseudo code can be found in Algorithm 2. In Table 1, a reference is given for the variables used by our methods. Overall, we distinguish two distinct computation phases: 1) work estimation and load balancing and 2) clustering coefficient computation.

Using an array of size \( O(|E|) \) the expected number of comparisons for each edge is calculated based on expression (2). The first step in Stage 1 divides the edges equally among the \( p \) cores such that each core receives \( |E|/p \) edges. Assuming that the graph is given in a CSR representation, a binary search is conducted by each core into the vertex offset array. Such a vertex offset array is essentially a prefix sum array of the edge degrees in the graph. Hence, the binary search in the vertex offset array for the value \( t \cdot |E|/p \) allows finding the vertex to which that edge belongs to, for a given thread \( t \in \{1, 2, ..., p\} \).

\(^1\)As we discussed earlier, the list intersection might complete early based on the actual adjacencies.
Due to the fine grained load balancing, several cores may inter- sect adjacency lists for the same vertex\(^3\). For simplicity, we assume that the sets of adjacencies assigned to the different processors do not overlap - this is a fair assumption given adjacency distributions of many real world graphs. However, if there is a vertex with a large enough degree that it dominates the execution time, it is possible to modify the algorithm such that the adjacencies of a vertex is shared by multiple cores.

Each core will compute Work\((v, u)\) for the set of edges it has been assigned. The results will be stored in the Work array of size \(O(|E|)\). Once this is completed, a parallel prefix sum is computed on this array in order to obtain the total amount of work computed from the first vertex up to the current vertex. The last entry in the prefix array maintains the expected number of comparisons for the entire graph. Upon completion of the prefix summation, an additional binary search is executed per core into the prefix summation array. The binary search finds the partitioning points of the algorithm. The binary search might actually divide a specific list intersection. As discussed before, the algorithm does not create partitions that divide a single list intersection for simplicity. In reality, this is not a concern and we discuss this in Section 4. When the binary search is completed, the partitioning points for clustering coefficients are available and we can proceed to compute the clustering coefficients as part of Stage 2.

### 3.2 Vertex-based approach

We refer to our second load balancing technique as the vertex-based method. Its pseudo-code can be found in Algorithm 3. This approach reduces the storage requirement from \(O(|E|)\) to \(O(|V|)\) by performing the load balance at a vertex granularity. As a result, some imbalance might be introduced and a single vertex can become a bottleneck of the algorithm. We will see in Section 4, that this imbalance does not reduce the total performance of the vertex-based approach. In comparison with the edge-based approach, this imbalance is minute.

Similarly to the previous technique, the load-balanced clustering coefficients calculation is comprised of two main stages: 1) the workload estimation and 2) the clustering coefficient calculation.

The amount of work is calculated using expression (5). In a first stage, each thread performs a binary search of the term \(t \cdot |E|/p\) over the offset array of the graph CSR. As a result of this work

\(^3\)This can occur when the ratio between the average vertex degree and number of cores is considerably small.

---

**Algorithm 2: Edge-Based algorithm**

```plaintext
input: Graph G(V, E), number of processors p
output: Clustering coefficients value cc_global
For t ← 1 to p do in parallel
    // Stage 1: Workload estimation
    Pivots_t ← BinarySearch(Vertex_adj, t \cdot |E|/p);
    SynchronizationBarrier();
    for v ← Pivots_t to Pivots_{t+1} do
        for u ∈ adj[v] do
            vWork_t[i] ← deg(v) + deg(u);
        SynchronizationBarrier();
    Pivots_t ← BinarySearch(vWork, t \cdot |E|/p);
    SynchronizationBarrier();
    // Stage 2: CC calculation
    ccl ← 0;
    E_t ← all edges between Pivots_t and Pivots_{t+1};
    for e = (v, u) ∈ E_t do
        cc_t ← cc + deg(v) · deg(u);
    cc_global ← ParallelReduction(cc_t);
```

**Algorithm 3: Vertex-based algorithm**

```plaintext
input: Graph G(V, E), number of processors p
output: Clustering coefficients value cc_global
For t ← 1 to p do in parallel
    // Stage 1: Workload estimation
    Pivots_t ← BinarySearch(Vertex_adj, t \cdot |E|/p);
    SynchronizationBarrier();
    for v ← Pivots_t to Pivots_{t+1} do
        for u ∈ adj[v] do
            vWork_t[i] ← deg(v) + deg(u);
        SynchronizationBarrier();
    Pivots_t ← BinarySearch(vWork, t \cdot |E|/p);
    SynchronizationBarrier();
    // Stage 2: CC calculation
    ccl ← 0;
    E_t ← all triangles between Pivots_t and Pivots_{t+1};
    for e = (v, u) ∈ E_t do
        cc_t ← cc + deg(v) · deg(u);
    cc_global ← ParallelReduction(cc_t);
```

<table>
<thead>
<tr>
<th>Table 2: Time complexities of both approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>Binary search in the offset array</td>
</tr>
<tr>
<td>Workload computation per edge</td>
</tr>
<tr>
<td>Workload prefix sum</td>
</tr>
<tr>
<td>Binary search in the workload prefix sum array</td>
</tr>
</tbody>
</table>

division, each thread is then responsible for a non-overlapping set of vertices and computes the number of comparisons required for each vertex. The results are then stored in an array of size \(O(|V|)\). Note that computing the expected number of comparisons needed by the algorithm requires the same number of the steps for both the edge-based and vertex-based approaches, with the key difference in the size of the array used. This is followed by a prefix summation over the Work array. In the final step, a binary search is employed by each core to compute the partition points of the workload. As before, the vertices will be divided among the threads in such a way that their adjacency intersections will not be split.

### 3.3 Complexity analysis

As the amount of work per edge is maintained in array of \(O(|E|)\), the spatial complexity of this approach is \(O(|E|)\). The time complexity of the load balancing stage in the edge-based approach for each thread is decomposed as described in Table 2.

The work complexity is the time complexity multiplied by a factor of \(p\) cores. Overall, the complexity is of \(O(p \cdot log(|V|) + |E| + p \cdot log(|E|) + |E|)\) for the edge-based approach.

In the case of the vertex-based method the complexity is \(O(p \cdot log(|V|) + p \cdot log(|E|) + |V| + |E|)\).

### 3.4 Vertex Cover Optimization

In this subsection we briefly discuss how our load balancing technique can be adapted to the vertex cover optimization presented in [13]. This optimization involves computing a vertex cover for the graph and doing the adjacency list intersection only when both vertices of the edge are in the vertex cover. They show that finding the vertex cover takes a small fraction of the total execution and that the requirement that both vertices of an edge be in the vertex cover
Table 3: Graphs from the 10th DIMACS Implementation Challenge used in our experiments with the clustering coefficient computation runtimes for the different algorithms. Labels: SF - Straightforward (40 threads), V-B - Vertex-Based (40 threads), and E-B - Edge-Based (40 threads).

<table>
<thead>
<tr>
<th>Name</th>
<th>Sample Type</th>
<th>Matrix</th>
<th>104k</th>
<th>1M</th>
<th>35M</th>
<th>100M</th>
<th>500M</th>
<th>1G</th>
<th>1.5G</th>
<th>3G</th>
<th>6G</th>
<th>10G</th>
</tr>
</thead>
<tbody>
<tr>
<td>en-2004</td>
<td>Road</td>
<td>Matrex</td>
<td>5.15M</td>
<td>47.02M</td>
<td>18.58</td>
<td>1.10</td>
<td>0.10</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>road_usa</td>
<td>Matrix</td>
<td>90.04k</td>
<td>32.78M</td>
<td>9.88</td>
<td>0.60</td>
<td>0.26</td>
<td>0.15</td>
<td>0.09</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td>road_central</td>
<td>Clustering</td>
<td>1.12k</td>
<td>1.12k</td>
<td>0.60</td>
<td>0.06</td>
<td>0.02</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>belgium</td>
<td>V-B</td>
<td>540k</td>
<td>540k</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
</tr>
<tr>
<td>road_central</td>
<td>V-B</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
</tr>
<tr>
<td>belgium</td>
<td>Clustering</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
<td>100k</td>
</tr>
<tr>
<td>road_usa</td>
<td>Random</td>
<td>1.05M</td>
<td>1.05M</td>
<td>1.05M</td>
<td>1.05M</td>
<td>1.05M</td>
<td>1.05M</td>
<td>1.05M</td>
<td>1.05M</td>
<td>1.05M</td>
<td>1.05M</td>
<td>1.05M</td>
</tr>
</tbody>
</table>

can reduce the number of list intersections and number of comparisons. This optimization avoids counting the same triangle multiple times. Their optimization can be applied in addition to the lexicographic sorting which reduces the number of times triangles are counted by a factor of two.

To adapt the vertex cover to our algorithm, two modifications are required:

1. Parallel computation of the vertex cover $\hat{V}$
2. Apply the load balancing techniques discussed in this paper to the vertex cover, $\hat{V}$, instead of the entire vertex set $V$.

Making these modifications allows creating a load balanced algorithm which avoids duplicate triangle counting.

### 3.5 Summary

We have shown two methods that load balance clustering coefficients. These approaches tradeoff accuracy for spatial complexity. For these methods to be considered as asymptotically optimal as a straightforward parallelization, the load balancing phase has to have lower time complexity than the actual clustering coefficient computation from (4). For many real graphs, including sparse graphs, this will be the case as:

$$O(p \cdot \log(|V|) + |E| + p \cdot \log(|E|) + |E|) < O(|V| \cdot d_{max}^3)$$

(6)

for the edge-based case and

$$O(p \cdot \log(|V|)) + p \cdot \log(|E|) + |V| + |E| < O(|V| \cdot d_{max}^3)$$

(7)

for the vertex-based case.

As a result, both approaches will offer better performance and core-scaling. We discuss the overhead of this approach in Section 4 with respect to real graphs. Note that while the work complexity of clustering coefficient has not changed, the actual time complexity per core changes from $O(Work/p)$ to $\Theta(Work/p)$.  

### 4. RESULTS

In this section, we present the experimental performance results for both our new parallel load balanced algorithms. In our tests, we use a 4-socket 40 physical core multicore system made up of the Intel Xeon E7-8870 processor. Each core runs at a 2.40 GHz frequency and has 30 MB of L3 cache per processor. The system has 256 GB of DDR3 DRAM. We test our algorithms over a subset of graphs from the 10th DIMACS Implementation Challenge on Graph Partitioning and Graph Clustering [1]. The graph set used in the tests can be found in Table 3.

We compare the performance of our algorithm with a straightforward parallel algorithm. For the straightforward algorithm, the vertices in the outer loop of Algorithm 1 are evenly split among the cores.

The performance of the algorithms is dependent on the properties of the input graph. We distinguish two key characteristics that may affect substantially the scalability of the different methods such that the straightforward algorithm is likely to outperform our algorithms:

1) Sparsity - while most of the graphs are considered to be sparse, the road networks are especially sparse where $E \approx V$. The fact that such networks consist of a single connect component implies that the vertices have few adjacencies, which in turns means that the intersection stage will be considerably short. As such our algorithms may potentially introduce overhead for such networks.

2) Uniform degree distribution - for graphs in which the degree distribution is uniform and most vertices have the same number of neighbors the workload is inherently balanced as each vertex will require an equal number of comparisons.

### 4.1 Scaling

To express the workload imbalance for all these algorithms, we define the ratio of computed comparisons as the fraction of the minimum number of comparisons performed by a thread over the maximum number of comparisons. Fig. 2 depicts the workload imbalance, measured by the ratio of the thread with the least work and the thread with the most work, for the three algorithms given a 40 core partition. In Fig. 3 we show this ratio for a subset of graphs as a function of the number of threads. Our results show that the straightforward algorithm offers a balanced partitioning for the networks with uniform degree distribution and very significant sparsity. Notice that for all the graphs, the straightforward approach has both the upper and lower bounds for work distribution. This is true for all the graphs we tested. For some graphs, including caidaRouterLevel, the ratio between the minimal and maximal workload can be as high as 100 times.

In contrast to the straightforward partitioning, our edge-based approach delivers a near equal number of comparisons to each core for all the graphs. This fact can be observed in Fig. 2 (the ratio chart), where the bar for the edge-based method is approximately 1 for all the graphs, which is the ideal scenario. Our observation can be reinforced by the data displayed in Fig. 3, as it is almost impossible to differentiate the two curves for minimal and maximal number of comparisons for the edge-based method. The vertex-based approach delivers mixed results. In some cases the partitioning overlaps with that of the edge-based approach. In some cases it differs by 10% – 20%, as some vertices are computationally more demanding and these vertices are not split among several cores.

Results show that the partitioning of the vertex-based approach is not as accurate as that of the edge-based method. Despite this the vertex-based approach offers better performance, as its load balancing stage is slightly less computationally demanding.

The number of comparisons each processor receives can be also relevant to estimate an upper bound on the speedup a given parallel clustering coefficients calculation can attain. Given a work distribution, the maximum speedup obtained by parallel computation can be expressed as in expression (1). In the next subsection, we show how such theoretical speedup displays a correlation with the actual speedup attained for the same number of processors.
Figure 2: The ordinate is the ratio between the thread with the least amount of work with the thread with the most amount of work based on the number comparisons required by the thread in the adjacency list intersection. The abscissa are the graphs used. Note that for all the graphs the edge-based approach achieves almost perfect partitioning.

Figure 3: The abscissa is the number of threads used. The ordinate is the number of comparisons required for a specific thread count. Two curves are shown for each of the algorithms - for threads that receive the most and least number of comparisons. The straightforward partitioning is the lower and upper for all the figures.

4.2 Speedup Analysis

Fig. 4 depicts the speedup obtained for the three algorithms when using 40 cores. Further details of the strong scaling speedups are shown Fig. 5, as a function of the number of threads.

If we consider the "Small world" graphs, both of our methods show better scalability for 40 cores, which represents an improvement over the straightforward algorithm of $1.5X - 7.5X$. For road network graphs, the straightforward algorithm outperforms both our methods. This is due to the fact that road networks are very sparse, $E \approx V$. As a result, the computation of the intersection represents a smaller fraction of the overall runtime, which includes the load-balancing. In addition, road networks feature a substantially uniform degree distribution. Hence, a straightforward division of the work yields a load-balanced computation. The same behavior can be observed in other graphs that feature uniform degree distributions, such as the smallworld network. A clear relationship can be observed between the thread with the most work and the actual
speedup. This is not surprising, given the fact that this thread is the execution bottleneck.

We can go a step further and estimate the maximum speedup that can be obtained by a given work distribution. Fig. 6 shows a comparison between the actual speedups obtained for the different graphs when using the straightforward approach and the estimated maximum speedup obtained using Expression (1). Overall, our work estimations provide a fairly precise indicator on the behavior of the algorithm for most of the graphs.

Further insights on the overhead of the work estimation phase are depicted in Fig. 7, which shows the ratio of the time spent computing the clustering coefficients out of the total time spent (including the load balancing) for both our methods on the 40 cores for all the graphs we used. The overhead of our load balancing techniques represents between 1% - 20% of the overall runtime, except for the road network graphs. For the road networks, our overhead is indeed significant. This is mostly due to the fact that very little work is done in the adjacency list intersection stage meaning that the overhead introduced by our techniques plays a more significant role in the overall time.

If the load-balancing stage is not taken into account in the execution time of our new algorithms, the new algorithms would outperform the straightforward algorithm for all thread counts due to load balancing.

Despite the fact that the edge-based version provides a more balanced work distribution than the vertex-based method, these differences do not translate into a better performance. This is due to the higher computational complexity of the work estimation phase of
our edge-based method and synchronization. Notice that for all the graphs, the edge-based approach introduces more overhead than the vertex-based approach. This is caused by the increased memory and computational requirements of this approach. Recall that the edge-based approach uses an $O(E)$ array to store the expected amount of work. This array is then used for the prefix summation process for a total of $O(E)$ operations (whereas the vertex-based requires only $O(V)$ operations). Further, this prefix array will be reloaded into the cache for each of the accesses.

4.3 Summary

This section presented timing results, scaling results, and workload partitioning for the straightforward parallel implementation, our edge and vertex-based approach using real world graphs from the DIMACS Challenge [1]. We showed that both our load balancing techniques scaled up to 40 cores and can continue to scale to a significantly larger number of cores, whereas the scalability of straightforward algorithm is limited for many types of graphs. In some cases, our approaches show an improvement of a factor of as high as $5.5X − 7.5X$ over the straightforward algorithm. The overhead introduced by our algorithm is discussed.

5. CONCLUSIONS

Due to highly skewed vertex degree distributions, computing clustering coefficients on social networks presents big load balancing challenges. In this paper we presented two parallel methods for computing exact clustering coefficients. By using workload estimation, we achieve effective load-balanced computation for multiple graph topologies. For both of our methods, we present a discussion on the tradeoffs between achieving perfect work distribution and the complexity it requires. In practice, employing an approximate load balancing scheme with a moderate computational cost allows achieving an overall speedup of $25X − 35X$ over the sequential algorithm for most of the graphs. This represents an improvement of $3X − 7.5X$ for real graphs and $1.5X − 4X$ for random graphs over using straightforward parallel approaches. Overall, load balancing is a key element to take into account when leveraging the parallel computing power in graph applications.
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