1. Introduction

The vision of Ambient Intelligence (AmI), that expresses a paradigm in information technology, is based on the increasing technological advances in embedding computational power, information and sensing capabilities into everyday artefacts and environments (Ducatel et al., 2001). Intelligent environment is a technological concept that, according to Mark Weiser, is "a physical world that is richly and invisibly interwoven with sensors, actuators, displays, and computational elements, embedded seamlessly in the everyday objects of our lives, and connected through a continuous network" (Weiser, 1991). Consequently, the computational model of this kind of environments can be analysed as a large collection of networked artefacts.

The use of embedded systems to control artefacts, tools and appliances has been common practice for almost two decades now. With every new generation, these controllers provide an ever increasing list of capabilities in the form of assistance, information, and customization. However, it is the addition of communication capabilities that changes the perspectives of what such systems can do: gather information from other sensors, real objects and computers on the network, or enable user-oriented customization and operations through short-range communication (Cook & Das, 2004).

For this, AmI technological infrastructures must be able to spontaneously reconfigure themselves and grow from the available, purposeful artefacts in order to become effective in the real world. Recent approaches are based on exploiting the affordances of real artefacts by augmenting their physical properties with the potential of computer based support (Streitz, 2007). Combining the best of both worlds requires an integration of real and virtual worlds resulting in hybrid worlds.

Despite the current availability of technology, there is a notorious absence of large scale settings. In this context, the fundamental question is what kind of intelligent interfaces is needed to access a large federation of artefacts within an AmI scenario. In this scenario, each one of the hybrid artefacts or controllable resources should be designed to allow plug and play integration in an AmI multimodal architecture (Dahl et al., 2008).
According to the convincing demonstration of Byron Reeves and Clifford Nass, the interactions with computers, television, and new communication technologies are identical to real social relationships and to the navigation of real physical spaces (Reeves & Nass, 1996). In this perspective, it is reasonable to assume, for instance, that people would talk naturally with a household appliance.

The design of natural language applications that allow people to talk with machines or computers, in the same way that they talk with each other, is materialized under the form of a Spoken Dialogue System (SDS) (Zue & Glass, 2000; McTear, 2004), having constituted a natural interface, where the use of speech is privileged. Currently, it is unrealistic to consider a real existence of an autonomic SDS embedded into each one of the environment's artefacts, because of real hardware limitations. Nevertheless, the coordination and collaboration between a set of autonomic SDS is, per se, a huge challenge.

In order to achieve AmI interaction via SDS (Minker et al., 2009) each controllable resource should implement, at least, an adequate semantic interface to expose the resource’s functional capabilities at knowledge level (Newell, 1982). Nevertheless, this semantic interface is not only for exclusive use of the SDS because it can be also freely used by other concurrent systems.

Essentially, a semantic interface is a collection of task descriptors used to expose artefact’s functional capabilities, and is sustained by a set of concepts that are atomic knowledge units. The mining of a concept can be previously established or can be dynamically inferred comparing its linguistic knowledge or its semantic references to internal or external knowledge source nodes (Filipe & Mamede, 2008; Filipe & Mamede 2009). This approach focus on the representation and management of the environment's knowledge aims to satisfy dialogue management needs related to the environment semantic interoperability. For this, an environment Knowledge Aggregation Process (KAP) built-in a distributed Environment Interaction Manager (EIM) manages federations of resources within an AmI holistic vision (Aartsa & Ruytera, 2009).

Summarizing, our contribution enables spontaneous reconfiguration of SDS, within an AmI holistic vision, to provide speech natural interaction. Section 2 gives an overview of the state of the art in SDS. Section 3 presents relevant issues about spontaneous portability. Section 4 gives an overview of the knowledge modelling approach for semantic interface design. Section 5 describes the Knowledge Aggregation Process (KAP). Section 6 presents the experimental setup describing practical issues as well. Section 7 summarizes the contribution’s main topics, conclusions and future work.

2. Spoken Dialogue Systems

The origins of SDS can be traced back to Artificial Intelligence (AI) research in the 1950s concerned with developing conversational interfaces. The research of SDS is commonly considered a branch of human-computer interaction, although its origins are generally rooted in the automatic speech recognition community.

However, it is only within the last decade or so, with major advances in speech technology, that large scale working systems have been developed and, in some cases, introduced into commercial environments. The integration of components into a working system is still an important key issue (McTear, 2004).
Typically, a SDS is used to access the data source of the domain often materialized under a relational database. The traditional interaction cycle starts when the user’s request, which is captured by a microphone, provides the input for the Speech Recognition component. Next, the Language Understanding component receives the recognized words and builds the related speech acts. The Dialogue Manager (DM) processes the speech acts, accesses the Data Source and then calls the Response Generation component to generate a response message for the user. Finally, the message is processed by the Speech Output component to produce speech. The response of the SDS can be final or a request for clarification. When everything is acceptable, a final answer is produced based on the obtained external data. Fig. 1 shows a typical logical flow through SDS components architecture to access the domain data source, typically sustained by a relational database.
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Current trends are putting more research emphasis on aspects of psychology and linguistics. Speech-based human-computer interaction faces several challenges in order to be more widely accepted. One of these challenges is the domain portability.

### 3. Spontaneous Portability

This section describes spontaneous domain portability issues, focusing a dynamic domain interaction within an AmI vision.

The design of a DM can be customized to new domains in which different dialogue strategies can be explored, concerning only phenomena related to the dialogue with the user, focusing on dialogue and on discourse strategies. The DM component should not be involved in the process of accessing a background system or performing domain reasoning. This divide to conquer approach assumes that practical dialogue and domain-independent hypothesis are true (Allen et al., 2000). The reason is that typical applications of human computer interaction involve dialogue focussed on accomplishing some specific task. Assuming this, the bulk of the complexity in the language interpretation and dialogue management is independent of the task being performed. In this context, a clear separation between linguistic dependent, and domain dependent knowledge, is needed for reducing the complexity of SDS typical components, specially the DM.
For this, should be considered another component of SDS architecture, which handles these features, namely a Domain Knowledge Manager (Flycht-Eriksson, 2000). This component is in charge for retrieving and coordinating knowledge from the different domain knowledge sources and application systems, traditionally named background system. In these circumstances, this approach allows the customization of the DM enabling domain portability and easy configuration of the SDS architecture.

However, in this paper, the SDS is seen as a computational entity that allows universal access to AmI. In this interaction scenario, the SDS should be a computational entity that allows access to any resource by anyone, anywhere, at anytime, through any media or language, allowing its users to focus on the task, not on the tool.

Nevertheless, a traditional SDS cannot be directly used to interact with an intelligent environment, due lack of spontaneous portability, because of the fact that SDS are not ubiquitous yet. Within a ubiquitous domain, one does not know, at design time, all the resources that will be available. To address this issue, an approach for SDS architecture improvements and knowledge modelling for semantic interface design is needed (Filipe, 2007; Filipe & Mamede, 2008; Filipe & Mamede, 2009).

The SDS customization for AmI access, allowing spontaneous configuration, is supported by the proposed Environment Interaction Manager (EIM) (see Fig. 2).

![Fig. 2. SDS customization via EIM](image)

The main goal of the EIM is to support the communication interoperability between the SDS and a set of controllable resources, performing the environment’s knowledge management for allowing spontaneous configuration. For this, the EIM includes a knowledge model (see Section 4) that represents all the aggregated resource’s semantic interfaces.
For instance, when it refers to an indoor environment, the knowledge reflects the plan or physical organization of the building and the SDS controllable resources. The building is modelled as a spontaneous aggregation “part-whole” of controllable resources. Each resource shares a semantic interface that exposes its functional capabilities and makes possible its manipulation by the SDS. The building itself is seen as a large controllable resource that aggregates minor resources, such as floors, rooms, entrance halls, foyers. Each one of these resources can aggregate other resources that control, for instance, doors, windows, elevators, environment controls, multimedia controls, appliance controls and so on.

When a resource, designated by “part”, is activated, a discovery protocol searches the nearest resource, designated by “whole”. After that, KAP is executed, in the context of the “whole”, merging the knowledge built in the semantic interface of the “part” (to the “whole” knowledge model) and propagates the changes to related building parts.

In order to allow a large federation of resources, managed by the EIM, several aggregation levels are considered (see Fig. 2). A controllable resource is distinguished by a different identifier (R1 ... Rn) and can be aggregated to another resource belonging to an upper level or directly to EIM. The last aggregation level, the level of the EIM, holds all the existing resources semantic interfaces that can represent, for instance, an entire building.

3.1 Adaptive Interface

In order to allow flexible behaviour in SDS interaction, the DM must be able to handle under specified requests (when user provides only partial information). The DM must decide which task should be performed. Our approach recommends the use of domain dependent knowledge, for instance, in a particular domain the user’s preferred choice may be “turn-on the light” for the request “turn-on”, but in another domain without lights, the best choice is certainly different.

Since the DM must not know the EIM’s domain model, the DM must submit requests to be answered by EIM. For this, an adaptive and easy to use EIM’s interface is needed (Filipe et al., 2007; Filipe et al.; 2008). The EIM presents to the Dialogue Manager (DM) an aggregated view of the environment. In this architecture (see Fig. 2), a clear separation is assumed between discourse or dialogue dependent issues (DM job) and domain dependent issues (EIM job).

The ideas behind this adaptive interface are based on the relative weight (relevance) of each concept, which is included in the request. Two independent ranking, for tasks and resources, are used to compute the best task-resource pairs. The interfaces accept as input a list of pivot concepts. The concepts reference tasks and resources, which are translated to points credited in the respective or task or resource rank.

In some cases, this ranking algorithm conduces to situations where the tasks or resources have similar or even the same ranking position. In this situation, the best task-resource pair is not clearly determined, demanding for large clarification dialogues.

One way to address this issue is by endowing the DM with the ability to interactively learn dialogue strategies, namely by using reinforcement learning approaches (Henderson et al., 2005; Schatzmann et al., 2006).

However, although this kind of approaches present interesting characteristics in what concerns learning of dialog strategies, they suffer from well-known drawbacks for online operation, especially in what concerns the number of interactions needed for convergence,
which restricts their application mainly to offline processing. On contrary, in online
dynamic environments, the user interactions are relatively scarce and the SDS must be able
to adapt its operation taking advantage of these limited interactions.
The main focus of the adaptive interface is not on learning complex dialogue strategies, but
on dynamically adapting the relevance of task-resource pairs according to user interaction,
watching the selection or rejection expressed in previous user’s clarification dialogues. As an
example, let’s consider the case where the user is in the kitchen and selects the task
“turn-on”. Since “turn-on” must refer to some resource, SDS asks the user to specify the
resource he/she wants to refer (e.g., a microwave oven, or the ceiling lights). Therefore, the
DM must decide about which resources it should ask the user first. Consequently, some
form of resource relevance is needed to enable the selection of resources according to the
selected task and the previous history of user’s interaction.
To allow for a dynamic adaptation considering the relevance of resources, a simple
implementation of the activation potential model should be made, following the Agent Flow
Model proposed by Morgado and Gaspar (Morgado & Gaspar, 2004).

4. Semantic Interface

This section gives an overview of the most relevant components of the knowledge model
that holds the design of the semantic interface, which includes four independent knowledge
components: the discourse model, the task model, the world model, and the events model.

Fig. 3. Semantic Interface Knowledge Model

Additionally, external ontological knowledge components are also considered to allow the
integration with domain ontologies and upper ontologies (see Fig. 3).

4.1 Discourse Model

The discourse model defines a conceptual support, grouping concept descriptions, used
essentially to express functional resource capabilities. The mining of a concept is previously
established or is inferred at runtime by KAP, comparing its linguistic descriptors or its
semantic descriptors. For instance, a semantic descriptor can include a Uniform Resource
Identifier (URI) that points to external ontology nodes.
A concept descriptor defines an atomic unit of knowledge and maps linguistic knowledge
into domain knowledge. Essentially, a concept maps a set of URIs into a set of terms or more
generically into a set of Multi-Word Unit (MWU). Concepts declarations include linguistic
and semantic parts organized according to main kinds, which are: “task”, “role”, “event”,
“name”, and “constant”. Concepts of kinds “action” or “perception” hold task names. A
perception task cannot modify the state of the environment, whereas, an action task can.
Concepts of kinds “collection” or “quantity” hold task roles (parameters or arguments). The
kind “collection” is used to define sets of constants (represented also by concepts such as white, black, red, …) to fill task roles (colour, shape, texture, …). The kind “quantity” is about numbers (integer, real, positive, …) and the “unit” kind is for measures (time, power, …). The kind “event” holds event names. The kind “name” holds resource or class names.

In order to ensure the availability of vocabulary to refer the represented concepts, concept descriptions include linguistic properties. Each Word (or term), has a part of speech tag, such as noun, adjective, verb, adverb; a language tag, such as “pt-PT”, “pt-BR”, “en-UK” or “en-US”; and an optional phonetic transcription. The linguistic description holds a list of words, or more generically a MWU, referring linguistic variations associated with the concept, such as synonyms, acronyms and even antonyms.

Fig. 4 shows a mind map of a concept descriptor.

Fig. 4. Concept Descriptor

Concept descriptors can also hold semantic references typically characterized by a Universal Resource Identifier (URI). The semantic description supports references to domain knowledge sources (domain hierarchy, domain ontologies) or global knowledge sources, (upper ontologies or a lexical database, such as WordNet). A concept description must include at least one URI for local reference.

The references about knowledge sources must be unique in the same knowledge model and must be encoded using a particular data format to allow a unique identification of the referenced concept. The syntax of the knowledge source references does not need to be universal; it is enough that each particular knowledge source shares the same syntax.
4.2 Task model
The task model contains one or more task descriptions, based on concepts previously declared in the discourse model. Fig. 5 shows a mind map of a task descriptor. A task descriptor is a semantic representation of a task that holds a task name and, optionally, a role input and/or output list. A role describes an input and/or output task argument or parameter. An input role has a name, a range, and a restriction. The role restriction is a rule that is implemented as a regular expression and is optional. An output role is similar to an input role with an optional default constant. The initial and final rules perform environment state validation: the initial rule (to check the initial state of the world before a task execution) and the final rule (to check the final state of the word after a task execution). These rules, also implemented as regular expressions, can refer to role names and constants returned by perception task calls.

Fig. 5. Task Descriptor

4.3 World Model
The world model contains descriptions about one or more resources (the “whole” and its “parts”) properties. These descriptions refer mandatorily to concepts previously declared in discourse model including, for instance, name, and optionally physical properties (colour, shape, …) that are known by the SDS user and are typically used to indentify or select a resource within a user request. Optionally, a resource description refers to one or more classes symbolized in the domain ontologies.
Fig. 6 shows a mind map of a resource descriptor.

4.4 Events Model
The events model contains descriptions of events supported by concepts also declared in the discourse model. These descriptions are similar to task descriptions only with name and input roles. An event is a notification about an expected or unexpected environment state modification. The events model supports the reactive behaviour of the EIM and is used to notify the DM of the SDS about the environment changes.

5. Knowledge Aggregation Process
The main goal of the Knowledge Aggregation Process (KAP) is to update on-the-fly the knowledge model of a resource semantic interface “whole”, merging the knowledge originated by one “part”, that is also a resource. Generally, it is assumed that each resource holds its own built-in semantic interface. However, due to hardware limitations, the semantic interface can be maintained and virtualized by other computational entity.

At its starting point, KAP puts side by side concepts and tasks descriptions using similarity criteria:

(a) Two concepts are similar when its domain or global URLs is the same or its linguistic descriptors are literally equal. When the kind of the concepts is “collection”, its member constants must be also similar;
(b) Two tasks are similar when its descriptions are literally equal;

In order to update the knowledge model of a “whole”, KAP follows the next four steps:
(1) For each concept in “part”, without a similar (a) in “whole”, is added a new concept description to “whole” discourse model;
(2) For each task in “part” without a similar (b) in “whole” is added a new concept description to “whole” task model;
(3) A new resource description is added to “whole” world model;
(4) The resource description is linked to the updated tasks descriptions.
6. Experimental Setup

The experimental setup is based on our simulator, originally developed for Portuguese users. Fig. 7 shows a screen with a summary of the current knowledge model.

The simulator incorporates an elementary dialogue manager and allows the debug of an invoked task analyzing the interaction with the target resource. It is possible to debug KAP execution, execute tasks, and observe its effects on the environment. We can also consult and print several data about each resource semantic interface. Currently, the simulator holds approximately a total of one thousand concepts and one hundred tasks.

It is possible to query the simulator about detailed descriptions of the represented concepts. Fig. 8 shows a screen of the simulator with the description (English) of the microwave oven concept in the current knowledge model, according to its definition in WordNet (Fellbaum, 1998).
Considering that the environment is characterized by an arbitrary set of resources, physically supported by augmented artefacts, such as appliances, furniture, or ambient controls the simulator makes available several autonomic resource simulators, such as air conditioning, freezer, fryer, light source, microwave oven, table, water faucet, window, and window blind.

Fig. 9 shows part of the class hierarchy of resources available in the simulator.

The class hierarchy does not need to be complete because it can be improved as new resources are dynamically added.

These resources are activated to simulate and intelligent environment, composed by several floors and rooms defining aggregation levels that can be used, for instance, to model dwellings. A room is modelled as a resource that aggregates other resources physically present in that room, such as kitchen, living room, dining room, and bedroom. A floor is a resource, which aggregates its physical parts generically named by rooms. At top level of the simulation, EIM includes a knowledge representation of the entire building.

For instance, when the SDS user demands “turning on the light”, the simulator of the light source, aggregated by KAP as part of the kitchen simulator, executes the request turning on the kitchen light indicating by default thirty percent of luminosity.
Fig. 10 shows the screen of the kitchen light simulator, with its properties and state data, after the execution of the request “turning on the light”.

Fig. 10. Screen of the kitchen light simulator

For instance, when the SDS user demands “defrosting hamburger”, the simulator of the microwave oven, aggregated by KAP as part of the kitchen simulator, executes the request indicating the automatically select power (300 watts – see symbol) and duration (8 minutes) of the defrosting process.

Fig. 11. Screen of the microwave oven simulator

Fig. 11 shows the state of the microwave oven simulator after the execution of the request “defrosting hamburger”.

Fig. 11. Screen of the microwave oven simulator
In order to start the defrosting process, after closing the door of the microwave, the user must confirm its previous intention indicating the request “turning on the microwave”. Fig. 12 shows the screen of the fryer simulator after the execution of the request: “frying Chinese spring rolls”. This screen shows the automatically select temperature (180 ºC) and duration (7 minutes) of the frying process.

Fig. 12. Screen of the deep fryer simulator

Fig. 13 shows the screen of the freezer simulator after the execution of the request “what is the amount of carrots?”. The table in the simulator shows the selected type of food. However, in this case the dialogue manager also returns the answer “1 package with 300 g”.

Fig. 13. Screen of the simulator of the freezer simulator

The simulator includes also the treatment of more complex user’s requests, for instance, involving relational operators. For example, the request “what is the food with amount less than five” is redirected to the freezer simulator, by the kitchen simulator, producing the list of food with amount less than five.

The concept “carrot” (in Portuguese “cenoura”) is included in the microwave oven and in the freezer simulators interfaces. However, the EIM has only one definition of the concept “carrot” in its knowledge model automatically declared by KAP at runtime.
7. Concluding Remarks

Current technologies require human intervention to solve environment reconfiguration problems. The growth in pervasive computing will require standards in real objects interoperability to achieve AmI vision. In order to face this issue, a more human like way of interaction is proposed including spoken natural language support within intelligent environments. Our proposal tries to improve the configuration features of the SDS architectures with a semantic-based approach allowing an autonomic design of semantic interfaces, which are used to describe resource capabilities. For this, was proposed EIM (Environment Interaction Manager) SDS component and KAP (Knowledge Aggregation Process) to deal, at runtime, with federations of resources. In this context, the computational environment can handle completely new resources of unknown or unseen classes, trying to cover the ubiquitous essence of natural language.

The presented ideas have been applied with success implementing the spontaneous configuration of knowledge-based resources. The proposed semantic-based approach, supported in the field by the EIM, is a significant contribution to improve the portability, scalability and, simultaneously, the robustness of the SDS being developed in our lab. Currently, our work is based in the kitchen environment. However, we intend to generalize the use of the SDS natural interface to support inhabitants’ activities, for instance, to optimize climate and light controls, item tracking and general use items, automated alarm schedules to match inhabitants’ preferences, and control of media systems.

In the near future, we aim to study more deeply the knowledge replication versus knowledge integration rate. We expect to prove, for the upper aggregations levels, an interesting knowledge integration rate, due to the reuse of similar concepts and tasks within the same intelligent environment.
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