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ABSTRACT
With increased globalization, most databases are now highly distributed. Thus, there is a need to reduce the cost of queries that require data from several locations. In the literature, the semijoin is the most commonly used operation for the reduction phase of any distributed query optimization strategy. In [7] an improvement, called the 2-way semijoin, is proposed. The authors conclude that the 2-way semijoin has greater reduction power than the traditional semijoin and has a greater propagation of reduction effects on other relations. However, they were comparing their 2-way semijoin to a single semijoin. In this paper, we decided to compare the 2-way semijoin with 2 separate semijoins. This seems to be a better comparison. We designed an algorithm and performed some experiments to investigate the claims made about the 2-way semijoin. We conclude that the 2-way semijoin is better than two separate semijoins under certain conditions. We also comment on the propagation effects of reductions made by using two separate semijoins.
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1. Introduction
Currently, most databases are distributed over wide geographical areas and there is a requirement to keep query processing costs to a minimum. Reducing the total amount of data transferred between sites is a common methodology used in many different algorithms. Since it has been proven that finding an optimal reduction strategy is NP-hard [19] researchers have emphasised finding the best solution possible, knowing it may be suboptimal. Some algorithms use the relational join as a reducer before sending the reduced relations to the site where the final query will be processed [1, 2]. The problem with joins is that they can produce a relation that is much larger than the size of the initial relations combined. More common are algorithms that employ the semijoin operator, denoted by the symbol \( \bowtie \), for the reduction phase of a query optimization strategy [3, 4, 5, 6, 7, 8, 9, 10, 19]. Semijoins never increase the size of any relation. At worst, the relation size remains the same but this is not common. A combination of joins and semijoins is proposed in [11]. The authors state that cyclical query graphs cannot be fully reduced by semijoins alone, so a combination of joins and semijoins is required. Other algorithms are more specialized such as those based on simple, chain, star and tree queries [5, 12, 13]. Most strategies are static in the sense that once a plan is produced it is executed no matter how well or badly it is performing. Dynamic strategies that can be monitored and changed during the execution phase have been investigated in [32, 33, 35, 14]. In [14] the authors compared a static strategy with two dynamic strategies. Neither dynamic strategy worked as well as the static one. The authors concluded that without knowledge of the distribution of the attribute values, it would be difficult to make significant improvements. More recently, methods based on hashing have been investigated [16, 18]. Bloom filters were first introduced in [17] and have been used in distributed query processing [21, 22, 23, 24, 25] as well as other database operations [26, 27, 28] and file processing [29]. In [30, 31] Bloom filters are used to improve semijoins that are limited to just two sites. However, general queries are not addressed. The hash-semijoin [16] is based on Bloom filters and produces good results. However, as with any algorithm based on hashing, collisions happen that can make the strategy poorer than it should be. As a remedy, PERF joins were introduced in [18]. The PERF join works with the tuple scan order and thus collisions do not happen. In addition, PERF joins do ensure that relations being joined are reduced as much as possible before the final join. However, the overhead cost is very high. In [15] hash-semijoins and PERF joins are used together to reduce the overhead, while still getting the maximum reduction possible in the participating relations. In other work [1], fragmented distributed databases are examined and a solution is provided that allows a correct join to be performed. Other specialized algorithms include the composite semijoin [34] and the domain-specific semijoin [20].

The purpose of our work is to experimentally evaluate the 2-way semijoin [7]. Our contribution is to recommend when the 2-way semijoin should be used to reduce relations and to suggest when it may not be of any advantage to use it. We also comment on the propagation effects of reductions made by using two separate semijoins.
The rest of the paper is organized as follows: In section 2 we describe both the semijoin and the 2-way semijoin; in section 3 we describe our work, experiments and show some simplified hand-worked examples; section 4 presents our results and in section 5 we discuss our conclusions.

2. The 2-Way Semijoin

The 2-way semijoin [7] evolved from the semijoin. The authors make assumptions common to most papers in the area: It is assumed that attributed values are distributed uniformly and that attributes are independent of one another. This may not be realistic but simplifies the problem. A semijoin works as follows: We assume we have two relations R1 and R2, at different sites which must be joined and they have at least one common joining attribute, j. Rij is the projection of the relation Ri over the joining attribute j. To execute the semijoin we first form the projections d1j and d2j. The smallest projection, say d1j, is shipped to the site of R2 where a join is performed between the projection and the relation. This join eliminates tuples from R2 that would not take part in a join of the two relations. Thus, R2 is reduced. The amount of reduction depends on the number of common values in the joining attribute: The more in common, the greater the reduction. This is known as the selectivity of the reducing relation and we will define it formally later in the paper. To show how the semijoin works we use the following simple example: Given two relations R1 and R2 that are at different sites:

<table>
<thead>
<tr>
<th>R1</th>
<th>S#</th>
<th>Sname</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Ahmed</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Smith</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Chen</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Saha</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Jones</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R2</th>
<th>S#</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

We project R1 over S# and transmit the values to the site of R2 and perform a join there. Thus R2 will be reduced to R2', as shown in figure 2:

<table>
<thead>
<tr>
<th>R2'</th>
<th>S#</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2

In a 2-way semijoin [7], the first step is exactly as in a semijoin. The projection d1j is sent to the site of R2. Then the tuples in R2 are divided into two distinct groups: Those where the S# matches the S# from R1 (M) and those where the S# values do not match (NM). In this case M and NM are:

<table>
<thead>
<tr>
<th>M</th>
<th>NM</th>
</tr>
</thead>
<tbody>
<tr>
<td>S#</td>
<td>S#</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 3

Now, the smaller of M and NM is sent back to R1 to reduce it. In this example, M, would be sent back and R1' would be reduced to:

<table>
<thead>
<tr>
<th>R1'</th>
<th>S#</th>
<th>Sname</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Ahmed</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Saha</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Jones</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4

Both R1' and R2' are now sent to the query site for the final join.

In [7] the authors conclude that

1. The 2-way semijoin works better than a single semijoin.
2. Using a 2-way semijoin will greatly improve the reduction power of the reduced relations.

No actual method for incorporating the 2-way semijoin into an algorithm is given in [7]. It is suggested as future work. An algorithm is later proposed in [8] but it is quite
basic. The emphasis of the paper [8] is not so much about developing an algorithm but, rather, the stress is placed on making the algorithm efficient through the use of a pipeline n-way planner. The authors also propose, as future work, integrating 2-way semijoins into existing semijoin algorithms by either replacing all semijoins by either 2-way semijoins or a combination of semijoins and 2-way semijoins. We are not aware of any work done on this proposal.

It is clear, except in anomalous cases, that the 2-way semi-join will always outperform a single semi-join as it reduces two relations, not one. In this paper we investigate how the 2-way semi-join compares to two single semijoins. In our opinion, this appears to be a more informative comparison.

3. Our Work

Our objective is to experimentally compare the performance of the 2-way semi-join [7] with an algorithm where we simply perform two separate semijoins between two relations. In our semijoins we deliberately do not distinguish between matching (M) and non-matching (NM) tuples, so that we can investigate its effects and usefulness.

3.1 Definitions

For our algorithm to work, we need certain information [14]. For each relation we know \( |R_i| \), the number of tuples in the relation and \( S(R_i) \), the size of the relation in bytes. For each projection, \( d_{ij} \), we know the cardinality of \( d_{ij} \) \( |D(d_{ij})| \) and its size in bytes, \( S(d_{ij}) \). We know the cardinality of the domain for each \( d_{ij} \), denoted by \( |D(d_{ij})| \). That is, the number of values that may possibly occur as opposed to the actual values that appear in the projection.

We know the selectivity of each joining attribute. The selectivity is formally defined as [14]:

\[
\rho = \frac{|R_i|}{|D(d_{ij})|}
\]

The selectivity values range from 0 to 1. Informally, the selectivity of an attribute is referred to as its reduction power. That is, the amount of reduction depends on the selectivity of the reducing relation. Counter intuitively, the closer the value is to zero, the greater the selectivity of the projection and its reduction power on other relations.

With each semijoin (\( \times \)), there is an associated cost, benefit and profit [14]. The cost of a semijoin is defined as:

\[
C(d_{ij} \times d_{kj}) = C_0 + S(d_{ij}) \times C_1
\]

where \( C_0 \) is the start up cost associated with the transmission of data and \( C_1 \) is a constant cost related to data transmission. In our work, we assume that \( C_0 \) is zero and \( C_1 \) is one. This does not affect our findings as we applied the same assumption to our execution of the 2-way semijoin. This is also assumed in other papers.

The benefit of a semijoin is defined as:

\[
B(d_{ij} \times d_{kj}) = |R_i| - (|D(d_{ij})| \times \rho (d_{ij}))
\]

Profit is the difference between the cost and the benefit of the semijoin:

\[
P(d_{ij} \times d_{kj}) = B(d_{ij} \times d_{kj}) - C(d_{ij} \times d_{kj})
\]

We only execute profitable semijoins. That is, where \( P(d_{ij} \times d_{kj}) > 0 \).

3.2 Our Algorithm and Experiments

We performed our experiments using a simulator program. This program built and populated the relations for the execution of both the 2-way semi-join and the two separate semijoins. We worked with two different relations at a time for both methods. We had one designated joining attribute. In each relation we varied the number of attributes, from 3 to 7; the number of bytes in each attribute, from 30 to 500; the number of tuples in the relation, from 100 to 2000; the domain sizes, from 500 to 4000 and the selectivity. The selectivity was varied very precisely so that we covered, in sequence, most possible values. However, we decided to examine 3 specific bands of values. Namely, high, medium and low:

\[
0 \leq \rho \leq 0.33, \quad 0.34 \leq \rho \leq 0.66 \quad \text{and} \quad 0.67 \leq \rho \leq 1
\]

The relations were populated using the domains of the attributes in each relation. We used a random number generator to choose the values. One common attribute was chosen for joining the two relations. We assumed that the two relations were at different sites. Also, we assumed that the cost to transfer an attribute value from one site to another was its size in bytes. Thus, to transfer 5 bytes, the cost is 5 units. In keeping with [7] our goal was to minimize the amount of data transferred between the two sites of the relations. Our program ensured that each query was correct in the sense that, for example, the projection size and the selectivity were properly related and made sense. It executed both methods recording the cost, benefit and profit for each of 1000 random queries in each selectivity band. After the values were recorded we calculated the average cost, benefit, and profit. From this we got the results shown in Table 3.

There are three basic steps to our algorithm:

1. First, we generate and populate the two relations for the 2-way semijoin and our two separate semijoins.
2. We perform a 2-way semijoin [7] on the relations, recording the cost, benefit and profit.
3. We perform two separate semijoins, using the same relations, recording the cost, benefit and profit. However, as previously stated, we do not distinguish between matching and non-matching tuples.
Thus, for each query, we first performed a 2-way semijoin as outlined in [7] and then we performed two separate semijoins, using the same two relations in each case. We varied the sizes of the relation, attributes and number of attributes in each query. We recorded all data required for our analysis and results. In keeping with the 2-way semijoin [7], there were only two relations in each query and one common joining attribute.

3.3 Some worked examples

These are not actual cases from our experiments but are simplified examples to illustrate our methodology. The assumptions made about the relative sizes of M and NM are, however, based on what we saw in our experiments. In these examples $\chi(d_{ij}) = 1000$ for every attribute.

Example 1: High selectivity band

<table>
<thead>
<tr>
<th>R</th>
<th>S(R_i)</th>
<th>$d_{ij}$</th>
<th>$\rho$ $\chi(d_{ij})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>R_1</td>
<td>1000</td>
<td>200</td>
<td>0.2</td>
</tr>
<tr>
<td>R_2</td>
<td>2000</td>
<td>300</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 1

We first perform two separate semijoins. With $R_1 \times R_2$, the cost is 200, the size of the projection. $\chi(R_1) = 2000 \times 0.2 = 400$, so the benefit is 1600 and the profit is 1400. Next we perform the second semijoin using the reduced $R_2'$. For $R_2' \times R_1$, the cost is 300. The benefit is 1000 – 300 = 700. The profit is 400. The total profit for our method is 1600 + 400 = 2000.

Next we execute the 2-way semijoin. However, in this case we assume, given the high selectivity, that NM is much smaller than M so we set NM to 150, based on observations from our test cases. The first part of the 2-way semijoin is exactly the same as in our method. So, with $R_1 \times R_2$, the cost is 200, the benefit is 1600 and the profit is 1400. However, the backward semijoin is different because the NM set of values is sent back. Now the cost is 150. $\chi(R_1') = 1000 \times 0.3 = 300$, so the benefit is 700 and the profit is 550. The total profit for the 2-way semijoin method is 1400 + 550 = 1950.

We calculate the percentage improvement as follows: The difference in total profit is 1950 – 1800 = 150. Then our result is (150/1800) × 100, an 8.3% improvement by the 2-way semijoin over our method.

Example 2: Middle selectivity band

Again, we first perform two separate semijoins. For $R_1 \times R_2$, the cost is 500. $\chi(R_1') = 5000 \times 0.5 = 2500$. Therefore, the benefit is 2500 and the profit is 2000. Now we perform the next semijoin using the reduced $R_2'$. For $R_2' \times R_1$, the cost is 550. $\chi(R_1') = 2200$, the benefit is 1800 and the profit is 1250. In this example, the total profit for our method is 2000 + 1250 = 3250.

Next we execute the 2-way semijoin. However, in this case we assume, given the selectivity is almost right in the middle, that M is very slightly smaller than NM so we set M to 500. For $R_1 \times R_2$, the cost is 500, the benefit is 2500 and the profit is 2000. For the backward semijoin the cost is 500. $\chi(R_1') = 4000 \times 0.55 = 2200$, so the benefit is 1800 and the profit is 1300. The total profit for the 2-way semijoin method is 2000 + 1300 = 3300. The final calculation is (50/3300) × 100, a 1.5% improvement. In this example the improvement is very small. We conclude that this happened because there was very little difference in the selectivity values and they were almost right in the middle of the range. This may explain why we only get a 2.5% difference between two separate semijoins and the 2-way semijoin in this middle band in our experiments. Most selectivity values are close to the middle but at the boundaries the difference between M and NM is somewhat greater and will give a bigger difference in performance.

When the selectivity values get very low, for example 0.9, the semijoin most likely would not be profitable. We did not perform unprofitable semijoins but they did occur in our experiments when the selectivity values were very low. It is not clear what was done in [7] and [8].

4. Our Results

In all cases, on average, the 2-way semijoin outperformed the execution of two separate semijoins. The 2-way semijoin performed significantly better in the higher and lower selectivity bands.
The following table summarizes our results:

<table>
<thead>
<tr>
<th>Selectivity</th>
<th>High</th>
<th>Middle</th>
<th>Low</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-way average total profit</td>
<td>4995</td>
<td>6742</td>
<td>3263</td>
</tr>
<tr>
<td>2 semijoins average total profit</td>
<td>4437</td>
<td>6573</td>
<td>2979</td>
</tr>
<tr>
<td>Improvement</td>
<td>9.4%</td>
<td>2.5%</td>
<td>8.7%</td>
</tr>
</tbody>
</table>

Table 3

With high selectivity the difference in performance was 9.4%, with low selectivity the difference was 8.7%. In both cases this is a significant difference. We conclude that the disparity is so big because in the 2-way semijoin the smaller of M or NM is returned in the backward phase of the semijoin. This will always be much smaller than sending back the entire projection as we did in our two separate semijoins. Clearly, making the division between M and NM is very advantageous in this case. However, in the middle selectivity band the difference was only 2.5%. This can be explained by noting that in this case the difference between M and NM will be small and thus the amount of data returned by both methods will be very similar. However, the difference will be bigger at the boundaries of the band and hence the 2-way semijoin still performs better than our method. Our results make sense because when there is a large difference between M and NM is very advantageous in this case. However, in the middle selectivity band the difference was only 2.5%. This can be explained by noting that in this case the difference between M and NM will be small and thus the amount of data returned by both methods will be very similar. However, the difference will be bigger at the boundaries of the band and hence the 2-way semijoin still performs better than our method. Our results make sense because when there is a large difference between M (matching) and NM (non-matching) attribute values, as happens in the higher and lower selectivity bands, sending the smaller of N or MN will significantly reduce the amount of data sent in the backward phase of the 2-way semijoin. However, when there is not much difference between N and NM then the advantage of sorting the tuples is diminished. Thus, in these cases two separate semijoins will be approximately as profitable as the 2-way semijoin without the overhead of dividing the tuples into two different sets. Note that in our two separate semijoins, the set M is always returned to the reducing relation. This is common practice in algorithms employing semijoins.

As there is an overhead associated with the division of tuples into N and NM, albeit relatively small, we recommend the following: When the selectivity is in the higher or lower band, then use the 2-way semijoin. If the selectivity is in the middle band, then use two separate semijoins as there is slightly less overhead and the results produced are exactly the same.

5. Conclusion

In our work we conclude that the 2-way semijoin should be used when the selectivity of the reducing attribute is either high or low. If the selectivity is in the middle range then two separate semijoins will produce the same final result and will perform almost as well without the overhead of dividing the reduced attribute values into the M and NM sets. Therefore we recommend using two separate semijoins when the selectivity is in the middle band.

Whether we use a 2-way semijoin or 2 separate semijoins, the end result is the same: The reduced relations are identical. Thus we make the following conclusions, similar to those of [7]:

1. Assume we have two relations, R1 and R2 at different sites. If R1' is produced as the result of a previous semijoin on R1 then the propagation of its reduction power is increased. That is, if R1' is used to reduce another relation then the reduction produced is greater than if R1 was used. Hence,
   \[ P(R_1 \times R_2) < P(R_1' \times R_2) \]
   Using R1', that has already been reduced, will clearly reduce R2 further than using the unreduced R1. Conversely, we will have
   \[ P(R_1 \times R_2) > P(R_1' \times R_2) \]

2. Assume we have three relations R1, R2, and R3 at different sites. Again, R1' is produced by a previous semijoin. Now, if R1' is used in a strategy to reduce the other relations the reduction power is propagated and is greater. That is,
   \[ P(R_1' \times R_2 \times R_3) > P(R_1 \times R_2 \times R_3) \]
   In (R1 × R2 × R3) an unreduced R1 is used in the semijoin sequence, so there is no reduction benefit from a previous semijoin on R1. However, in (R1' × R2 × R3), R1 has been reduced so it has a larger reduction effect on R2 and, subsequently, an even greater reduction power on R3. As above, the converse is true.

3. Using an unreduced relation, say R3, to reduce R1' will be less profitable than using it to reduce the original R1. That is,
   \[ P(R_3 \times R_4') < P(R_3 \times R_1) \]
   In (R3 × R1) we are performing a simple semijoin on an unreduced R1. However, in (R3 × R1'), R1 has already been reduced so the reduction effect of R3 is less.

4. Performing two semijoins, by doing a forward and backward reduction, is always going to be more profitable than a single semijoin. That is,
   \[ P(R_1 \times R_2 \times R_3) > P(R_1 \times R_2) \]
   This is because (R1 × R2 × R1') reduces two relations while (R1 × R2) will only reduce one. This is similar to a stated premise and contribution of [7]. However, we considered this comparison to be inequitable. Hence, we performed what we considered to be a more informative comparison: Namely, evaluate the
2-way-semjoin with two separate semijoins to see what the effects would be.

Our work has some limitations:

1. We performed an experimental rather than analytical comparison of the two methods. We did this because no algorithm was suggested in [7] and the algorithm proposed in [8] was not considered suitable. However, we recognize that experiments can be flawed, especially if the data is skewed in some unintended way.

2. More thought should have been put into the design of our experiments. We recognize that there are some flaws. However, intuitively, our conclusions seem correct. In future work we would design a better experimental platform that examines a larger number of parameters and varies them in a more predictable way. This might lead to a more significant contribution to the research area. It would also validate our results in this work.

3. We did not perform a time and space complexity analysis of the cost of dividing the joining attribute values into M and NM. We didn’t do so since we concluded, from the results of our experiments, that the benefit far outweighs the overhead cost when the selectivity is high or low. We can make no definitive statement about the middle selectivity band but still believe, in this case, that the cost of the division is very close to that done in traditional semijoins and therefore should make very little difference.

4. We did not apply any statistical testing to our results. Future work would entail applying a standard test should as the TPC benchmark to give more validity to our results.

As a possible application, we are currently in the process of developing a semijoin based algorithm where we compare using a mixture of semijoins and 2-way semijoins with using semijoins entirely. In contrast to the conclusions made in [7], our initial results are not producing significantly different results. It is clear that we need to develop a better algorithm as 2-way semijoins are undoubtedly very beneficial.
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