General Machine Learning Classifiers and Data Fusion Schemes for Efficient Speaker Recognition
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Abstract: Data fusion methods can take advantage of the concepts of diversity and redundancy to improve system performance. Diversity can be used to improve system performance through the incorporation of different information. Similarly, redundancy can achieve the same goals through the re-use of data. These concepts have been thoroughly applied on pattern recognition problems. The basic idea is that if several classifiers can be constructed, whose errors are mutually uncorrelated, then performance advantages can be obtained through the propel classifiers fusion.

The contribution of this paper is to study the fusion of several machine learning classifiers and to analyze data fusion schemes for text independent speaker identification. Feature spaces are defined by combining the Mel-scale Filterbank Cepstrum Coefficients (MFCC) and delta coefficient. Each feature is modelled using the gaussian mixture model (GMM) that constructs a speakers’ models dictionary used later as inputs for classification. Then, four popular supervised machine learning classifiers are considered, namely the multilayer perceptrons classifier (MLP), the support vector machines classifier (SVM), the decision tree (DT) classifier and the radial basis function networks classifier (RBF). The scores (outputs) of classifiers are considered according to different scenario. Results showed that the best performance had been achieved by fusing the SVM, the MLP and the DT classifiers that reported a speaker identification rate equal to 94.15%.
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1. Introduction

Speaker recognition refers to the concept of recognizing a speaker by his/her voice. There are two main tasks within speaker recognition task: speaker verification and speaker identification [23].

The objective of speaker verification is to verify the claimed identity of that speaker based on the voice samples of that speaker alone. Speaker identification deals with a situation where the person has to be identified as being one among a set of speakers by using his/her voice samples. The speaker identification problem may be subdivided into closed set and open-set [4]. If the target speaker is assumed to be one of the registered speakers, the recognition task is a closed-set problem. If there is a possibility that the target speaker is none of the registered speakers, the task is called an open-set problem. In general, the open-set problem is much more challenging. In the closed-set task, the system makes a forced decision simply by choosing the best matching speaker from the speaker database. However, in the case of open-set identification, the system must have a predefined tolerance level so that the similarity degree between the unknown speaker and the best matching speaker is within this tolerance. Another distinguishing aspect of speaker recognition systems is that they can either be text-dependent or text-independent depending on the application. In the text-dependent case, the input sentence or phrase is fixed for each speaker, whereas in the text-independent case, there is no restriction on the sentence or phrase to be spoken.

As any speech recognition system, speaker recognition system consists on two stages: namely, feature extraction and classification (see figure 1). Feature extraction consists on obtaining the characteristic patterns of the signal of a speaker. It can be considered as a data reduction process that attempts to capture the essential characteristics of the speaker with a small data rate. The feature extractor converts the digital speech signal into a sequence of numerical descriptors, called feature vectors. Features provide a more stable, robust, and compact representation than the raw input signal. Classifier uses these features as inputs.

State of the art speaker recognition systems are based on a cepstral feature extraction follow by a GMM [24] or a hybrid GMM/SVM classifier [15], [17], [13]. Nowadays, in classification stage, a new approach consists in fusing different systems is increasingly used. This technique can be divided in tree main categories: systems based on feature’s diversity [8], [12], systems based on a classifier’s diversity [31] and systems based on data fusion diversity [10]. Indeed, searchers are looking for the best set of feature, the best set of classifier and/or the best set of data fusion schemes.

In this paper, our study deals with the two last categories. It consists, and after extracting the feature vectors, on using four popular supervised machine learning classifiers for text independent closed-set speaker identification. This includes the MLP, the SVM, the DT and the RBF classifiers. These classifiers are evaluated according to different scenarios. In addition, several data fusion schemes are considered namely the majority voting, the mean rule and the product rule.

Figure 1. General diagram of speaker recognition system
This paper is organized as follows. Section 2 provides a description of the feature extraction and presents the features that we consider in this study. Afterward, in section 3, we introduce the machine learning theory for speaker recognition. Then, in section 4, we present briefly the MLP, the SVM, the DT and the RBF classifiers. This is followed in section 5 by a description of methods adopted for fusing the scores of different classifiers. Finally the experiments we made and the obtained results are drawn in section 6.

2. Feature Extraction

Feature extraction is a fundamental speech recognition stage. For speaker recognition, we are interested in the features that correlate with the physiological and behavioural characteristics of the speaker. These characteristics exist both in the supra-segmental features (voice source characteristics) of speech and in the spectral envelope (vocal tract characteristics). Although, it’s impossible to separate these kinds of characteristics, signal measurements such as short term and long term spectra, and overall energy are easy to extract. These measurements provide the means for effectively discriminating among speakers [19].

2.1 Criteria for feature selection

Features are numerical measurement used in computations that try to discriminate between classes. The selection of features depends largely on the application. For speaker recognition, Rose suggests that the optimal features should have the following properties [37]: easy to measure, high inter-speaker variation, low intra-speaker variation, robust against disguise and mimicry, robust against distortion and noise and maximally independent of the other features. It is unlikely that a single feature would fulfill all these requirements. Fortunately, due to the complexity of speech signals, a vast number of complementary features can be combined to improve accuracy. In literature, a large number of features have been proposed for speaker recognition.

2.2 Spectral features

Feature extraction is usually computed by temporal methods like the Linear Predictive Coding (LPC) or frequent methods like the Mel Frequency Cepstral coefficient (MFCC) or both methods like Perceptual Linear Coding (PLP). A nice property of spectral methods is that logarithmic scales (either amplitude or frequency), which mimic the functional properties of human ear, improve recognition rates [2]. In [27] Vergin et al. suggest that MFCC has been widely accepted as a features inputs for a typical speaker recognition system because it is less vulnerable to noise perturbation, gives little session variability and is easy to extract than others.

In a speech signal, the various type of information can change rapidly through time. For this reason, the signal $f[n]$ is divided into frames as in (1):

$$f[n] = \{f[nW + k]: k = 0, \ldots, W - 1\}.$$  \hspace{1cm} (1)

Each consisting of W samples. W must be large enough to include sufficient information, but it must also be small enough to ensure that the assumption of stationarity is reasonable. Frames normally overlap with their starting points following each other by L samples (L<W), because the signal does in fact change during the length of one frame.

For MFCC feature extraction, each feature vector is extracted from a frame. The frame is passed through a Humming filter and converted to the frequency domain using the discrete Fourier transform (DFT) [35]. Mel-scale frequency is related to linear frequency by the followed formula:

$$Mel(f) = 1127 \ln\left(1 + \frac{f}{700}\right)$$ \hspace{1cm} (2)

The frequency range in Mel-scale is divided into a number of equal-sized bands. In linear frequency, triangle filters are positioned so that the width of each filter is equal to two bands in the Mel scale. Two successive filters also overlap each other by one of these Mel-scale bands. The value for energy in each band after filtering is called a Mel filter bank coefficient.

Cepstral analysis involves working with the spectrum of the signal. More specifically, the inverse Fourier transform is applied to the log-spectrum of the signal. Mel filter bank coefficients $m_i$ comes directly from the signal spectrum. They can be transformed into Mel-frequency cepstral coefficients (MFCCs) $c_i$, by using the discrete cosine transform:

$$c_i = \sum_{j=1}^{B} m_j \cos\left(\frac{\pi}{B} (j - 0.5)\right)$$ \hspace{1cm} (3)

$B$ is the number of Mel filter bank coefficients. The resulting MFCCs for each frame are grouped into a D-dimensional feature vector $x$.

2.3 Dynamic feature

While speaking, the articulators make gradual movements from a configuration to another one, and these movements are reflected in the spectrum. The rate of these spectral depends on the speaking style and speech context. Some of these dynamic spectral coefficients are clearly indicators of the speaker itself. According to Soong et al., delta features are the most widely used method for estimating feature dynamics [26]. Two kinds of delta features can be employed: first derivatives (delta) and second derivatives (delta-delta). These coefficients give an estimate of the time derivative of the features they are applied to.

The delta features coefficients are obtained by simply calculating the difference between two successive feature vectors. The resultant vector is appended to the second feature vector, making the procedure causal (i.e. only history is taken into account). The new feature vector then has double the dimension of the original.

3. Machine Learning

Machine learning is one of the hottest research areas. It has been widely adopted in real-world applications, including speech recognition, handwritten character recognition, image classification and bioinformatics.
3.1 Learning paradigms
In the literature, there are three main categories of machine learning classifiers, namely, those that are trained with supervised training classifiers, those that are trained with unsupervised training classifiers and those that are trained with hybrid training classifiers. In supervised classifiers category, the data provided to the model training classifiers contains class information via a label [16]. However, unsupervised classifiers category does not require any information regarding class membership for the training data. Whereas, in hybrid classifiers category, training classifier combines both supervised and unsupervised learning. Part of the solutions (network weights, architecture, or computer programs) is determined through supervised training classifiers, while the others are obtained through unsupervised training classifiers. In term of speaker recognition, unsupervised training classifier uses only data from a specific speaker to create a model. Whereas supervised training classifier assigns different labels to different speakers in a population. Examples of supervised training classifiers include multilayer perceptrons, support vector machines, decision trees and radial basis function networks. Supervised training classifiers have an advantage over unsupervised training classifiers in that they can better capture the differences between a particular speaker and other speakers in the population [10]. However, the amount of training data and hence, the computational effort in deriving a speaker model can be more than that for unsupervised training classifiers.

3.2 Classifiers structure for speaker recognition
The classifier consists of the speaker modelling, the pattern matching and the decision logic. Its operation constitutes two important steps (train and test). In the training step, feature vectors are used to obtain the M speaker models. For each speaker, a different model is obtained from his/her speech. In the testing step, feature vectors are first computed from an unknown speaker. For speaker identification, the feature vectors are compared with each of the M speaker models presented by the speakers’ model dictionary in order to have the scores file: Score(1) to Score(M). These scores are used to bring up a decision. In a closed set scenario, the best score, Score(i), identifies the unknown speaker as speaker i. This means that speaker model i most likely generated the feature vectors. In an open set scenario, Score(i) is further compared against a threshold to decide if there is an adequate match between the unknown speaker and the best model i. If the match is deemed to be adequate, the speaker is identified. Otherwise, it is decided that no speaker model represents the unknown speaker. For speaker verification, the unknown speaker claims a certain identity j. Only Score(j) is calculated and compared against a threshold to verify or reject the claimed identity.

4. Supervised Machine Learning Classifiers for Speaker Recognition
Currently, several supervised training classifiers have been investigated for speaker recognition. These include multilayer perceptrons [22], [14], support vector machines [25], [28], [15], [29], [21], [32], decision trees [11], [30] and radial basis function networks [7]. Such classifiers are able to generate a model that can distinguish one speaker among M classes of speakers. In fact, during training, the supervision is affected to a label that is associated to each feature vector. This label determines the class membership of that vector (speaker to which it belongs). This partitioning of training data is illustrated in figure 2.

4.1 Multilayer perceptron
The multilayer perceptron (MLP) is a popular form of neural network that has been considered for various speech recognition [34]. Perceptrons use the basic architecture illustrated in figure 3.

The network functions through combining the various features vectors with some set of weights. This sum is then used as input for a single neuron’s activation function. The output of the activation function is then taken to be the output of the network. Perceptrons with multiple outputs are composed of several independent perceptron networks each determining the value of a single output. The weights for MLPs are trained with the backpropagation algorithm such that they can associate a high output response with particular input patterns [38].

For speaker recognition, test vectors, from training data, should have a “one” response for that speaker’s MLP for a specific speaker, whereas from different speakers, test vectors should have a “zero” response [14]. For speaker identification, all test vectors are applied to each MLP and the outputs of each vector are accumulated. The speaker is identified as a corresponding to the MLP with the maximum accumulated output. For speaker verification and in order to be verified, all test vectors are applied to the model of the speaker. The output is accumulated and then normalized. If the normalized output exceeds a threshold, the speaker is verified, else rejected.
The ultimate goal of designing pattern recognition systems is to achieve the best possible classification performance for one task. This led, traditionally, to the development of different classification methods.

5. Data Fusion Schemes

The results of an experimental assessment of the different
classifiers would then be the basis for choosing one of the classifiers as a final solution to the problem. In [20], Kittler et al., suggested that in such studies, it had been observed that although one of the classifiers would yield the best performance, the sets of patterns misclassified by the different classifiers would not necessarily overlap. This suggested that various classifier designs potentially offered complementary information about the patterns to be classified which could be harnessed to improve the performance of the selected classifier. These observations motivated the relatively recent interest in classifiers fusion. Multiple expert fusion aims to make use of many different designs to improve the classification performance. Over the last few years a myriad of methods for fusing the outputs of multiple classifiers have been proposed [5]. Several fusion schemes have been devised and it has been experimentally demonstrated that some of them consistently outperform a single best classifier [20]. However, there is presently inadequate understanding: why some fusion schemes are better than others, in what circumstances and if the way of fusion influences on the results.

In [3] and [6], Kittler developed a common theoretical framework for fusing several classifiers which use different pattern representations. They presented a number of possible fusion schemes, namely product, sum, min, max, and majority vote rules, and compared their performance empirically using two different pattern recognition problems. Within the context of speaker recognition, data fusion comprises the fusion of scores from different classifiers trained for a speaker. These classifiers may be trained by considering different features data or different classifiers. It is desired that the errors of one classifier are corrected by the others and vice versa. Indeed, if all classifiers are in agreement upon an error (all classifiers make the same mistake), so no combination will rectify the error. However, as long as there is some degree of uncorrelation among the errors, performance can be improved with the proper combination [10].

6. Experiments and Results

The work presented here belongs to the category of combining the benefits based on classifiers’ diversity and data fusion schemes diversity for text independent closed-set speaker identification (see figure 6). Different scenarios are implemented as follows:

- In the first scenario, the MLP, the SVM, the DT and the RBF classifiers were firstly evaluated individually.
- In the second scenario, the outputs of the MLP, the SVM and the DT classifiers are fused in different ways and with several data fusion schemes.
- In the third scenario, and in order to study the effect of the RBF classifier on such fusions, the output of the RBF is fused with the outputs of the MLP, the SVM and the DT fusions in different ways and with several data fusion schemes.

6.1. Common experimental setup

As a common experimental setup, feature extraction is the fundamental step that deals with the discriminative features used by the next stage of classification. Feature space forms the input to the classifier that recognizes the pattern. Features are extracted from the DR1 dialect (New England region) of TIMIT corpus through MATLAB Toolbox. They are extracted from the speech signal every 10 ms using a 25 ms window. In [31], Zribi Boujelbene and al. evaluated different combined features by using the MFCC, delta, delta-delta and energy coefficients and suggested that the combination of MFCC and delta yield significantly better than all other combination of latest coefficient for speaker identification task. Thus, we used for this study the combined MFCC and delta features. So, each feature vector contains 24 coefficients characterized by the middle frame of every utterance followed by the label.

As the second common experimental setup, the modelling step is assured by the gaussian mixture model and estimated through the EM algorithm (Expectation Maximization) that maximize the Likelihood criterion (ML). The aim of ML estimation is to find the model parameters, which maximizes the likelihood of the GMM given the training data. So, each speaker is modelled and referred by his/her model. Accordingly, we have a dictionary of speakers’ models that constructs the inputs for different machine learning classifiers.
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**Figure 6.** The main structure of different scenarios of fusions for efficient speaker recognition

6.2. Validation approach

One important aspect of recognition performance is the
generalization error. The generalization performance of a learning classifier relates to its prediction capability on the independent test data. In [12, [33] Zribi Boujelbene and al., found that the cross validation approach using ten-fold is the most powerful approach for estimating the error of generalization for speech recognition.

All experiments were carried out using a ten-fold cross validation approach. In fact, data were randomly partitioned into ten equally sized where 90% were used for training and the remaining 10% were used for testing. This technique was repeated for ten times, each time with a different test data. Training and testing data were normalized, as data normalization is required for some kernels due to restricted domain, and may be advantageous for unrestricted kernels.

6.3. Results and discussion

In the first scenario, table I shows the performance of the individual classifiers.

In the second scenario, we focus on studying the performance of fusing the MLP, the SVM and the DT classifiers in different ways of fusion and different data fusion schemes. In table II, we are limited to present six ways of fusions namely Fusion1, Fusion2, Fusion3, Fusion4, Fusion5 and Fusion6.

In the third scenario, we focus on evaluating the effect of fusing the output of the RBF classifier with the outputs of the SVM, the DT and the MLP fusions. In table III, we are limited to study only two ways of fusions namely Fusion7 and Fusion8 characterised by the fusion of the output of the RBF classifier with Fusion3 and Fusion4.

Table I shows that the identification rate accuracy is varied between 12.76% and 93.88%. As the experimental results suggest, the RBF classifier presents the highest accuracy when compared to all other classifiers. Results show also that the MLP classifier performs slightly worse than the SVM classifier. We note that the RBF classifier performs well in higher dimensional spaces and it has the advantage over other classifiers, such DT, MLP and SVM.

Table II shows that the identification rate accuracy is varied between 90.42% and 94.15%. It shows also that fusions of the MLP, the SVM and the DT classifiers yield significantly better than the individual classifiers. This can be improved by adjusting the classifier weights on a speaker by speaker basis as opposed to using the same weights across all speakers. We note that the fusions way beginning by the SVM classifier (Fusion3 and Fusion4) have the same behavior whatever the data fusion schemes. That can be explained by the fact that SVM perform well in higher dimensional spaces. Moreover, SVM has the advantage over MLP and DT, that their training always reaches a global minimum.

It can be seen also, from table II, that the product rule outperformed others fusion schemes, what is a theoretical assumption apparently stronger than others rule. In fact, the identification rate accuracy is equal to 94.15% whatever the way of fusion. We conclude that the product rule is the most resilient to estimate the identification rate, which almost certainly explains its superior performance.

Table III shows that the identification rate accuracy is varied between 93.62% and 94.15%. It shows also that the majority voting scheme outperformed others fusion schemes. It can be seen, from table III, that the fusions classifiers have the same behaviour whatever the way of fusion. By using the RBF classifier, we waited for improving the fusions of the SVM, the DT and the MLP classifiers, but the experimental studies show that this scenario couldn’t influence on our results.

7. Conclusion

In this paper, we focus on combining the benefits based on classifiers’ diversity and data fusion schemes diversity for text independent closed-set speaker identification. In fact, our motivation consists on evaluating the fusion of the multilayer perceptrons, the support vector machines, the decision trees and the radial basis function networks classifiers and analysing the use of the majority voting, the mean rule and the product rule fusion schemes.

Table 2. Identification rate accuracy using the fusion of the MLP, SVM and DT classifiers

<table>
<thead>
<tr>
<th>Fusions classifiers</th>
<th>Data fusion schemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label</td>
<td>Way</td>
</tr>
<tr>
<td>Fusion1</td>
<td>MLP - SVM - DT</td>
</tr>
<tr>
<td>Fusion2</td>
<td>MLP - DT - SVM</td>
</tr>
<tr>
<td>Fusion3</td>
<td>SVM - MLP - DT</td>
</tr>
<tr>
<td>Fusion4</td>
<td>SVM - DT - MLP</td>
</tr>
<tr>
<td>Fusion5</td>
<td>DT - MLP - SVM</td>
</tr>
<tr>
<td>Fusion6</td>
<td>DT - SVM - MLP</td>
</tr>
</tbody>
</table>

Table 3. Identification rate accuracy using the fusion of the MLP, SVM, DT and RBF classifiers

<table>
<thead>
<tr>
<th>Fusions classifiers</th>
<th>Data fusion schemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label</td>
<td>Way</td>
</tr>
<tr>
<td>Fusion7</td>
<td>RBF - SVM - DT - MLP</td>
</tr>
<tr>
<td>Fusion8</td>
<td>SVM - DT - MLP - RBF</td>
</tr>
</tbody>
</table>

For this, feature spaces are defined by combining the Mel-
scale Filterbank Cepstrum Coefficients (MFCC) and delta coefficient. Each feature is modelled using the gaussian mixture model that constructs a speakers’ models dictionary presenting inputs for classification. Afterward, three scenarios were proposed. The classifiers are firstly used individually. Then a comparative study based on different ways of fusing the MLP, the SVM and the DT classifiers is provided. After that, the RBF classifier is added to the set of fused classifier in order to improve our results. A comparison study is also done between data fusion schemes according to different scenarios. Experiments show that fusions of the MLP, the SVM and the DT classifiers yield significantly better than the individual classifier. They show also that the best performance is that obtained by Fusion3 and Fusion4 ways characterised by them stability for all data fusion schemes. They show also that the introduction of the RBF classifier in our fusions do not improve our results.

As a previous research works, we will try to combine multiple modalities such as face, voice, and fingerprint.
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