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Lab 1 Hadoop Administration

IBM’s InfoSphere BigInsights 2.0 Enterprise Edition enables firms to store, process, and analyze large 
volumes of various types of data using a wide array of machines working together as a cluster.  In this 
exercise, you’ll learn some essential Hadoop administration tasks from expanding a cluster to ingesting 
large amounts of data into the Hadoop Distributed File System (HDFS).

After completing this hands-on lab, you’ll be able to:

• Manage a cluster running BigInsights to add or remove nodes as necessary

• Cover essential hadoop administration tasks such as expanding disk space and how to start and 
stop services

Allow 60 minutes to 90 minutes to complete this lab.

This version of the lab was designed using the InfoSphere BigInsights 2.1 Quick Start Edition. 
Throughout this lab you will be using the following account login information:

Username Password

VM image setup screen root password

Linux biadmin biadmin

For this lab all Hadoop components should be up and running. If all components are running you may 
move on to Section 2 of this lab. Otherwise please refer to Hadoop Basics Unit 1: Exploring Hadoop 
Distributed File System Section 1.1 to get started. (All Hadoop components should be started)
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1.1 Managing a Hadoop Cluster

In this section you will learn how to:

• Add and remove nodes through Web Console, and Terminal

• Check the health of the cluster and individual nodes within that cluster

• Perform checks on the disk and storage of the HDFS

Typical Hadoop clusters rely on being able to use multiple cheap computers/devices as nodes working 
together as a Hadoop cluster. Because of this, and the way in which hardware and hard disk drives 
operate from a mechanical point, the hardware is bound to fail over the years – which hadoop handles 
efficiently by replicating the data across the various nodes (3-node replication by default).

1.1.1 Adding/Removing a node from the cluster

One of the key parts of managing a Hadoop cluster is being able to scale the cluster with ease, adding 
and removing nodes as needed. Adding a node can be done through a range of methods, of which we 
will cover adding from a Web Console, and from a terminal. Each of these methods can achieve the 
same results.

Before proceeding with adding a node, you should first verify that you can access the node you are trying 
to add. This can be done by simply “sshing” the given node(s) as follows. 

__1. Open a terminal window by clicking BigInsights Shell icon, then on the Terminal icon.

__2. You will need to switch users to root. Type the following:

su root
When prompted for the password enter:

password
You should now be the root user
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__3. Type ssh followed by the IP address that you wish to use as your node. For example, the first 
node added in this case has an IP address of 192.168.44.15:

ssh 192.168.44.158
When doing ssh on a new IP you will get an authenticity message:

The authenticity of host '192.168.44.158 (192.168.44.158)' can't be established.
RSA key fingerprint is 29:2f:72:9f:f4:97:16:89:cf:d9:cc:09:d3:16:d9:bf.

Are you sure you want to continue connecting (yes/no)?

Go ahead and type yes, you will then get a warning:

Warning: Permanently added '192.168.44.158' (RSA) to the list of known hosts.

Enter the password for the VM/node that you are adding and you should have access.

If you are successful in the above steps then your terminal should look similar to the image below:

__4. Exit the ssh connection then open a new terminal.

exit

1.1.2 Setting up Master/Slave nodes

Now that we know that the node we want to add is reachable via ssh we need to configure some files on 
the master and slave nodes. The master node is the node from which you will do the adding, the slave 
node is the node being added to the cluster. In this case multiple Quick Start Editions will be used for 
Master and Slave nodes. This method should also work for non-Quick Start Editions.

__1. On your Master node open a new terminal. Execute the following:

sudo vi /etc/hosts
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__2. Press i and move the cursor using the arrow keys to the end of line, press <Enter> and type the 
IP address of your node VM and give it a name of node1.

__3. Press the <Esc> key then press <Shift+;> then type “x!” and hit <Enter>. This will save the 
changes made to the /etc/hosts file. You should now be at the terminal.

__4. Verify that the changes were indeed saved, execute the following:

cat /etc/hosts

NOTE:  The following step will UNINSTALL your BigInsigths distribution 
on your Slave node. This step is done on a Quick Start Edition which you 
can download multiple times. 

__5. On your slave node open a terminal and execute the following:

/opt/ibm/biginsights/bin/uninstall.sh
When prompted to stop all BigInsights processes type yes and hit <Enter>

When warned about erasing all data type yes and hit <Enter>
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__6. BigInsights will now uninstall from the VM. This may take a few minutes.

__7. Now in your Slave node repeat steps __1-- __4 but instead of adding the Slave node IP address 
you add the Master node IP address and change the name from bivm to node1. Your changes in 
the /etc/hosts file on the Slave node should look like the image below. Notice that it looks exactly 
like the Master node file.

__8. Exit the Terminal on your Slave node

exit
You must always keep the /etc/hosts file updated when adding and removing nodes on all nodes (Master 
and Slave nodes)

1.1.3 Adding a node from Web Console

One of the great features of IBM’s Infosphere BigInsights, is the web console. The web console provides 
an interface to not only the data in HDFS, but also a user-friendly way for performing the tasks 
associated with simple and advanced hadoop scripts as well as extensive visualizations. 

All of the following steps will be done on your Master node.

__1. Launch the Web Console by clicking on the BigInsights WebConsole icon
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__2. For the Quick Start Edition, you will not require to log into the Web Console. You should now be 
at the Welcome Page

__3. Click on the Cluster Status tab.

__4. Click on Nodes then click the Add nodes button

__5. Enter the IP address of the first node. This node must be online and reachable.
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__6. After you enter the IP address and password click on the add button (Left) you will now have a 
new IP address in the New Nodes section (Right). Now click save. The root password is 
‘password’

An add node progress bar will appear. Be patient as this may take some time.

You have now successfully added 1 Slave node to your cluster. The method which we 
just used is one of the simplest manners to expand your cluster, however we will cover 
another very useful method below. You can quickly see which nodes are running by 
navigating back to the Cluster Status tab in your BigInsights console.
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1.1.4 Adding a node from the Terminal

You may also choose to add a node from the terminal. This can prove useful for a variety of different 
scenarios, such as real-time error logs if a node is not able to add successfully. Additionally, if you are 
not running the ‘Console’ service within BigInsights, or are using a remote connect program such as 
Putty to ssh into your cluster– this proves very useful. REMEMBER to update the /etc/host file for the 
Master node and new Slave node before trying to add a new node.

__1. Open a new terminal.

__2. Execute the following:

addnode.sh hadoop <IP_Addr OR Hostname>,password
IP_Addr is the IP address of the new node you want to add, and Hostname is the name you 
have the node in your /etc/hosts file. If you are using another Quick Start Edition then the 
password will just be ‘password’.

Adding a node through the terminal will take some time. After the node has been added you will 
get a message at the end:

You have now successfully added a second node. You now have 2 Slave nodes.

If you’re machine is capable of running 4 VMs then go ahead and add a third Slave node through 
any method of your choosing.

1.1.5 Removing a node

Removing a node is as simple as adding a node, as the steps are very similar. We will show how to 
remove a node through the terminal in a quick manner. If a node has more than one service running, 
such as hadoop and flume, the specific service to be removed may be specified in the script – or if no 
service is specified the node is removed completely. REMEMBER to update the /etc/hosts file before 
removing.

__1. Open a terminal.

__2. You can remove a node by executing the following script:

removenode.sh --f <IP_Addr OR Hostname>
Where IP_Addr is the IP address of the Slave node you want to remove and Hostname is the 
host name of the Slave node you wish to remove.
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__3. When prompted type ‘yes’ and hit <Enter>. This node will now be removed.

__4. To verify that the node is now removed you can run the listnode.sh script.

listnode.sh

1.1.6 Health of a Cluster

Servers, machines, and disk drives are all prone to a physical failure over time. When running a large 
cluster with dozens of nodes, it is crucial to over time maintain a constant health check of hardware and 
take appropriate actions when necessary. BigInsights 2.1 allows for a quick and simple way to perform 
these types of health checks on a cluster.

1.1.7 Visual Health Check

You can visually check the status of your cluster by following these simple steps:

__1. Open a Web Console window by clicking the BigInsights WebConsole icon.

__2. You should now be in the Welcome page. Click on the Cluster Status tab.
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From here you can check the status of your nodes

You can also check the status of each component.
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1.1.8 DFS Disk Check

There are various ways to monitoring the DFS Disk, and this should be done occasionally to avoid space 
issues which can arise if there is low disk storage remaining. One such issue can occur if the “hadoop 
healthcheck” or heartbeat as it is also referred to sees that a node has gone offline. If a node is offline for 
a certain period of time, the data that the offline node was storing will be replicated to other nodes (since 
there is a 3node replication, the data is still available on the other 2 nodes). If there is limited disk space, 
this can quickly cause an issue. 

__1. From a terminal window you can quickly access the dfs report by entering the following 
command:

hadoop dfsadmin –report

1.2 Hadoop Administration

After completing this section, you’ll be able to:

● Start and stop individual services to best optimize the cluster performance 

● Change default parameters within Hadoop such as the HDFS Block Size

● Manage service-specific slave nodes
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1.2.1 Administering Specific Services

A single node can have a wide variety of services running at any given time, as seen in the screenshot 
below. Depending on your system and needs, it may not always be necessary to have all of the services 
running, as the more services running the more resources and computing power is being consumed by 
them.

Stopping specific services can be done easily through the terminal, as well as through the web console. 
For the purpose of this lab, we will stop the 2 services, hadoop and console which should have been 
previously started.

__1. Open a terminal window.

__2. Stop the hadoop and console services by entering the following:

stop.sh hadoop console 

The output should look similar to the image above.
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1.2.2 Configuring Hadoop Default Settings

There are certain attributes from Apache Hadoop which are imported, and some have been changed to 
improve performance. One such attribute is the default block size used for storing large files. 

Consider the following short example. You have a 1GB file, on a 3-node replication cluster. With a block-
size of 128MB, this file will be split into 24 blocks (8 blocks, each replicated 3 times), and then stored on 
the hadoop cluster accordingly by the master node. Increasing and decreasing the block size can have 
very specific use-case implications, however for the sake of this lab we will not cover those Hadoop 
specific questions, but rather how to change these default values.

1.2.3 Increasing Storage Block Size

Hadoop uses a standard block storage system to store the data across its data nodes. Since block size 
is slightly more of an advanced topic, we will not cover the specifics as to what and why the data is 
stored as blocks throughout the cluster.

The default block size value for IBM BigInsights 2.1 is currently set at 128MB (as opposed to the Hadoop 
default of 64MB as you will see in the steps below). If your specific use-case requires you to change this, 
it can be easily modified through Hadoop configuration files. 

__1. When making any Hadoop core changes, it is good practice (and a requirement for most) 
to stop the services you are changing before making any necessary changes. For the 
block size, you must stop the “Hadoop” and “Console” services before proceeding if you 
have not done so in the previous steps, and re-start them after you have made the 
changes.

__2. Move to the directory where Hadoop configuration files are stored

cd $BIGINSIGHTS_HOME/hadoop-conf
ls

__3. Within this directory, you will see a file named “hdfs-site.xml”, one of the site-specific 
configuration files, which is on every host in your cluster.

gedit hdfs-site.xml&
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__4. Navigate to the property called dfs.block.size, and you will see the value is set to 128MB, 
the default block size for BigInsights. For the purpose of this lab, we will not change the 
value.

1.2.4 Limit Data nodes disk usage

__1. Navigate to the property named dfs.datanode.du.reserved. This value represents 
reserved space in bytes per volume. HDFS will always leave this much space free for 
non-dfs use.

NOTE:  This configuration file is site-specific which means it 
only is affective for a node this file belongs to. Read-only 
default configuration is stored at 
$BIGINSIGHTS_HOME/IHC/src/hdfs/hdfs-default.xml 
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1.2.5 Configuring the replication factor

__1. Navigate to the property named dfs.replication. If it is not specified in this file, then default 
replication valus is used which is specfied in hdfs-default.xml.

__2. hdfs-default.xml is stored at $BIGINSIGHTS_HOME/IHC/src/hdfs

__3. Current default replication factor value is 3. You can overwrite the default value by adding 
the following lines to this file (hdfs-site.xml). The value will be the number of your choice.

__4. For the purpose of this lab, we will not save this configuration change. This part of the lab 
is just to let you browse how to change some of the configuration values when you need 
it later on.

1.3 Importing Large Amounts of Data

After completing this section, you’ll be able to:

● Easily copy entire directories from a live HDFS to a Linux file system

● Load entire directories from any file system onto the cluster (HDFS)

1.3.1 Moving Data to and from HDFS

If you have followed some of the other IMAZ BigInsights Labs, you will have come across loading a 
single file onto the Hadoop Distributed File System at various points using the console tool. One key 
point worth noting about that approach is that while it works excellently for a small number of files, when 
loading entire directories with dozens of files it can be rather tedious. 

The Hadoop shell provides a great alternative to this previous approach for loading files and can be 
accessed in a wide number of ways such as through a terminal, through a jaql command, through java 
code, from the BigInsights console, and many others. For this section, we will cover loading data through 
the linux terminal and through the BigInsights console, and compare the differences and limitations of 
each approach.

To do this, we will follow a simple use case of copying an entire directory from the cluster to the local file 
system and back to the cluster via different methods at each step.
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1.3.2 Hadoop commands through terminal

Now that we have implemented the program, we can run the program. The tooling provides the 
capabilities to run the Java map-reduce program locally, or it can be run remotely on the cluster. First we 
will run the program locally.

__1. Open a terminal window.

__2. First, we will copy an entire directory from the cluster onto our local file system. This can be done 
in one step by invoking the hadoop fs from the terminal as follows:
hadoop fs –copyToLocal /user/biadmin/sampleData/ 
/home/biadmin/localCopy/

This will copy all the files and directories recursively within sampleData to a local directory. 
Common linux regular expressions may also be used in the naming, such as *. 

__3. Navigate to the folder you just created to very that the files were moved successfully. You 
may leave the terminal window open as it will be used again.

Can I enter a different URL to reach an external cluster?
The file system ‘hadoop fs’ commands can be run against any 
cluster (not just one local to your machine), granted you have 
firewall/network access to that given hadoop file system. It is 
also possible to communicate directly from a hadoop filesystem 
to another if they are running the same compatible version of 
hadoop. 
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1.3.3 Hadoop commands through WebConsole

An alternate way to invoke hadoop commands is through the BigInsights WebConsole.

NOTE:  Since you are invoking these commands from the 
cluster side, any commands which refer to “local” will cause 
an error as local does not apply since this can be run from a 
cluster of machines and the concept of ‘local’ no longer 
applies. 

__4. Open a Web Console window by clicking on the BigInsights WebConsole icon.

__5. Click on the Files tab, then select the Hadoop Shell icon.

__6. Enter the following command to completely remove the directory from the cluster which you 
created a local backup in section 4.1.1. then click Submit

hadoop fs –rmr /user/biadmin/sampleData/

Your hadoop shell should now look like the image below.
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__7. Verify by navigating to the /user/biadmin/ directory from the files tab. You should no longer see 
the sampleData directory or any of its contents. Return to the terminal window.

__8. You can now load the backup files onto the cluster with a simple command:
hadoop fs –copyFromLocal /home/biadmin/localCopy/* 
/user/biadmin/sampleData/

You may come across an error that says specified destination does not exist

__9. If this error occurs then you must create the directory sampleData under /user/biadmin. 
Enter the following:
hadoop fs -mkdir /user/biadmin/sampleData

__10. Now you may enter the command:
hadoop fs -copyFromLocal /home/biadmin/localCopy/* 
/user/biadmin/sampleData/
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__11. Verify the files have been moved by issuing an ls command:

hadoop fs -ls /user/biadmin/sampleData
All the files should be there.

1.4 Summary

Congratulations! You have now experience some common tasks of hadoop administrations.
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