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ABSTRACT 

The widespread prevalence of Web browsing may lead to Internet 

Addiction Disorder (IAD), which impacts negatively on Web 

users’ general health. Young people who are very active online 

are prone to suffer from IAD. It negatively affects their academic 

performance and social lives. The earlier the detection, the better 

the treatment. Therefore, this pilot study aimed to predict IAD 

among the youth to encourage early treatment. 

The sample included 30 undergraduate students at Universitas 

Indonesia (UI). Their Web browsing histories for five weeks were 

recorded from their laptops and analyzed using the support vector 

machine (SVM) with radial basis function (RBF) kernel as a 

machine learning method for prediction. The results were 

subsequently compared using ensemble learning, such as random 

forest (RF) and gradient boosting (GB). It was then matched with 

respondents’ responses to an Internet Addiction Test (IAT) 

questionnaire, which measures IAD levels. Respondents’ general 

health data were collected with the 12-item General Health 

Questionnaire (GHQ-12). Features from Web browsing histories 

were extracted to classify activities in five types. These are 

information retrieval (IR), instant messaging (IM), social 

networking services (SNS), leisure, and online shopping (OS). 

The extracted features became input to classify participants’ IAD. 

The results were compared with their IAD results from the IAT 

questionnaire. Machine learning was also employed to classify the 

input into respondents’ general health (GH) status, which was 

matched with their responses to the GHQ-12 questionnaire. 

The findings revealed that the prediction accuracies were 66.67% 

for the IAD status and 65.17% for the GH status employing SVM. 

The precisions for predicting IAD and GH were 63.33% and 

44.33%, according to RF. Moreover, the accuracies were 63.33% 

and 67.17%, according to GB. Results indicated that RF decreased 

prediction accuracies, but GB was slightly different from SVM.  

For each classifier, IAD status was predicted more accurately than 

GH status. An alternative to improve the outcomes is gaining data 

from the Internet firewall instead of the Web browsing history 

from users’ laptops. It can provide richer and more realistic 

records of Web access, which are collected from any devices 

connected to the university’s computer networks. However, it 

requires consent from the participants and authority managing the 

infrastructure. If each class has a balanced example, we plan to 

add more features and employ other types of ensemble learning 

for higher accuracy. Furthermore, performing a multiclass 

prediction can demonstrate specific IAD severity levels and the 

class of mental health status, i.e., anxiety and depression. 
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• Information Systems➝Data Mining • Applied 

computing➝Psychology. 
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1. INTRODUCTION 
In 2017, the number of Internet service users in Indonesia reached 

143.26 million from a total population of 262 million [23]. It has 

increased every year since 1998, with more than 10 million people 

since 2014. Most of them (49.52%) were 19 to 34 years old. In 

2018, 19.6% of Indonesia citizens accessed the Internet more than 

8 hours per day [25]. Internet Addiction Disorder (IAD) is defined 

as Internet use beyond usual frequencies [7]. The addiction 

criteria indicate that users access the Internet 38 hours per week or 

5 to 6 hours per day. This criterion means that Internet users in 

Indonesia fulfill the criteria for Internet addiction.  

Based on the fifth edition of the Diagnostic and Statistical Manual 

of Mental Disorder (DSM-5), IAD has been considered by the 

American Psychiatric Association as a clinical diagnosis [19]. 

IAD is highly associated with mental disorders, such as 

depression [13], anxiety, attention-deficit/hyperactivity disorder 

(ADHD), aggression, and obsessive-compulsive symptoms [24]. 

As the severity of Internet usage rises, the risk of mental disorders 

such as depression and stress also increases significantly [20]. The 

prevalence of this issue has raised numerous concerns in various 

countries that have over 5% of Internet users suffering from 
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addiction. Such countries include the US [6], China [12], and 

Taiwan [11]. Moreover, the prevalence is higher in younger 

people and Asian respondents. This means that IAD could also 

become a serious problem in Indonesia because more than 50% of 

Indonesians access the Internet daily [23]. 

Previous research has demonstrated that Web behavior could 

represent information overload. It can be analyzed to predict 

mental health with an accuracy of 72.9% to 83.1% [15]. Zhu used 

the Internet Usage Behavior Checklist (IUBCL) to measure 

Internet use behavior and the Psychological Health Inventory 

(PHI) questionnaire to measure mental health status. Web 

browsing history could be an alternative to IUBCL or other 

related questionnaires because it records every Website, which 

has been accessed within a certain period. It can be an instant and 

direct reflection of someone’s Web behavior. Furthermore, Web 

behavior records strongly relate to personalities and other 

psychological traits [16]. One previous study suggested that 

analyzing Web browsing history could help predict mental health 

status with an accuracy range of 77.78% to 100% [18]. 

This study used Web history data to predict not only mental health 

status but also IAD. It focused on undergraduate students, who 

represent the largest age group of Internet users in Indonesia. The 

aim is to present the analysis of Web browsing history using 

machine learning to predict IAD and mental health status. 

2. LITERATURE REVIEW 
Many researchers and clinicians have noted that several mental 

disorders occurred at the same time with IAD. It is demonstrated 

by previous studies, which predicted IAD severity and mental 

health status. 

2.1 IAD and Mental Health Prediction 
One study generated Web usage behavior features and 

demonstrated that these features could identify mental health 

status [15]. The respondents included 571 first grade graduate 

students from the Graduate University of Chinese Academy of 

Sciences majoring in science and technology, with 73.4% of them 

being male. The instrument used was the Internet IUBCL to 

measure  Internet use behavior, and the PHI questionnaire [1] to 

measure mental health status with added validity scales (lie and 

fake). The researchers suggest logs of Web access, such as IP 

address, domain, visiting time, URL, requesting status, visited 

pages, as a better option to gather data on Internet usage. Similar 

data classification has also been conducted using decision trees, 

with accuracy above 60% [17], in which the measurement tools 

were PHI and self-designed questionnaire that consisted of 19 

questions. 

Instead of using questionnaires to obtain Web behavior data, a 

browser application named WebMind collected logs of Web 

access. It was integrated with a support vector machine (SVM) to 

predict mental health status and a recommender system to 

generate suggestions for adjusting mental disorders [18]. This 

study involved 47 graduate students as respondents. The 

measurement used was the Symptom Checklist (SCL-90) [14]. 

The preprocessing of the logs included 53 features, such as the 

number of accessed URLs, time of access, duration of accessing 

social networks, search engine. The SVM classification accuracy 

for each of the nine mental health status was above 77% and still 

had room for improvement. 

Previous research results have demonstrated that depression 

scores were significantly correlated with Internet addiction test 

scores [8]. Thus, higher levels of Internet use are related to higher 

levels of depression. One study was performed in college 

respondents to analyze the relationship between Internet behavior 

in young adults and mental health issues [20]. A statistical 

analysis (α = 0.05) discovered that lower GPA, less physical 

activity, and higher depression and stress scores were associated 

with a high frequency of Internet use. These results encouraged us 

to conduct this study for young adults. 

Research meant to identify IAD has been expanded with the 

application of machine learning. Prediction of problematic 

Internet use (PIU) has been performed using recognized forms of 

impulsive and compulsive traits and symptomatology [22]. The 

respondents of this study were 18 years and older, resided in 

Chicago (USA) and Stellenbosch (South Africa). The prediction 

employed logistic regression, RF, and naive Bayes. Logistic 

regression and naive Bayes gained Receiver Operating 

Characteristic-Area Under the Curve (ROC-AUC) of 0.83 

(Standard Deviation 0.03), and RF gained ROC-AUC of 0.84 (SD 

0.03). This study was limited to three machine learning methods. 

A further study exploring other types of machine learning should 

be conducted. 

Previous studies have suggested that machine learning could assist 

in predicting IAD. Various methods have been tried, except for 

GB. Therefore, it was performed in this study. The results were 

compared with SVM and RF with preprocessing before the 

training and with several tunings. 

2.2 IAD Assessment 
A wide variety of assessment tools have been used in the 

evaluation. It includes Young’s Internet Addiction Test [3], the 

Problematic Internet Use Questionnaire (PIUQ) [9], and the 

Compulsive Internet Use Scale (CIUS) [10]. The most commonly 

used assessment tools are IAT, Young’s Internet Addiction 

Diagnostic Questionnaire (IADQ), Chen’s Internet addiction scale 

(CIAS), and the Internet addiction scale (IAS) [24]. 

The IAT consists of 20 questions that measure the level of 

compulsive use, loss of control, negative consequences, and 

neglecting everyday life [3]. The IAT score based on a Likert 

scale from 1 ("not at all") to 5 ("always") is valid and reliable, 

with satisfactory internal consistency (Cronbach’s alpha of 0.84). 

The following scoring method spans between 40-69 as "addicted" 

and higher than 69 as "possibly addicted." 

From the various assessment tools, IAT was chosen to measure 

addiction levels. Discussions were held with psychologists from 

the Faculty of Psychology. Some modifications were made to 

ensure that the respondents similarly perceived the questions. 

Additionally, GHQ was also employed to detect any depression or 

anxiety symptoms. GHQ-12 has been used as a good benchmark 

for detecting possible psychiatric disorders [2].  

2.3 Machine Learning 

2.3.1 Support Vector Machine (SVM) 
It aims to find the optimal hyperplane that maximizes the distance 

(margin) between two classes of the training data [21]. The 

hyperplane splits the data into two regions as class representation. 

Hence, new data can be classified in their respective regions. 

When the data cannot be separated linearly, a kernel can be used 

to build an optimal hyperplane for accurate classification. 
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2.3.2 Random Forest (RF) 
It is an ensemble technique that can perform bagging with random 

feature selection in decision tree models [5]. An ensemble of trees 

is generated like a forest, and the class is decided by vote. 

2.3.3 Gradient Boosting (GB) 
Boosting is also an ensemble technique to train base classifiers on 

different sets of data [21]. The next training set depends on the 

error rate of the previous training, which is difficult to classify by 

the previous training set. It has a higher probability of being 

included in the next training. The goal is to reduce bias from a 

weak base classifier. GB implements boosting using a gradient 

descent optimization in decision trees [4]. 

3. RESEARCH METHOD 
Research has shown that excessive Internet use is related to IAD. 

This relationship was examined by using a dataset from the 

Internet browsing history of 40 respondents. They were 

undergraduate students at UI and aged between 18 and 25 years 

old. The respondents were young adults, as 49.52% of Internet 

users in Indonesia are between 19 and 34 years old [23]. It 

indicates that they have the highest risk of IAD. The browsing 

histories within the last month were collected from their laptops or 

personal computers (PCs) with their prior consent. Furthermore, 

the respondents were required to complete the IAT questionnaires, 

which is a common tool used for screening IAD severity. 

Before IAT was used for assessment, some modifications were 

applied to make the items more understandable and to ensure that 

respondents held the same perceptions when answering the items. 

Validity testing was also performed by consulting experts in the 

field of psychology. The modifications of IAT were discussed 

intensively with psychologists from the Student Counseling 

Service under the Faculty of Psychology, UI. The modifications 

included the following: (1) As the respondents were Indonesian, 

the questionnaire items were translated into Indonesian and used 

diction suitable for young people; (2) the scales were changed 

from 5 scales (1= not at all to 5 = always) to 4 scales with precise 

definition (1 = not at all; 2 = seldom, which means 0 to 1 time a 

week; 3 = often, which means 3 to 4 times a week, 4 = always); 

and (3) the questions were converted into statements. This change 

was implemented to allow respondents giving direct answers. 

This study not only sought to predict IAD from browsing history. 

It also sought to predict mental health in general. Therefore, the 

respondents were asked to complete another questionnaire, 

namely, the GHQ-12. Results of IAT and GHQ-12 were the target 

classes that were predicted in this study. The prediction for IAT 

results and GHQ-12 results were performed separately. 

According to a review of several previous studies, Web behavior 

was classified into five types: information retrieval (IR), instant 

messaging (IM), social networking services (SNS), leisure (L), 

and stimulation (represented by online shopping or OS) [16]. 

Those five types of Web behavior were used to classify every 

URL accessed by the respondents. The extracted features were 

processed as follows: the frequency of the accessed URL divided 

by the number of access days for each person.  

After the features were extracted, the classes of IAT (normal, mild, 

moderate, or severe), and GHQ-12 (normal, depression, or 

anxiety) were collected from the questionnaire results. Due to the 

lack of data for the severe class (1 of 40 samples) and the 

depression class (4 of 40 samples), these classes were transformed 

into binary form. The IAT classes were normal and disorder; 

GHQ classes were normal and depression/anxiety. The features 

were preprocessed by replacing the not a number (NaN) value 

with 0 and changing the features of access number into ratio per 

day. Normalization was also applied, namely, min-max or z-score. 

Besides, the five features (L, IR, SNS, IM, and OS) were also 

analyzed to determine the correlation and to select the less 

correlated feature to increase the performance of the model. 

The classification was performed using SVM with radial basis 

function (RBF) kernel, RF, and GB. The performance of the 

model was evaluated with 10-fold cross-validation. The training 

process involved 70% of the samples with a random seed of 5. 

The performance was measured in terms of accuracy, sensitivity, 

and recall. The optimization in SVM was conducted with gamma 

(γ) and penalty (C) parameters. Furthermore, the GB optimization 

employed the following parameters: learning rate, number of 

estimators, minimum samples to split, minimum leaf samples, 

maximum depth, maximum features, and subsample fraction. The 

classification was performed with Python 2.7 running on an Intel 

Core i7 with 8GB RAM and 64-bit Microsoft Windows. 

4. RESULT AND DISCUSSION 
Some normalizations were performed to improve classification 

performance, namely, min-max, z-score, and mean normalization. 

SVM with RBF kernel was used as the default classifier. It turned 

out that the accuracy did not increase significantly. Hence, the 

normalization was not applied any further to the features. The 

results are shown in Figure 1 for GHQ prediction and Figure 2 for 

IAD. 

Due to the low accuracy, the correlations among the five features 

were analyzed. The results are shown in Figure 3, with the feature 

L as f1, IR as f2, SNS as f3, IM as f4, and OS as f5. It reveals that 

L (f1) and SNS (f3), as well as IR (f2) and IM (f4), had positive 

correlations. 

 

Figure 1. Comparison of normalization effect on the accuracy 

of GHQ Prediction with SVM with RBF Kernel 

 

Figure 2. Comparison of normalization effect on the accuracy 

of IAD Prediction with SVM with RBF Kernel 
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Figure 3. Features correlation of all five extracted features 

 

Table 1. Comparison of feature reduction effect  

on the classification performance 

 IAD Prediction GHQ Prediction 

 All  

Features 

All  

Features 

All  

Features 

Reduced 

Features 

Accuracy 63.33% 52.67% 52.67% 70.67% 

Precision 31.67% 26.33% 26.33% 49.42% 

Recall 50.00% 50.00% 50.00% 60.83% 

 

Using one of the two correlated features resulted in an 

improvement in IAD prediction, but a decrease in the accuracy of 

GHQ prediction (Table 1). It indicates the correlation of these 

features did not have any crucial role and could be ignored. 

Therefore, all five features were kept.  

The classification performance of SVM was compared with two 

ensemble techniques (RF and GB), as indicated in Table 2. 

Employing RF decreased the accuracy of GHQ prediction, kept 

the accuracy of IAD prediction the same, and increased both 

precisions. The results of GB demonstrated the improvement of 

all performance measures, but the accuracy of GHQ prediction 

that remained the same. It suggests that GB was more likely to 

display better performance than single learning of SVM.  

It was followed by parameter tuning for SVM and GB to see 

possible improvement. The package of GridSearchCV from the 

sklearn library was applied for the tuning. The scoring parameter 

was set to "accuracy" to find parameter values for the best 

accuracy. For SVM, the searching for parameters values was 

performed with gamma (γ) from 1x10-9 to 1x105 and a 

multiplication of 3 to obtain a rich variety of values, and a slack 

penalty (C) from 1x10-2 to 1x1013 with a multiplication of 10 

(1x10-9, 1x10-8, …, 1x105) to fasten the searching. The best 

combination for GHQ prediction occurred when C = 1.39, γ  = 0.1 

with a score of 0.57, while the best combination for IAD 

prediction happened when C = 1.39, γ = 0.01 with a score of 0.7.  

Table 3 shows performance improvement for GHQ and IAD 

prediction after parameter tuning. For GB, the searching was 

performed using the value of learning rate, number of estimators 

(how many models were used with a range of 1 to 20), minimum 

samples to split (2 to 10), minimum samples of leaf (2 to 20), 

maximum depth (1 to 5), maximum features (1 to 5), and 

subsample fraction (range 0.6-0.9). Table 4 demonstrates all 

performance measures increased for GHQ prediction but 

decreased for IAD prediction. The performance of GB before 

tuning differed from the performance of SVM after tuning.  

 

Table 2. Comparison of SVM, RF, and GB  

on the classification performance 

 IAD Prediction GHQ Prediction 

 SVM RF GB SVM RF GB 

Accuracy 63.3% 63.3% 65.3% 52.7% 44.3% 52.7% 

Precision 31.7% 56.3% 52.7% 26.3% 39.2% 53.3% 

Recall 50% 60.8% 58.3% 50% 43.3% 53.3% 

 

Table 3. Comparison of SVM before and after parameter 

tuning on the classification performance 

 IAD Prediction GHQ Prediction 

 Before 

tuning 

After 

tuning 

Before 

tuning 

After 

tuning 

Accuracy 63.33% 66.67% 52.67% 65.17% 

Precision 31.67% 53.42% 26.33% 56.33% 

Recall 50.00% 60.00% 50.00% 62.50% 

 

Table 4. Comparison of GB before and after parameter tuning 

on the classification performance 

 IAD Prediction GHQ Prediction 

 Before 

tuning 

After 

tuning 

Before 

tuning 

After 

tuning 

Accuracy 65.33% 63.33% 52.67% 67.17% 

Precision 52.67% 31.67% 53.33% 70.00% 

Recall 58.33% 50.00% 53.33% 68.33% 

 

5. CONCLUSION 
The results of this study indicate that ensemble learning provided 

better results in IAD prediction and mental health status 

prediction. The parameter tuning also led to better performance 

for single classifier and ensemble learning. Additionally, the 

ensemble learning without parameter tuning provided almost 

similar results with the single tuned SVM classifier. Nevertheless, 

this pilot study proved that prediction accuracy still requires 

enhancement. More data and features, such as demographics and 

features related to the content of the URL pages, are required to 

build a better predictor. Moreover, a multiclass prediction to 

obtain a specific IAD severity level and the class of mental health 

status (anxiety and depression) are planned for future work. Other 

ensemble techniques, such as adaptive boosting and boosting 

SVM, could also be considered. 

For further study, gathering browsing history data from the 

university Internet firewall could provide more realistic 

information, compared to Web browsing history from users’ 

devices. However, it requires consent from participants and 

permission from the authority managing the networks. Besides, 

the implementation of additional applications (add-ins) in the 

background of users’ laptops or mobile devices to collect Internet 

access histories with the user’s permission was also considered. 

Lastly, the correlation between IAD and mental health will be 

revisited in larger datasets of Indonesian university students. 

6. ACKNOWLEDGMENTS 
This paper’s publication was supported by the PIT9 grant from 

Universitas Indonesia under the contract number NKB-

0006/UN2.R3.1/HKP.05.00/2019. It was performed under the 

Faculty of Computer Science in collaboration with the Faculty of 

Psychology. 

158



7. REFERENCES 
[1] Song, W. and Mo, W. 1992. The compilation of 

psychological health inventory (phi). Psychol. Sci. 2, (1992), 

36–40. 

[2] Goldberg, D. P., Gater, R., Sartorius, N., Ustun, T. B., 

Piccinelli, M., Gureje, O., and Rutter, C. 1997. The validity 

of two versions of the GHQ in the WHO study of mental 

illness in general health care. Psychol. Med. 27, 1 (January 

1997), 191–7. Retrieved from 

http://www.ncbi.nlm.nih.gov/pubmed/9122299 

[3] Young, K. S. 1998. Caught in the Net: How to Recognize the 

Signs of Internet Addiction and a Winning Strategy for 

Recovery. John Wiley & Sons, Incorporated. 

[4] Mason, L., Baxter, J., Bartlett, P., and Frean, M. 2000. 

Boosting Algorithms as Gradient Descent. In In Advances in 

Neural Information Processing Systems 12, 512–518. 

[5] Breiman, L. 2001. Random Forests. Mach. Learn. 45, 1 

(2001), 5–32. 

DOI=https://doi.org/10.1023/A:1010933404324 

[6] Anderson, K. J. 2001. Internet Use Among College Students: 

An Exploratory Study. J. Am. Coll. Heal. 50, 1 (July 2001), 

21–26. DOI=https://doi.org/10.1080/07448480109595707 

[7] Beard, K. W. 2005. Internet addiction: a review of current 

assessment techniques and potential assessment questions. 

Cyberpsychol. Behav. 8, 1 (February 2005), 7–14. 

DOI=https://doi.org/10.1089/cpb.2005.8.7 

[8] Kim, K., Ryu, E., Chon, M., Yeun, E., Choi, S., Seo, J., and 

Nam, B. 2006. Internet addiction in Korean adolescents and 

its relation to depression and suicidal ideation : A 

questionnaire survey. 43, (2006), 185–192. 

DOI=https://doi.org/10.1016/j.ijnurstu.2005.02.005 

[9] Demetrovics, Z., Szeredi, B., and Rózsa, S. 2008. The three-

factor model of Internet addiction: The development of the 

Problematic Internet Use Questionnaire. Behav. Res. 

Methods 40, 2 (May 2008), 563–574. 

DOI=https://doi.org/10.3758/BRM.40.2.563 

[10] Meerkerk, G. J., Van Den Eijnden, R. J. J. M., Vermulst, A. 

A., and Garretsen, H. F. L. 2009. The Compulsive Internet 

Use Scale (CIUS): some psychometric properties. 

Cyberpsychol. Behav. 12, 1 (February 2009), 1–6. 

DOI=https://doi.org/10.1089/cpb.2008.0181 

[11] Yen, J. Y., Yen, C. F., Chen, C. S., Tang, T. C., and Ko, C. H. 

2009. The Association between Adult ADHD Symptoms and 

Internet Addiction among College Students: The Gender 

Difference. CyberPsychology Behav. 12, 2 (April 2009), 

187–191. DOI=https://doi.org/10.1089/cpb.2008.0113 

[12] Ni, X., Yan, H., Chen, S., and Liu, Z. 2009. Factors 

Influencing Internet Addiction in a Sample of Freshmen 

University Students in China. CyberPsychology Behav. 12, 3 

(June 2009), 327–330. 

DOI=https://doi.org/10.1089/cpb.2008.0321 

[13] Morrison, C. M. and Gore, H. 2010. The Relationship 

between Excessive Internet Use and Depression: A 

Questionnaire-Based Study of 1,319 Young People and 

Adults. Psychopathology 43, 2 (2010), 121–126. 

DOI=https://doi.org/10.1159/000277001 

[14] Derogatis, L. R. and Unger, R. 2010. Symptom Checklist-90-

Revised. In The Corsini Encyclopedia of Psychology, Irving 

B. Weiner and W. Edward Craighead (eds.). John Wiley & 

Sons, Inc., Hoboken, NJ, USA. 

DOI=http://doi.org/10.1002/9780470479216.corpsy0970 

[15] Zhu, T., Li, A., Ning, Y., and Guan, Z. 2011. Predicting 

Mental Health Status Based on Web Usage Behavior. In 

AMT’11 Proceedings of the 7th international conference on 

Active media technology, 186–194. 

DOI=https://doi.org/10.1007/978-3-642-23620-4_22 

[16] Li, Y., Zhu, T., Li, A., Zhang, F., and Xu, X. 2011. Web 

behavior and personality: A review. In 2011 3rd Symposium 

on Web Society, 81–87. 

DOI=https://doi.org/10.1109/SWS.2011.6101275 

[17] Zhu, T., Ning, Y., Li, A., and Xu, X. 2011. Using decision 

tree to predict mental health status based on web behavior. In 

2011 3rd Symposium on Web Society, 27–31. 

DOI=https://doi.org/10.1109/SWS.2011.6101265 

[18] Nie, D., Ning, Y., and Zhu, T. 2012. Predicting Mental 

Health Status in the Context of Web Browsing. In 2012 

IEEE/WIC/ACM International Conferences on Web 

Intelligence and Intelligent Agent Technology, 185–189. 

DOI=https://doi.org/10.1109/WI-IAT.2012.196 

[19] American Psychiatric Association. 2013. Diagnostic and 

Statistical Manual of Mental Disorders. American 

Psychiatric Association. 

DOI=https://doi.org/10.1176/appi.books.9780890425596 

[20] Derbyshire, K. L., Lust, K. A., Schreiber, L. R. N., Odlaug, 

B. L., Christenson, G. A., Golden, D. J., and Grant, J. E. 

2013. Problematic Internet use and associated risks in a 

college sample. Compr. Psychiatry 54, 5 (July 2013), 415–

422. DOI=https://doi.org/10.1016/j.comppsych.2012.11.003 

[21] Zaki, M. J. and Wagner, M. 2014. Support Vector Machine. 

In Data mining and analysis: fundamental concepts and 

algorithms. Cambridge University Press. 

[22] Ioannidis, K., Chamberlain, S. R., Treder, M. S., Kiraly, F., 

Leppink, E. W., Redden, S. A., Stein, D. J., Lochner, C., and 

Grant, J. E. 2016. Problematic internet use (PIU): 

Associations with the impulsive-compulsive spectrum. An 

application of machine learning in psychiatry. J. Psychiatr. 

Res. 83, (December 2016), 94–102. 

DOI=https://doi.org/10.1016/j.jpsychires.2016.08.010 

[23] APJII. 2017. Penetrasi dan Perilaku Pengguna Internet 

Indonesia 2017.  

[24] Poli, R. 2017. Internet addiction update: diagnostic criteria, 

assessment and prevalence. Neuropsychiatry (London). 07, 

01 (2017). 

DOI=https://doi.org/10.4172/Neuropsychiatry.1000171 

[25] APJII. 2018. Laporan Survei Penetrasi & Perilaku Pengguna 

Internet Indonesia. Teknopreuner 1, Hasil Survei Penetrasi 

dan Perilaku Pengguna Internet Indonesia 2017 (2018), 1–39.  

  
 

159


	029-A1-021



