I. INTRODUCTION

The study of stochastic resonance (SR) [2] in threshold based systems has received considerable attention in recent years [2–5]. In such systems it is well known that, via the SR effect, the addition of noise can lead to an enhancement of the system’s response to subthreshold signals. Initial studies used sinusoidal input signals and the output signal-to-noise ratio (SNR) to characterize the SR effect—the effect manifests itself as a noise induced maximum in the SNR. More recently, SR has been extended to include aperiodic broadband signals [6] and information theoretic measures, such as the average mutual information, have been introduced to characterize the dynamics [3,7–11]. Both broadband signals and information theory are employed in this study.

The great majority of previous studies [2] have focused on single element SR systems. Attention has recently turned to the study of networks of SR elements. A large number of network configurations and connectivity have been studied and include, globally coupled networks [12–14], randomly connected networks [15] and linear chains [16–18]. In comparison, parallel arrays of threshold elements, in which N SR elements are placed in parallel and their outputs summed at a common summing point, have received relatively little attention with only a handful of studies [19,6,20–22]. Parallel arrays (ensembles) are of considerable importance in many signal processing applications. For example, they can be used to model DIMUS sonar arrays (in the on target position) [23] and, for regularly spaced thresholds, Flash analogue-to-digital converters (ADC’s) [24]. Additionally, parallel arrays have recently been used to model ensembles of sensory neurons [6,21,22]. Consequently, the study of internal system noise and SR effects in these systems are of importance to a number of signal processing and neurophysiological applications.

Stochastic resonance is commonly understood to be the enhancement, by noise, of the response of a system to a weak signal. By weak, one normally means with reference to an appropriate scale. This scale can either be taken as the (internal/external) noise intensity or, in a single threshold system such as a simple comparator, as the threshold level.
By a suitable choice of threshold settings, the array can be used to model a number of applications arising in engineering and neurophysiology. For example, placing the thresholds levels regularly across the signal space results in a uniform quantization scheme, identical to that found in Flash analogue-to-digital converters. This case has been studied previously [1,26]. However, in this study, only the situation where all the threshold levels are set to same value, \( \theta \), will be considered. Arrays of this form have recently been considered in connection with neuronal ensembles [6,21,22] and are also applicable to digital-multibeam-steering (DIMUS) arrays used in passive sonar [23].

III. AVERAGE TRANSMITTED (MUTUAL) INFORMATION

A. Theoretical preliminaries

An information theoretic measure—the average mutual information—will be used to quantify the amount of information transmitted through the array. Although, traditionally, the SNR is often used to characterize SR, in practice this has only a limited utility for nonlinear systems subject to broadband excitation. The SNR only provides a meaningful measure under the assumption that the dynamics are approximately linear and the noise is Gaussian. If these assumptions are valid then the SNR can be related to the information flow through the system [27]. Consequently, measuring the SNR is equivalent to measuring the transmitted information. However, for weak noise, the dynamics of these arrays are highly nonlinear and no simple relation between the SNR and the transmitted information exist. It is in this regime that the SNR fails to give a meaningful characterization of the response. For example, passing a signal through a deterministic (noiseless), but noninvertible transfer function yields an infinite output SNR but, by construction, information is lost about the signal, i.e., no unique function exists that maps the response back into the signal. Other linear signal processing techniques, such as cross correlation, also suffer from similar deficiencies.

The average mutual (or transmitted) information, \( I \), for the array shown in Fig. 1 (which in information theory is regarded as a semi-continuous channel) can be written [28]

\[
I = H(y) - H(y|x)
\]

\[
= - \sum_{n=0}^{N} P_y(n) \log_2 P_y(n) - \left( - \int_{-\infty}^{\infty} dx P_x(x) \sum_{n=0}^{N} P(n|x) \log_2 P(n|x) \right).
\]

\( H(y) \) is the information content (or entropy) of \( y(t) \) and \( H(y|x) \) can be interpreted as the amount of encoded information lost in the transmission of the signal. \( P_y(n) \) is the probability of the output \( y(t) \) being numerically equal to \( n \) and \( P(n|x) \) is the conditional probability density of the output being in state \( n \) given knowledge of the signal value, \( x \). \( P_x(x) \) is the probability density function (pdf) of the signal. The logarithms are taken to base 2 so \( I \) is measured in bits.

Equation (2) represents the appropriate definition of information for a channel that has a continuous input signal but a discrete output [28]. It should be noted that this definition has no explicit time dependence and, therefore, does not strictly treat the signal as a stochastic process. For this reason, \( I \) does not represent an information flow (measured in bits/s) but the average amount of information, measured in bits, that a measurement of the output yields about the instantaneous input signal value.

It will be assumed initially that the noise has an arbitrary pdf, \( P_{\eta}(\eta) \), with a standard deviation, \( \sqrt{\langle \eta^2 \rangle - \langle \eta \rangle^2} = \sigma_{\eta} \). If all information is lost in transmission \( H(y|x) = H(y) \) (which occurs as \( \sigma_{\eta} \rightarrow \infty \)) and hence \( I = 0 \). Alternatively, if all encoded information is transmitted \( (\sigma_{\eta} = 0) \) \( H(y|x) = 0 \) and \( I = H(y) \). Given it is straightforward to show [27] that for any nonzero \( \sigma_{\eta} \), \( H(y|x) < H(y) \), it would seem to follow that maximum information transfer occurs when there is no internal noise. However, this is not necessarily the case because internal noise also serves to increase \( H(y) \). Consequently, the maximization of \( I \) by internal noise is a balance between additional useful information generated by the noise and the increased loss in information transmitted through the array with increasing \( \sigma_{\eta} \). It is this ability of noise to maximize the transmitted information that is termed SR.

B. Calculation of \( I \)

The calculation of the transmitted information is straightforward when all thresholds are set equal to an arbitrary value \( \theta \). To proceed, it is first useful to simplify the formula for \( I \). The conditional probability, \( P(n|x) \), is easily obtained by noting that for any given signal value, \( x \), each device acts independently under the influence of its own noise source. Consequently, the probability that \( n \) devices are triggered is given by the binomial distribution and hence \( P(n|x) = C_n^N p_n^a (1 - p_n)^{N-n} \), where \( P(1|x) \) is the conditional probability of a device being in state 1 (triggered) which is given by the cumulative distribution \( P(1|x) = \int_{P_{\eta}(\eta)}^{\infty} d\eta \). Using this result and
noting that \( \sum_{n=0}^{N} p(n|x) = Np_{1|x} \) and \( \sum_{n=0}^{N} p(n|x) = 1 \), the second summation on the right-hand side (RHS) of Eq. (2) can be carried out to yield
\[
\sum_{n=0}^{N} P(n|x) \log_2 P(n|x) = \sum_{n=0}^{N} P_y(n) \log_2 C^n_n + N(P_{1|x} \log_2 P_{1|x} + P_{0|x} \log_2 P_{0|x}).
\]

(3)

Noting that \( P_y(n) = \int_{-\infty}^{\infty} p(n|x) p_x(x) dx \), the transmitted information can now be written in the simplified form
\[
I = -\sum_{n=0}^{N} P_y(n) \log_2 P'(n) - \left( -N \int_{-\infty}^{\infty} dx P_x(x) \right) \times (P_{1|x} \log_2 P_{1|x} + P_{0|x} \log_2 P_{0|x}),
\]

(4)

\[
P'(n) = \int_{-\infty}^{\infty} dx P_x(x) P_y^n P_{0}^{N-n},
\]

where \( P_y(n) = C^n_n P'(n) \).

Given the signal and noise distributions, \( P_x(x) \) and \( P_y(\eta) \), Eq. (4) can be used to calculate \( I \) numerically.

C. Suprathreshold SR (SSR)

The specific case when \( \theta = \langle x \rangle \), where \( \langle x \rangle \) is the first moment of \( P_x(x) \), is now considered. It will be demonstrated that under this condition a new form of SR, not observable in a single threshold device, can be anticipated.

Although, in general, \( P_x(x) \) and \( P_y(\eta) \) must be specified to enable \( I \) to be obtained, this is not the case when these distributions are of the same form and \( \theta = \langle x \rangle \). Under these conditions, the integrals and summations in Eq. (4) can be solved analytically. However, it should be stressed that the following analysis only applies under the assumption that \( P_x(x) \) and \( P_y(\eta) \) are identical, i.e., all moments, except the first, are the same. This condition applies, for the Gaussian signal and noise to be considered, when the signal and noise variances are equal.

Assuming identical signal and noise distributions (a part from a nonzero signal mean) the signal distribution can be written as \( P_x(x) = P_y(x - \langle x \rangle) \). Taking \( P_y(\eta) \) to be an even function of \( \eta \) and, without loss of generality, zero mean, it follows that, \( P_{1|x} = \int_{-\infty}^{\infty} P_x(x) dx \). Introducing the change of variable, \( y = P_{1|x} \), yields \( dy/dx = P_x((x - \theta) + x) \) and setting \( \theta = \langle x \rangle \), gives for \( P'(n) \) in Eq. (4),
\[
P'(n) = \int_{0}^{1} dyy^n(1-y)^{N-n}.
\]

(5)
The expression for \( P'(n) \) is in the form of a beta function [29], the integral can now be solved to give \( P'(n) = n!(N-n)!/(N+1)! \). This in turn yields \( P_y(n) = h(n+1) \), which is independent of \( n \). This result states that all output states, \( n \), are occupied with equally probability; this is the well known condition for maximum entropy [27]. Hence, this leads to the interesting result that \( H(y) \) is maximized when the signal and noise distribution are matched. This does not imply, however, that \( I \) is also maximized.

To finalize the calculation, the second integral on the RHS of Eq. (4) can be solved using the same procedure to give \( -N/2 \log_2 2 \). Combining this result with the result for \( P_y(n) \) and substituting into Eq. (4) finally yields the exact result
\[
I = \log(N+1) - N/2 \log_2 2 - 1/(N+1) \sum_{n=0}^{N} (N+1-2n) \log_2 n.
\]

(6)

It is interesting to note that this results states that \( I \) is dependent only on the number of elements in the array and is, therefore, independent on the exact form of the signal and noise distributions. Equation (6) was, however, derived under the assumption that the signal and noise distributions were the same. If they are not, then no simple change of variable could be found that removed the functional dependence of the signal and noise PDFs.

Of particular interest is how \( I \) scales with \( N \). This can be determined by approximating the summation in Eq. (6) using the formula \( \sum_{n=0}^{N} f(n) = \int_{1}^{N+1} f(x) dx - 1/2(f(1) + f(N+1)) \). This yields
\[
I = \frac{1}{2} \log_2(N+1) - N/2 \log_2 2 + O(1/N).
\]

(7)

Consequently, for large \( N \), \( I \approx 1/2 \log_2 N \).

It is now straightforward to establish that this result implies that a noise induced maximum must occur in \( I \). As already discussed, in the limit \( \sigma_\eta \to \infty \), \( I \) must tend to zero. In the limit \( \sigma_\eta \to 0 \), \( I \to H(y) \). Therefore, a noise induced maximum must occur if \( H(y) \) (evaluated at \( \sigma_\eta = 0 \)) is smaller than the finite noise result given in Eq. (7). It is straightforward to show that this must be the case when \( N \) is sufficiently large. In the absence of noise all the devices switch in unison and hence \( P_y(n) = 0 \) for \( n = 1, 2, \ldots, N-1 \), \( P_y(0) = \int_{-\infty}^{\infty} P_x(x) dx \) and \( P_y(N) = 1 - P_y(0) \). This implies
\[
I(\sigma_\eta = 0) = -P_y(0) \log_2 P_y(0) - P_y(N) \log_2 P_y(N).
\]

(8)

\( I(\sigma_\eta = 0) \) is maximized when \( P_y(0) = P_y(N) = 1/2 \). This occurs when \( \theta = \langle x \rangle \) [as long as \( P_y(x) \) is even functioned about its mean] and gives \( I(\sigma_\eta = 0) \) = 1 bit. In general, \( I(\sigma_\eta = 0) \) \( \approx 1 \) for arbitrary \( \theta \) and \( P_x(x) \). Consequently, in the absence of noise, the maximum information the array can transmit is only 1 bit; hence from Eq. (7) it is easy to infer that for sufficiently large \( N \) a noise induced maximum must occur. Unlike conventional SR, this SR effect is to be anticipated when all thresholds are set suprathreshold (in the sense that deterministic signal induced threshold crossings are maximized) with respect to the signal and will, therefore, be referred to as suprathreshold SR (SSR).
D. Gaussian signal and noise

Although much of the above discussion has placed no restrictions on the signal and noise pdfs, Gaussian signal and noise are used for the results presented in Sec. V. Here the calculation of $I$ is considered for this particular case. Taking $P_x(x) = \frac{1}{\sqrt{2\pi \sigma_x^2}} \exp\left(-\frac{(x-\langle x \rangle)^2}{2\sigma_x^2}\right)$ and $P_y(\eta) = \frac{1}{\sqrt{2\pi \sigma_\eta^2}} \exp\left(-\frac{\eta^2}{2\sigma_\eta^2}\right)$ gives $P_{1|x} = \frac{1}{2} \text{erfc}(-u)$ where $u = (x-\theta)/\sqrt{2\sigma_x^2}$. Substituting these quantities into Eq. (4) and performing a change of variable to $u$ gives

$$I = -\sum_{n=0}^{N} P_x(n) \log_2 P'(n) + \sum_{n=0}^{N} \int_{-\infty}^{\infty} du \frac{\sigma}{\sqrt{\pi}}$$

$$\times \exp\left(-\left(\sigma u - \frac{(\theta-\langle x \rangle)}{\sqrt{2\sigma_x}}\right)^2\right) \left[\frac{1}{2} \text{erfc}(u) \log_2 \frac{1}{2}\right]$$

$$\times \text{erfc}(-u) + \left(1 - \frac{1}{2} \text{erfc}(u)\right) \log_2\left(1 - \frac{1}{2} \text{erfc}(u)\right),$$

(9)

where

$$P'(n) = \int_{-\infty}^{\infty} du \frac{\sigma}{\sqrt{\pi}} \exp\left(-\left(\sigma u - \frac{(\theta-\langle x \rangle)}{\sqrt{2\sigma_x}}\right)^2\right)$$

$$\times \left[\frac{1}{2} \text{erfc}(u)\right]^n \left(1 - \frac{1}{2} \text{erfc}(u)\right)^{N-n},$$

and $\sigma = \sigma_x/\sigma_\eta$.

$P_x(n) = C_n^{\eta} P'(n)$. Equation (9) can be solved numerically to obtain $I$. In the particular case $\theta = \langle x \rangle$ it can be seen that $I$ depends only on the parameter $\sigma^2$—where $\sigma^2$ is interpreted as the inverse signal-to-internal-noise ratio.

E. $N=1$ and $\theta=\langle x \rangle$

The results obtained in Sec. III C indicate that SSR is to be anticipated if $N$ is sufficiently large—thus suggesting that SSR cannot be observed in a single threshold system. This is consistent with previous studies [3,25] that have demonstrated that SR effects are removed if the threshold is lowered to suprathereshold levels. However, this can be proved under general conditions and for completeness a proof is included here. The only assumption that will be made is that the signal and noise PDF’s are even functions of their state variable. In this case setting $\theta=\langle x \rangle$ results in $P_x(0) = P_x(1) = 1/2$ (independent of $\sigma_\eta$) and hence $H(y) = 1$. Therefore, $I = 1 - H(y|x)$ for arbitrary $\sigma_\eta$, where

$$H(y|x) = -\int_{-\infty}^{\infty} dx P_x(x) [P_{1|x} \log_2 P_{1|x}]$$

$$+ (1 - P_{1|x}) \log_2 (1 - P_{1|x}).$$

(10)

Differentiating $I$ with respect to $\sigma_\eta$ gives

$$\frac{dI}{d\sigma_\eta} = \int_{-\infty}^{\infty} dx P_x(x) \log_2 \left(P_{1|x} \frac{dP_{1|x}}{d\sigma_\eta}\right).$$

Given that $P_{1|x} - 1/2$ is always an odd function about $x = \langle x \rangle$, it follows that $dP_{1|x}/d\sigma_\eta$ will also be an odd function about $x = \langle x \rangle$ with a negative sign for $x > \langle x \rangle$. Splitting the integral in Eq. (11) into the ranges $-\infty \rightarrow \langle x \rangle$ and $\langle x \rangle \rightarrow \infty$ (that is $P_{1|x}$ between 0 and 1/2 and then 1/2 and 1) it can be seen that, the factor $\log_2[P_{1|x}(1-P_{1|x})]<0$ for $x<\langle x \rangle$ and positive otherwise. The integrand is therefore negative for all $x$ and it follows that $dI/d\sigma_\eta<0$ for all $\sigma_\eta$. Therefore SR cannot occur.

IV. SIMULATIONS

To confirm the validity of the theory developed in Sec. III digital simulations were also undertaken. Due to the simplicity of the array, the algorithm to generate $y(t)$ was straightforward but some care was required when calculating the transmitted information. The transmitted information was obtained by constructing the distributions $P_x(n), P_y(x), P(n|x)$ and using Eq. (2) directly. To obtain good statistics (approximately 1% error), signal lengths in excess of $10^5$ independent samples were used to obtain the distributions. The “bin” size used to construct $P_x(n)$ was also found to critically affect the results. Because $x$ is treated as a continuous variable and $y$ as a discrete one, it is necessary that $x$ is discretized into many more bins than the number of states occupied by $y$ (which is simply given by $N$). In practice, to produce convergent results it was necessary to discretize $x$ with a resolution better than $1/100N$. Consequently, increasing the number of elements not only increases the time required to compute $y$, but also requires an increase in the signal length to compensate for the finer resolution required when discretizing $x$. This was found to limit the number of devices that could be simulated to $<100$.

V. RESULTS AND DISCUSSION

In the previous section, theoretical arguments were forwarded that suggest a new form of SR is to be anticipated when all the thresholds are set to coincide with the dc signal level. In this section a comparison between the theory and the results of the digital simulation are presented. All results presented are for Gaussian signal and noise with $\langle x \rangle = 0$ and $\langle \eta \rangle = 0$.

A. $N=1$

To place the multielement results in context, the results for $N=1$ are first reviewed. Figure 2 shows the dependence of the transmitted information on noise intensity for a single element. The threshold value, $\theta$, is expressed in units of the standard deviation of the signal, $\sigma_x$. Clearly, an SR effect (i.e., a noise is induced maximum) is only observed when $\theta = 2.83$. Lowering the threshold below this level significantly improves the transmitted information but removes the beneficial role of the noise. This behavior has been reported previously in a number of different threshold systems [25,3]. Lowering the threshold removes SR effects by making the signal “more suprathereshold.” The suprathereshold nature of the signal is clearly observed by considering the behavior of $I$ when $\theta = 0$. Without noise, signal information can only be
transmitted through deterministic threshold crossings—as the threshold is lowered these increase and hence the information increases. As discussed in Sec. III E \(H(y)\) (and hence \(I\)) is maximized by setting \(\theta=\langle x \rangle\); this condition maximizes the deterministic threshold crossings and leads to a transfer of 1-bit of information.

For a single device, it can be seen that the noise-induced enhancements are relatively weak. Consequently, they are only observed if the contribution to the information from deterministic threshold crossings do not dominate—it was observed that this requires \(\theta \approx 2.45\). In this case the signal spends at least 99.3% of its time below the threshold and hence can be termed predominantly subthreshold. It is interesting to note that, due to symmetry, the same SR effects are also observed if \(\theta \approx -2.45\), i.e., when the signal spends 99.3% of its time above the threshold. This indicates that the fashion of using the term suprathreshold to distinguish the dynamics from the subthreshold case is somewhat ambiguous. Clearly what is meant here is to distinguish between the cases of deterministic and non-deterministic threshold crossings. For this reason, the term predominantly suprathreshold will be used to indicate the situation where deterministic threshold crossings dominate the transmitted information in an individual device.

**B. \(\theta=\langle x \rangle\)**

Here it is demonstrated that the situation is quite different if there is more than one device. Figure 3 shows the results for all \(\theta=\langle x \rangle\) and various \(N\). It is immediately seen that SR type behavior is manifest for all \(N > 1\). As \(N\) increases, the maximum value attained by \(I\) also increases. These results are in keeping with those presented in Sec. III and confirm the existence of SSR. It is noted that SSR occurs even if there are only two elements; this was not anticipated because Eq. (7) is only valid when \(\sigma = \sigma_y/\sigma_x = 1\) and hence does not predict the value of the maximum. The maximum is seen to shift to higher noise intensities as \(N\) increases but, for reasons discussed below, cannot pass \(\sigma = 1\).

The results in Fig. 3 were obtained with \(\sigma_x = 1\), however, the theoretical analysis in Sec. III indicates that the information is dependent only on the ratio \(\sigma_y/\sigma_x\), and not on \(\sigma_x\) alone. Hence, the same set of curves can be reproduced for arbitrary \(\sigma_x\)—as long as the noise is scaled accordingly, i.e., SSR occurs for arbitrary signal strengths. This is, of course, not true of SR in a single element where SR effects disappear for sufficiently large suprathreshold signal amplitudes.

The mechanism giving rise to SSR is quite different to that of classical SR and is not connected to a previously reported form of suprathreshold SR [30]. In the absence of noise, all devices switch in unison and consequently the array acts like a single bit ADC (\(I = 1\)). The fact that all devices switch in unison in response to the signal implies that they also carry identical information about the signal. Consequently, no additional information is obtained by having more than one device. Ideally, one would wish that the devices carry at least a degree of independent signal information. This degree of independence is facilitated by the addition of noise. At any instant of time, finite noise results in a distribution of thresholds that, in turn, leads to the signal being “sampled” at \(N\) randomly spaced points across the signal space. In effect, the noise allows additional bits of information (output states) of the system to be accessed, resulting in an increase in the output entropy \(H(y)\). Although, the information content of each individual device is reduced because of the noise (all of which individually follow the \(N=1\) curve), the sum total from all the devices results in a net gain in information. Consequently, SSR largely arises due to the initial increase in \(H(y)\).

This can clearly be seen in Fig. 4, which shows the contributions of \(H(y)\) and \(H(y|x)\) to \(I\). For all values of \(N\), except \(N=1\), \(H(y)\) rapidly increases with noise intensity, reaches a maximum, and then decreases. \(H(y)\) reaches its maximum value of \(\log_2(N+1)\) when all output states are equally probable; as discussed in Sec. III, this occurs when the signal and noise PDF’s are exactly matched which requires \(\sigma = 1\). In contrast, the conditional entropy, \(H(y|x)\), always increases monotonically with increasing noise intensity but, initially, at a slower rate. It increases asymptotically.
to the entropy given by $-\sum P_y(n) \log_2 P_y(n)$ where $P_y(n) = C_n^N P_s^n$. The monotonic behavior of $H(y|x)$ and the fact that $H(y)$ always reaches its maximum when $\sigma = 1$, implies that the maximum in $I$ must always occur for $\sigma = 1$. This conclusion is valid independent of the value of $N$ but, as discussed below, is dependent on the threshold level being set equal to the signal mean. Consequently, although as $N$ increases the maximum in the information shifts to higher noise intensities it cannot exceed unity.

These results tend to suggest that at large $N$ Eq. (6) gives a reasonable estimate for the maximum information attainable which is approximately equal to half the maximum output entropy. In the absence of noise, the maximum output entropy of $\log_2(N+1)$ also represents the channel capacity of the array and, hence, these results indicate that SSR can lead to information gains which approach half the noiseless channel capacity. This is an interesting result when compared to the performance of a single device. In Fig. 2 the results for $\theta = 2.83$ indicate that SR effects are relatively weak—the maximum noise-enhanced information gain is only about 0.05 bits—compared to a noiseless channel capacity of 1 bit. Thus, noise only helps to recover at most 5% of the potential channel capacity of a single device compared to a possible 50% for an array.

In Sec. III it was predicted that for large $N$ and $\sigma = 1$, $I$ should scale approximately as $1/2 \log_2(N)$. This is tested in Fig. 5. The solid line was calculated using Eq. (6) and the circular data points are the results from the digital simulation. Good agreement is observed thus confirming the validity of Eq. (6). The dashed line was obtained from the approximation derived in Eq. (7). Despite slightly underestimating the exact result this approximation clearly predicts the correct scaling at large $N$, thus confirming the $1/2 \log_2(N)$ scaling. However, it is important to note this scaling was derived for the specific case $\sigma = 1$. For other values of $\sigma$ the scaling breaks down; this is demonstrated by the simulation results for $\sigma = 0.2$ (crosses)—the dot-dashed line is a fit to the data. The fit predicts a scaling of $I \sim 0.29 \log_2(N)$ and, therefore, generally the scaling is seen to depend on noise intensity as $I \sim f(\sigma) \log_2(N)$ where $f(1) = 1/2$.

FIG. 4. Plot of (a) $H(y)$ and (b) $H(y|x)$ against $\sigma$ for various $N$ and $\theta = 0$. The curves were obtained from Eq. (9).

FIG. 5. Scaling of $I$ with $N$. The crosses and circles are data points from the digital simulation. The solid line was obtained from Eq. (6), the dashed line is the approximation Eq. (7) and the dot-dashed line is a fit to the data.

C. $\theta$ dependence

All the results discussed so far were obtained by setting all thresholds equal to the mean of the signal, the dependence on $\theta$ is now discussed. Figures 6 and 7 show the effects of varying $\theta$; Fig. 6 shows the transmitted information and Fig. 7 the contributions from $H(y)$ and $H(y|x)$. In these figures the number of elements was held fixed ($N = 63$). Considering Fig. 6, it can be seen that, similar to the $N = 1$ case (Fig. 2), the information is maximized when $\theta = \langle x \rangle = 0$. However, SR type behavior is now observed independent of the threshold value and is significantly enhanced—even for the sub-threshold signals. Additionally, as $\theta$ is increased the maximum in $I$ is shifted to higher noise values and can easily surpass $\sigma = 1$. The reason for this can be seen in Fig. 6(a);
the position of the maximum in \( H(y) \) is seen to strongly depend on the threshold setting. This is, of course, an obvious result—as the thresholds are moved away from the signal mean, larger noise intensities are required to distribute the threshold levels over the noise space.

The results in Fig. 6 raise an interesting point: as the thresholds are increased away from the signal mean there is a smooth change from suprathreshold to subthreshold signals. However, there is no obvious change over between SSR and conventional SR. This implies these two effects cannot be distinguished. Obviously when the signal is subthreshold the mechanism giving rise to SSR does not ‘switch off’—the noise still enables additional output states of the system to be accessed thus resulting in an improvement of the transmitted information. In this respect the term SSR is a bit of a misnomer, the SSR mechanism does enable noise to enhance the detection of suprathreshold signals but not exclusively so. Comparing the subthreshold results (\( \theta = 2.83 \)) in Figs. 2 and 6 shows that the subthreshold effect is significantly enhanced by increasing 5. This is because both SSR and conventional SR effects are now contributing to the information gain.

D. Signal power and signal-to-noise ratio SNR

Traditionally, SR effects have been characterized by quantities such as the output signal power and SNR. It is, therefore, of some interest to consider these quantities for this system. The broadband nature of the signals means that Fourier techniques cannot be employed to experimentally measure either the signal power or the SNR; they can, however, be easily obtained from a time domain analysis. The response of the array, \( y(t) \), can be split into a signal contribution, \( \langle y(t) \rangle \) and a noise contribution, \( n(t) \) where \( y(t) = \langle y(t) \rangle + n(t) \). The brackets \( \langle \cdot \rangle \) denote an ensemble average over the noise and hence, in the limit \( N \rightarrow \infty \), \( \langle y(t) \rangle \rightarrow \langle y(t) \rangle \). The signal power, \( S_p \), and noise power, \( N_p \) are then given by

\[
S_p = \langle y(t) \rangle^2 - \langle y(t) \rangle^2,
\]

\[
N_p = \langle n(t) - n(t) \rangle^2,
\]

where bars denote time averages. The SNR is defined in the conventional manner as the ratio \( S_p / N_p \). Equations (12) and (13) enable the SNR to be obtained from simulation data in the time domain. To proceed further with the calculation one notes that the signals and noise used in this study are ergodic, hence the time averages can be replaced with averages over the signal distribution. For the case \( \theta = \langle x \rangle \), the statistics of the response follow a Binomial distribution and hence

\[
S_p = N^2 \int_{-\infty}^{\infty} P_x(x)(P_{1|x} - \bar{y})^2 dx,
\]

\[
N_p = N \int_{-\infty}^{\infty} P_x(x)P_{1|x}(1 - P_{1|x}) dx,
\]

where \( \bar{y} = \int_{-\infty}^{\infty} P_x(x)P_{1|x} dx \). Equations (14) and (15) can now be used to calculate the SNR numerically.

Before discussing the results it is worth noting that the definition of the SNR differs slightly from that typically used to characterize SR for sinusoidal signals. For a sinusoidal signal \( S_p \) yields the total integrated signal output power, i.e., the power in the fundamental plus all harmonics. This differs from the conventional definition used for SR which normally only considers the power in the fundamental. However, for broadband signals it is not possible to distinguish individual spectral components and hence the modified definition is necessary. \( N_p \) is essentially unchanged from the standard definition and is simply equal to total integrated power of the spectral background (as opposed to the power at the forcing frequency.) It should be noted that the SNR defined in this manner (i.e., total signal power over total noise power) is the one conventionally used in engineering when treating broadband signals [27].

Figure 8 shows the dependence of \( S_p \) on noise intensity for several values of \( \theta \) and Fig. 9 shows the SNR. Considering the signal power first, it is clear that for predominantly suprathreshold signals (i.e., \( \theta = 0 \) and 1.5) no maximum is observed. Increasing the threshold value, however, does lead to a noise-induced maximum when \( \theta > 2 \). These results seem
to indicate, therefore, that a subthreshold SR effect occurs but there is no evidence that the SSR mechanism leads to an enhancement of the signal power. In principle, this raises question about whether SSR is truly an SR effect—this is, of course, purely a matter of definition—but it does illustrate that SSR has to be defined as an improvement in the transmitted information rather than signal power. The reason why SSR improves the transmitted information but not the signal power is straightforward to understand. For \( \theta = \langle x \rangle = 0 \) and \( \sigma = 0 \) the output of the array switches between its maximum range 0 and \( N \)—thus the signal power is maximized. Adding noise can only result in this range being reduced—thus lowering the signal power. However, in the noiseless case all that is known about the signal is its polarity—the whole array switches to \( N \) when the signal is above zero and to 0 when below—thus all but 1-bit (assuming both output states are equally probable) of signal information is lost. The problem with signal power as a measure of system performance is that it does not take into account the form of the response but only quantifies the size of the signal-induced effect. This may have some use in the context of signal detection (provided one does not need to know much about the signal being detected) but is not so useful when the “quality” of signal detection is important.

The results for the SNR (Fig. 9) are more surprising. No form of SR effect, SSR or subthreshold SR, could be detected regardless of the positioning of the threshold. That SSR effects do not occur can easily be inferred from the results in Fig. 8, but the fact that conventional SR effects are also not observed is unexpected. This result has been confirmed both numerically [solid line obtained using Eqs. (14) and (15)] and by digital simulation using Eqs. (12) and (13) (circular data points). The reason that SR does not occur even for predominantly subthreshold signals is due to the distributed nature (in signal space) of the signal. Gaussian signals, although appearing to decay relatively quickly due to the \( \exp(-x^2) \) factor, do not decay “quickly enough” for SR effects to occur. The peak-signal-to-threshold distance is not well defined, as it is in the case of a sinusoid, and hence a smearing of the SR effect takes place. This is also the reason why the curves of signal power in Fig. 8 show an initial decrease with increasing noise intensity. Although a Gaussian distribution is not a good representation of real signals, for signals such as speech and music the situation is worse. These distributions tend to have long tails that are typically characterized by exponential decays and hence have an even slower decay than a Gaussian [31]. Consequently, SR effects in the SNR are not generally to be anticipated in threshold based systems when complex signals are used.

These results help to set the SSR effect in context. Based on the SNR it seems that, at least for Gaussianly distributed signals, no form of SR effect is observed; but in the transmitted information both SSR and conventional SR occur. Consequently, the fact that SSR is defined as an improvement in the transmitted information is not so restrictive as at first might appear.

### VI. Conclusions

The phenomenology of a new form of stochastic resonance, termed SSR, that occurs in parallel threshold arrays has been discussed in detail. SSR is found to differ from SR in a single threshold element in a number of important ways. First, SSR can be observed with signals of arbitrary magnitude; there is not, therefore, the restriction that the signal must be weak (subthreshold) for SR effects to be observed—as is the case in a single threshold element. Second, the SSR effect is maximized (maximum noise-induced information gains) when the threshold level is set to coincide with the dc-signal level. In a single element, this condition removes the beneficial role of the noise. Third, SSR can result in large information gains—for large arrays the noise can recovery of up to 50% of the noiseless channel capacity. This appears to be significantly greater than is attainable in a single element. Indeed, these information gains appear to significant. In a recent study [1] it was found that, for signals comparable in size to the internal noise, arrays designed around the SSR effect could outperform those designed around conventional quantization techniques. This therefore seems to indicate that SSR may well have signal processing applications for the detection of weak signals. As discussed in the introduction, the array studied is a good model of a DIMUS sonar array in the on target position. Although the noise sources at the hydrophones are predominantly from external sources, due to the physical separation of the hydrophones they are nevertheless largely independent. Consequently, the results presented suggest that these noise sources are actually necessary for high fidelity signal detection and coding and should be taken into account when designing both the array and the signal-processing stages.

Finally, it is of some interest to discuss the results in the context of neuronal ensembles. It has recently been demonstrated that the SSR effect also occurs in an array of FitzHugh-Nagumo neurons [32]. Therefore, the results pre-
sented for the simple threshold network should have some applicability to real neuronal ensembles. It has been established that the transinformation is maximized when all thresholds are set to coincide with the dc-signal level. This has an interesting analogy to the well established phenomenon of dc adaptation in sensory neurons. One well known example is in light and dark adaptation of the human eye [33]. The threshold levels adapt, via chemical changes in the cones and rods, to the ambient mean light level. This enables the eye to operate over a wide range of light intensities covering a 10^9 fold change in energy flux. Therefore, it may be possible that dc adaptation takes place, not only to increase the dynamic range over which the eye can operate, but also to enhance signal encoding via the SSR effect.
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