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ABSTRACT

Smart Transportation applications by nature are examples
of Vehicular Ad-hoc Network (VANETS) applications where
mobile vehicles, roadside units and transportation infras-
tructure interplay with one another to provide value added
services. While there are abundant researches that focused
on the communication aspect of such Mobile Ad-hoc Net-
works, there are few research bodies that target the develop-
ment of VANET applications. Among the popular VANET
applications, a dominant direction is to leverage Cloud in-
frastructure to execute and deliver applications and services.
Recent studies showed that Cloud Computing is not suffi-
cient for many VANET applications due to the mobility of
vehicles and the latency sensitive requirements they impose.
To this end, Fog Computing has been proposed to lever-
age computation infrastructure that is closer to the network
edge to compliment Cloud Computing in providing latency-
sensitive applications and services. However, applications
development in Fog environment is much more challenging
than in the Cloud due to the distributed nature of Fog sys-
tems. In this paper, we investigate how Smart Transporta-
tion applications are developed following Fog Computing ap-
proach, their challenges and possible mitigation from the
state of the arts.
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1. INTRODUCTION

Building VANET applications is not an easy task given
the large scale of the system and the dynamic nature of its
entities such as people, cars or street lanes. Unfortunately,
research into Vehicular Ad-hoc Network applications in gen-
eral is still focused more on communication layer where spe-
cific applications are built leveraging some advanced com-
munication technologies. A particular application model or
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programming abstraction for VANET applications is yet to
available. Albeit there are few efforts in applications models
and programming abstractions to develop VANET applica-
tions, they generally focus on end user experiences such as
safety driving, driving assistant or in-car comfort. For exam-
ple, the authors in [16] proposed to use Mobile Agent model
to build a vehicular social network that connects drivers to-
gether. Another research direction leveraging Cloud com-
puting as the execution platform for VANET applications
with the intuition that scalable Cloud technology will suf-
fice the large scale deployment of many VANETSs. However,
many VANET applications impose a low latency require-
ment that are difficult to met using distant Cloud infras-
tructure. One example application is to use the CCTVs
network to count the cars on the street and use the number
to control the traffic flow accordingly. In this example, the
computation activity that processes the camera stream to
count the cars need to reply in a quick manner so that traf-
fic control can be carry out efficiently. With the large scale
deployment of CCTVs in transportation infrastructure, re-
lying on a centralized and distant Cloud platform is simply
not enough.

Recent advances in communication technologies have fa-
cilitated the connectedness in smart transportation compo-
nents such as vehicles, roadside units and other transporta-
tion infrastructure. Along with the Internet of Things direc-
tion where there are more and more physical things being
connected to the Internet, this connectedness in transporta-
tion infrastructure is going to pave the way for new VANET's
applications. Thus, investigation into application models
and programming abstractions for Smart Transportation ap-
plications is an important research direction.

Wihile it is generally agreed that VANET applications can
be classified into: comfort applications, road traffic manage-
ment, traffic coordination and public safety [24], all these
classes center around the communication between vehicles
to vehicles (V2V) and vehicles to infrastructure (V2I) with
end users being the focus in the application logic. We con-
sider in our work a new class of VANET applications called
Smart Transportation applications that leverages both vehi-
cles data and data and computing resources from the trans-
portation infrastructure to help in the decision making pro-
cess. For example, transportation infrastructure such as
camera network and roadside units can help autonomous ve-
hicles to navigate their way around. This application does
not necessarily involve end users as an integral part of the
logic however it does take into account the participation of



the vehicles in an autonomous manner. There might be over-
lapping characteristics when comparing with other classes of
VANET applications however, the presence of Fog Comput-
ing model with distributed and heterogeneous computing in-
frastructure and autonomous vehicles raises new challenges
that ordinary VANET applications have not met.

In this work, we look at the process of developing Smart
Transportation applications from the developers point of
view, which is a top down approach in compare to a bottom
up approach where advance technologies in communication
are exploited in realizing particular applications. In this
manner, application models - which represent how Smart
Transportation applications are composed and programming
abstractions - which support developers in the development
process are important and of interested. In general, Smart
Transportation applications can be seen as Distributed Sys-
tem applications as the VANET infrastructure consists of
distributed devices that are capable of carrying computing
resources, e.g road-side units, lamp posts, base station, etc.
Existing models and techniques in building Distributed Sys-
tem applications such as message-passing and data-sharing
models can be applied, however the challenges in Smart
Transportation applications lie in the dynamic nature of ve-
hicles and the heterogeneity of the infrastructure.

Therefore, we argue that developing Smart Transporta-
tion applications following a Fog Computing model is not
straightforward and is a problem worth exploring. This pa-
per aims at providing an overview of requirements of an ap-
plication model for Smart Transportation applications. We
introduce some existing programming models for this class
of applications and open some research directions that are
important to achieve the Fog-based Smart Transportation
vision.

This paper is organized into 6 sections. In section II we de-
scribe the development of Smart Transportation application
based on Fog Computing model, we revisit the motivation of
Fog Computing and how Fog Computing model is applied in
building Smart Transportation applications. Section III dis-
cusses about the requirements that a Smart Transportation
application platform needs to support in order to make it
accessible and usable for general developers. Section IV ad-
dresses the challenges that we found crucial in building such
an application platform for Smart Transportation systems.
Section V reviews the state of the arts in employing Cloud
and Fog Computing model as well as available application
models and programming abstractions for Fog-based Smart
Transportation applications. Finally, section VI concludes
our paper.

2. DEVELOPING FOG-BASED SMART TRANS-

PORTATION APPLICATIONS
2.1 Fog Computing Model

Centralized Computing such as Cloud Computing has been
used extensively to support and deliver VANET's and Trans-
portation application in general. However, the exponentially
increasing number of connected vehicles poses a great chal-
lenge on the Cloud and networking infrastructure in trans-
ferring and processing transportation related data such as
CCTYV streams or road sensory data. Due to the latency-
sensitivity and the high volume nature of transportation
data, many applications in this area also require a distributed
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Figure 1: Fog Computing in today’s Internet

data processing model rather than a centralized one [13]. For
example, driving in urban area usually requires the driver
to make decision quickly, such as whether or not to change
lane, change route to avoid traffic jam, or to slow down for
a parking spot. In order to aid the driver on the decision
making process, an application needs to gather many related
data such as location, speed of drivers, traffic flow or acci-
dent events. It also needs to process those data and react
in a real-time manner. This scenario raises a challenge for
the Cloud infrastructure in fulfilling the requirements as it
has to collect and process a high volume of data in a short
amount of time. Having a distributed data processing in-
frastructure greatly reduces this burden of the Cloud while
still achieves the latency-sensitivity requirement.

In an effort to address such shortcomings of the Cloud for
the transportation system, researchers have proposed Fog
computing [2]. The general idea of Fog Computing is de-
picted in Fig. 1. Unlike Cloud based resource utilization,
the Fog computing paradigm leverages the computing, stor-
age and network resources within and at the edge of the
network to augment the capabilities of the Cloud. These
processing elements, running on a variety of devices such as
network gateways, edge devices etc. provide a mechanism to
move processing closer to the network edge. By distributing
computing resources closer to users and things, the Fog com-
puting model can be a better choice for building distributed
applications [30] [11], especially for latency sensitive appli-
cations such as Smart Transportation applications [26] [8].

2.2 Fog-based Smart Transportation Applica-
tions

There have been several researches that discuss the suit-
ability of Fog Computing model in VANETSs [19]. In the

original Fog Computing work [2], the authors identified VANETSs

applications as one of the main application domains where
Fog Computing model shows the best fit. This is particu-
larly true following the recent advancements in communi-
cation technologies that allow vehicles and infrastructure to
be fully connected to the Internet. In Fog Computing, com-
puting resources at or near the network edge are exploited
to deliver latency sensitive applications. This compliments
the Cloud Computing in processing tightly coupled sense-
actuate loops such as traffic lights control, while the Cloud
infrastructure can be used to process data for long-term pur-
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Figure 2: Fog-based Smart Transportation Systems
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Figure 3: Sample model for Smart Transportation
Application

poses such as history analysis or building data models.

While this being promising, there are few researches that
explore the development process of a Fog-based Smart Trans-
portation application or a Fog-based VANETS applications
from the developers’ point of view. Following this top-down
approach, we look at the process of software creation where
we explore existing application models and programming ab-
stractions that are available to developers. We also look at
how realistic it is to transition from such models and abstrac-
tions to real world deployment and what platform supports
are required.

Based on Fog Computing model, transportation author-
ities can exploit existing computing infrastructure in the
edge or access network to deliver latency sensitive appli-
cations. Fig. 2 illustrates how Fog Computing model is ap-
plied to Smart Transportation systems where roadside units
and transportation infrastructure can involve in the compu-
tation process of an application. Meanwhile mobile vehicles
can represent the Edge nodes in the network architecture.
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There are generally two areas where the development of
Smart Transportation applications take place: 1) choos-
ing an application model and programming abstract and 2)
which platform supports are required to deploy such appli-
cations. In section 3 we discuss these processes in detail,
from the requirements for a Smart Transportation applica-
tion platform to some example applications. Here we give
some example applications that can benefit from a Fog-based
Smart Transportation system.

2.3 Example Applications

A typical example for Fog-based Smart Transportation
applications would be adaptive traffic lights coordination.
That is, smart traffic lights should be able to adapt them-
selves to the real-time traffic circumstances within a par-
ticular area. As with the low latency requirement discussed
above, the reaction time for one or several smart traffic lights
is so short so that it’s virtually impossible to offload all the
application execution to a distant Cloud. Therefore, such
traffic lights should be programmed in a way that they au-
tonomously cooperate with each other and with all the lo-
cally available computing resources such as roadside units
to coordinate their operations.

Another example of Fog-based Smart Transportation ap-
plications is the one found in [13], but with a slightly ad-
vancement. In [13], the authors discussed a vehicular search
application where CCTVs network in a transportation in-
frastructure can be used to search for a suspect driving in
a vehicle. We suggest that a more advanced version of the
same application can also be realized using a crowd-sourced
network of dash cams mounted on moving vehicles. In [13],
the authors proposed a programming model where an appli-
cation can be distributed onto a wide range of devices such
as CCTV camera, roadside units and the alike. Images from
CCTVs are sent to nearby or local computing resources such
as a roadside unit to recognize the vehicle in the frame. If
the recognition is not successful, the computing unit could
issue a Pan-Tilt-Zoom command for the camera to specifi-
cally look to a region to get a better image of the suspected
car.

In both examples, it is perceived that Smart Transporta-
tion applications usually work with stream of data from
physical environment. For example, the presence of an emer-
gency vehicle is calculated based on its GPS data or its siren
sounds; the plate number is calculated from a stream of im-
age frames from vehicles’ dash cams. This is fundamentally
different with end users-facing VANET applications where
the applications mainly work with service requests from the
users. Fig. 3 shows this important application model of
Smart Transportation system where the collecting, process-
ing and disseminating of data flows between entities are of
paramount important.

These example applications show that there is a need for a
software architecture that operates well in Fog-based Smart
Transportation systems that is easy and accessible to gen-
eral application developers. In the next section, we ad-
dress the requirements of such a software architecture for
Smart Transportation applications. The requirements are
perceived from our experiences in analyzing Smart Trans-
portation applications as well as from the literature research.



3. SMART TRANSPORTATION APPLICA-
TIONS REQUIREMENTS

3.1 Requirements in application models and
programming abstractions

3.1.1 Modular and Reusable

Smart Transportation applications are usually large and
complex as it involves heterogeneous devices with many types
of data that need a various set of processing algorithms. This
characteristic requires an application platform that is mod-
ular and flexible so that applications can be incrementally
deployed while partial failures do not affect the whole sys-
tems. Modular design also allow different data processing
algorithms to built and plugged into the system with min-
imal effort. This is important due to the variety of data
streams generated in a Smart Transportation application.
Thus the application development process can be done in
two independent stages, developing individual modules and
developing module interconnection logics. The earlier can
be done by component or module providers while the later
can be done by Smart Transportation developers.

3.1.2  Scalable

Smart Transportation applications need to be able to work
with a large number of vehicles and distributed computing
infrastructure so that the supporting platform is required to
be scalable. Cloud Computing is a scalable infrastructure
however, due to the large amount of real-time data gener-
ated by the environment, it might not able to meet the Smart
Transportation applications’ requirement w.r.t the low la-
tency requirement. An example is the use of CCTV cam-
era network in searching for vehicles using vision processing
algorithms as discussed in [13]. In this work, the authors
raised the need for a scalable application framework that
can handle vision processing of large scale CCTV camera
network in a city’s transportation infrastructure. While the
authors proposed a dynamic scaling solution by merging and
spliting Fog processes based on the load, the components
involved (the CCTV camera network) is rather fixed. We
envision that a more flexible infrastructure where computa-
tion resources in dynamic objects such as moving vehicles
can also participate in the application.

3.1.3 Context-aware

Since the vehicles and the computing infrastructures are
mobile and distributed in large physical areas, Fog-based
Smart Transportation applications tend to have logic that
involves the vehiclesaAZ physical locations [13] or more gen-
erally the device’s physical context. Thus, it should be nec-
essary that context information be exposed to developers so
that they can build context-aware applications. Context-
aware or mobility-aware requirements have been introduced
in some researches into WSN, especially the case of mobile
sensor nodes such as to monitor the activities of wild an-
imals [21]. Some researches also proposed the mobility of
sensor sinks where the data sink in a WSN can move [27].
Nonetheless, the exploration in these areas is not common
in WSN research and it usually focuses on the communica-
tion issue when dealing with mobility requirement, rather
than issues on the application layer [23], such as application
models and programming abstractions.
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3.1.4 High Level Abstraction

Due to the high level of heterogeneity and the large num-
ber of devices in a Smart Transportation application, de-
veloping Fog-based Smart Transportation applications often
requires a very high level of abstraction of how the hetero-
geneous computations are described, coordinated or interact
with one another. That is, in such environment, an appli-
cation model that demands developers to explicitly specify
which device (e.g there needs a deviceaAZs IP address in
the code) are involved in the logic is not suitable. In an-
other word, an application should not deal with a particular
vehicle by its identification. Instead, the model should al-
low it to work with a pool of many vehicles at once. For
example, such a programming abstraction should be able to
describe the following need: ”get the speed of all the car in
this location”.

3.2 Requirements in platform supports

3.2.1 Support Low Latency Characteristic

Vehicles on the road usually drive with a speed up to 60
km/h in urban setting and over 100 km/h on highways. If we
take an example of an autonomous traffic light that reacts
to a coming emergency vehicle. If the vehicle is approaching
the traffic light at the distance of 100m and the speed of 60
km/h, assuming yellow light takes 5s to turn into red, the
react time required for the traffic light to switch once the
vehicle is nearby is roughly 1 second. Although there are
many techniques proposed for such an application such as
using radio frequency to control the traffic light, we consider
in this research an "IoT-style” solution where devices such
as vehicles and infrastructure are connected to the Internet
and be controlled via the Internet. If Cloud Computing is
used to coordinate such application, the round trip time of
a network packet alone to reach the Cloud and back already
takes around 500ms-1s over wireless settings such as LTE.
Therefore, the low latency characteristic of Smart Trans-
portation applications put a requirement on the application
framework, especially the communication network and the
coordination of communication among components.

3.2.2  Decentralized Computation

In Smart Transportation applications, decentralized exe-
cution or programming in the large [6] model is preferable
[2]. This is because the applications usually operate over
a large number of heterogeneous and dynamic components
such as mobile vehicles or roadside units. A centralized ap-
plication has to implement all sorts of conditions and excep-
tion handling to deal with such heterogeneity and dynamic
nature. Rather than that, it is more scalable if the applica-
tion can be developed in a modular way with components
being distributed to the devices. In this way, those devices
can autonomously cooperate with one another to fulfill the
applicationéAZs need following a choreography model [5].
In addition, the decentralized approach can leverage com-
puting resources of the transportation infrastructure for the
execution of the application instead of relying on a distant
Cloud in order to fulfill the latency requirement of the ap-
plication.

3.2.3 Dataflow-based communication

Smart Transportation applications can be seen as Dis-
tributed Systems applications in general where participat-



ing devices and computing resources communicate with one
another via message passing or data sharing model. How-
ever, unlike the conventional Distributed Systems program-
ming, in Smart Transportation, the communication model
is more like the exchanging of data flows rather than ex-
changing of request-response messages. That is, in request-
response messaging model, a response is always expected by
the sender, either synchronously or asynchronously while in
data flow model, the messages tend to flow in unidirectional
streams. There could be two unidirectional streams flowing
between two entities to represent a two way communication
channel, however, there is no waiting of response in either
way. In a preliminary work [10], we found that dataflow
model is a natural fit for Fog-based applications because of
the focus on the need to process a large number of data
streams generated from many devices.

4. RESEARCH CHALLENGES

Fog-based Smart Transportation Applications are Distributed

System Applications in nature. However, Smart Transporta-
tion Systems are much more complicated than a large class
of Distributed Systems. Among many difficulties, hetero-
geneity, dynamic nature and large scale deployment seem to
be the unique characteristics of a Smart Transportation sys-
tem. In this section we discuss these unique characteristics
of a Smart Transportation system and raise the challenges
that are difficult to solve using existing approaches.

4.1 Heterogeneity in Smart Transportation sys-

tems

In researches into WSN and IoT, heterogeneity has been
observed as the different among devices with regard their
communication protocols or their sensing capability [10].
The authors argued that there exists another dimension of
heterogeneity that represents the different in computing ca-
pability of devices when looking from a Fog Computing per-
spective. This is a valid concern since Smart Transportation
systems often consist of many different types of devices with
different computing capabilities such as roadside units, lamp
posts or even vehicles on the road. Thus, Smart Transporta-
tion applications need to be aware of the underlying hetero-
geneous computing platforms as they operate.

4.2 Dynamic nature of Smart Transportation
systems

Worse than the heterogeneity, the capabilities and con-
text of devices in a Smart Transportation system can be
changed over time (e.g varying CPU usage levels, moving
vehicles). This highly dynamic nature requires the applica-
tion execution to be able to recognize the changes and adapt
to the changes. There is usually a trade-off between exe-
cuting the adaptation in system-wide level and application-
specific level. The earlier direction is more difficult to im-
plement and the software architecture might get too com-
lex to be maintainable and/or portable. The later direc-
tion puts heavy burden on the developers, making the ap-
plication codes complicated and error prone. Thus, finding
the balance between these approaches remains a challenging
task and will promise a very flexible execution platform and
meaningful applications.
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4.3 Large scale coordination of Smart Trans-
portation System

Smart Transportation systems can consist of thousands
of entities such as roadside units, street sensors or lamp
posts, which are capable of providing computing resources.
These entities are scattered widely over a large physical area
such as a whole city. Thus, a Smart Transportation appli-
cation while being distributed to such complex systems, has
to monitor and control a huge number of devices. The com-
plexity of such system suggests that simple programming
techniques are simply insufficient to build the applications.
Large scale characteristic of Smart Transportation systems
has been addressed in many researches in WSN, however
Smart Transportation systems usually do not inherit a com-
mon routing layer as found in most WSN, making the coor-
dination among components difficult to realize.

S. STATE OF THE ARTS

While there are abundant researches that explore the promis-
ing of VANETS applications, most of these works centered
around the experience of drivers, such as vehicular social net-
work [14], public safety, crowd-sourced parking [4] or opti-
mal driving routes; based on the lower layers such as routing
and medium access control to deliver the application model;
or limited at proposing the possible application scenarios.
Application architectures that leverage the transportation
infrastructure and vehicular data exist, but most of them
exploit the Cloud Computing infrastructure so that the de-
veloped applications are executed in the Cloud while data
are collected from the vehicles networks, such as ones found
in [32, 15]. The extensive researches on the communication
aspect of vehicular networks naturally lead to the bottom
up approach in developing applications; however in our per-
spective, a common accessible application models and pro-
gramming abstractions should be generally available for a
typical developer to able to use.

5.1 Available application models and program-
ming abstractions

Agent-based application model has been argued to be very
suited for the domain of traffic and transportation systems
due to their distributed nature [3]. Thus, there was a large
body of researches that employ Agents in building applica-
tions in this domain [20]. Agents’ execution is carried out
by a distributed software platform called agent systems [3].
To allow Agents from different vendors to communicate with
one another, researchers focused on the implementation of
Agents that comply to FIPA standard * in regulating Agent-
based technologies.

Due to the mobility of vehicles in VANETSs, Mobile-Agent
programming model is also used to develop applications [29]
where Agents autonomously migrate from places to places
while carrying with them data and computation processes.
The authors in [17] proposed a Mobile Agent-based program-
ming model for building vehicular social network applica-
tion.

Beside Agents-based technology, The authors in [25] pro-
posed a middleware layer that is build upon OSGi specifi-
cation for dealing with the dynamic nature of VANET com-
ponents. The applications is developed and executed in a

"http://www.fipa.org/



centralized computing infrastructure where data from ve-
hicular and street sensors are collected by the middleware
services. OSGi specification is relied on to create modular
and evolving software stack for VANET applications.

Mobile Fog [13] is another effort in proposing a program-
ming model for transportation application. Mobile Fog fo-
cused on application development in Fog-based Smart Trans-
portation environment where components in Edge network
such as vehicles or near Edge network such as Access net-
work participate in the computation infrastructure.

5.2 Vehicular Cloud Models

The authors in [18] recommends a taxonomy of Cloud-
based Vehicular Architecture including Vehicular Cloud where
Vehicles themselves form a group of computing resources
that can be rented out, Vehicles using Cloud where central-
ized Cloud infrastructure is used by vehicles and a Hybrid
Cloud that combines these two. According to this taxon-
omy, current research into Intelligent Transportation Sys-
tems (ITS) is generally focused around exploiting resources
from either vehicles or centralized computing infrastructure
or both [7], thus following the Hybrid Cloud scheme. Smart
Transport application architecture in our vision is more re-
lated to the Hybrid Cloud scheme, however, the Cloud re-
sources are provided by both the transportation infrastruc-
ture and the traditional Cloud resources, forming a Fog
Computing environment.

The authors in [12] proposed a vehicular computing in-
frastructure that follow the Hybrid Cloud model where a
temporary Cloud formed by utilizing resources from vehi-
cles compliments the traditional centralized Cloud resources.
This approach has been embraced by several researches such
as ones found in [1] and [28]. Hybrid Vehicular Cloud can
be seen as the combination of Edge Computing infrastruc-
ture where vehicles operate and Cloud Computing. In this
paper we argue that there exists another class of vehicu-
lar computing infrastructure that involves transportation in-
frastructure as well, these include but not limited to road-
side units, communication base station and any resources
between the Cloud and the Edge.

The author in [31] proposed an architecture called Au-
toNomos that signifies the importance of a decentralized
data processing model in building scalable VANET appli-
cations. Applications are realized by aggregating and corre-
lating ”data items” from nearby cars together, thus forming
a "Hovering Data Cloud” (HDC) where vehicles outside of
a HDC can be informed by the aggregated and calculated
data generated by a HDC.

The author in [9] proposed a Vehicular Fog architecture
where Vehicular Contents which include vehicle-contributed
sensory data and computing resources are used to deliver
applications and services. The architecture has shown the
important of Fog-based Vehicular Network in supporting au-
tonomous vehicles due to the short networking delay and
efficient content dissemination.

RT-STEAM [22] is a real-time decentralized event-based
approach that aims at solving the real-time requirement of
many VANET applications, such as dynamic traffic light
coordination. RT-STEAM works based on the observation
that event consumers are more likely interested in receiving
the events from only the nearby producers. So event prop-
agation could be done in a short proximity where QoS con-
straints are guaranteed. However, the work used a medium

96

access control protocol in implementing the communication
in a multi-hop ad-hoc network and the application model,
therefore it does not proposed a programming abstraction
that can be easily used by application developers.

6. CONCLUSIONS AND FUTURE DIREC-
TION

In this paper, we raised the need for more research efforts
to be made in order to build and deploy a class of transporta-
tion applications that is widely distributed, following a Fog
Computing model. It is perceived that while researches in
Smart Transportation and VANETSs in general usually fo-
cus on communication and architecture aspect, application
models and programming abstractions do not receive much
attention. This might due to the fact that the communica-
tion infrastructure for VANETSs has not been realized sig-
nificantly in real world. Nonetheless, with the advances in
technologies in recent years, especially with the Internet of
Things vision that is about to take off, crucial challenges
in developing Smart Transportation applications should be
well addressed.

To realize this future, several research directions are of
interesting and necessary. Based on the challenges we ad-
dressed, it is obvious that large-scale coordination will be an
interesting topic to be explored. For example, out of hun-
dreds of vehicles passing by a street, an application might
want to selectively collect data from or communicate with
several ones that are available. Another application might
want to coordinate a collection of traffic lights in a wide
region in order to reroute the traffic. These scenarios re-
quire coordination of vehicles at large, which is a difficult
task provided the dynamic nature and heterogeneity of par-
ticipating vehicles. Applications deployment is another in-
teresting aspect where it could be tricky to deploy a Smart
Transportation application onto a widely distributed com-
puting infrastructure. When it comes to mobile vehicles
that host the computing resources, context-aware adapta-
tion techniques are also important. This is because a signif-
icant part of Smart Transportation data comes from physical
sources such as local flow speed of a street. When a vehicle
moves around its running processes should be able to tell the
physical context it’s operating on to make correct decision.

In a nutshell, adequate researches into development of
Smart Transportation applications will boost the capabil-
ity of current transportation infrastructure and open new
valuable applications and services with hard real-time re-
quirements.
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