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Abstract—In this paper, a geometry-based image retrieval system is developed for multiobject images. We model both shape and topology of image objects using a structured representation called curvature tree (CT). The hierarchy of the CT reflects the inclusion relationships between the image objects. To facilitate shape-based matching, triangle-area representation (TAR) of each object is stored at the corresponding node in the CT. The similarity between two multiobject images is measured based on the maximum similarity subtree isomorphism (MSSI) between their CTs. For this purpose, we adopt a recursive algorithm to solve the MSSI problem and a very effective dynamic programming algorithm to measure the similarity between the attributed nodes. Our matching scheme agrees with many recent findings in psychology about the human perception of multioject images. Experiments on a database of 13,500 real and synthesized medical images and the MPEG-7 CE-1 database of 1,400 shape images have shown the effectiveness of the proposed method.
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1 INTRODUCTION

The retrieval of images from image databases using generic image features such as shape has become increasingly important due to the rapid advances in imaging technologies. In large image databases, textual annotation of images becomes impractical and inefficient for image description and retrieval. Thus, content-based image retrieval (CBIR) has received considerable attention in recent years from researchers in various fields [40], [45]. For comparing images, CBIR uses generic image features that are traditionally either intensity based (color and texture) or geometry based (shape and topology). Many systems have been proposed for CBIR; among the most popular ones are QBIC from IBM [14], Virage [3], and Photobook from MIT [35]. Geometry-based image retrieval is generally less developed than the intensity-based retrieval; for example, the QBIC system is more successful in the intensity-based than in the geometry-based search [44].

In this paper, a structural representation, called the Curvature tree (CT), is introduced as a tool for multioject image representation and matching. Our aim is to provide a unified framework for geometry-based image retrieval that includes the shape and topology of objects and holes composing an image. More specifically, the CT is a hierarchical data structure that reflects the inclusion relationships among objects and holes. It consists of nodes and edges, where each node stores shape descriptor of the closed boundary corresponding to an object or hole. For measuring the similarity between two multiobject images, their CTs are matched based on the notion of maximum similarity subtree isomorphism (MSSI). This matching scheme is highly desirable since it handles both shape and topology at once. More importantly, our matching scheme comes in accordance with many recent findings from the visual cognition community about comparing multioject images (see Section 3). The performance of the proposed approach is evaluated using a database of 13,500 real and synthesized medical images and the MPEG-7 CE-1 database of 1,400 silhouettes.

The main contribution of the work presented in this paper is achieving higher retrieval accuracy than all published methods based on the MPEG-7 CE-1 shape retrieval test and the medical image retrieval test in [36]. In addition, our matching scheme agrees with recent findings in psychology about the human perception of multioject images. The rest of the paper is organized as follows: Section 2 reviews the related work in the literature. Then, a review of recent psychological findings is presented in Section 3. The CT is introduced in Section 4; Section 5 explains the matching algorithm followed by comments on the computational complexity in Section 6. Section 7 presents experimental results, and finally, we conclude our work in Section 8.

2 RELATED WORK

Geometry-based image retrieval has received considerable attention from researchers in many areas in the past few decades. One of the earliest attempts in this field is based on image features extracted from the whole image, i.e., global features, such as invariant moments [17], Zernike moments [19], [21], geometric features [13], combination of invariant moments and edge directions histograms [18], and the angular radial transform (ART) descriptor [20], which is the MPEG-7 region-based shape descriptor. While the global features have the advantages of being compact and efficient for matching, local information and spatial configuration of...
image objects are lost. To overcome this problem, another class of methods extracts features for individual objects and then combines these features into a single distance measure for matching. In [34], a binary image is decomposed into a set of closed contours, where each contour is represented as a chain code. To measure the similarity between two images, the distances between each contour in one image and all contours in the other are computed using a string matching technique. Then, a weighted sum of the average and maximum of these distances constitutes the final similarity. Another approach was suggested in [41] using global feature vectors of regions of connected components. Here, the similarity function is the average of the pairwise similarities between each region in one image, and the closest region in the other, which allows many-to-one matching between the regions in the two images. In an attempt to ensure a one-to-one matching, Eakins et al. [10], [11] suggested a predefined ordering of the image objects based on their sizes and positions prior to the matching. Then, the overall distance is a weighted sum of the distances between global image features as well as object-based features following the predefined ordering in matching the objects. While these methods overcome some of the limitations of the global methods by including the contribution of each object in the final similarity function, they still ignore the topological structure of the image and do not account for the unmatched objects in the similarity measure.

A recent class of the geometry-based image retrieval approaches focuses on the spatial relationships between image objects in measuring the similarity [7], [12], [15]. Basically, spatial methods work on symbolic images, which limits their use in fully automated systems. Although these methods have many application domains such as geographical information systems (GIS), spatial methods ignore the shape information. In [4], a graph structure, called concavity graph, represents multiobject images using individual objects and their spatial relationships; however, matching concavity graphs is still an open problem. One of the most successful methods for the spatial image retrieval is based on the attributed relational graph (ARG) [36], [38]. The ARG is a fully connected graph, where nodes represent objects or regions of an image, and edges reflect spatial relationships between the objects. In [36], two ARG-matching methods were applied. The first is a graph edit distance, which is the cost of the least-cost sequence of edit operations on the nodes and the edges that transforms one ARG to the other. The other method formulates the ARG matching as a bipartite matching problem between two sets of nodes and uses the Hungarian method to solve it. The ARG method outperformed the 2D strings method [8] in terms of retrieval accuracy; however, the latter has less computational complexity.

For 2D shape matching, a huge number of approaches has been reported in the literature [24], [47]. One of the most well-researched closed-contour shape representations is the curvature scale space (CSS) method proposed by Mokhtarian et al. [27], [28], which has been recommended by the MPEG-7 community as the standard for boundary-based shape description [32]. In this method, the zero-crossings of the boundary points’ curvature function are located at different scales (by gradually smoothing the boundary using a Gaussian kernel until the boundary becomes totally convex). The result is a binary image, called CSS image, that shows the end-points of the concave segments along the contour (the horizontal axis) at each scale level (the vertical axis). For matching, only the maxima of the CSS image contours are used. Adamek and O’Connor proposed a very effective representation that makes use of both concavities and convexities of all contour points [1]. It is called multiscale convexity concavity (MCC) representation, where different scales are obtained by smoothing the boundary with Gaussian kernels of different widths. Then, the curvature of each boundary point is measured based on the relative displacement of a contour point with respect to its position in the preceding scale level. Afterward, the matching is done using a dynamic programming (DP) approach. Belongie et al. [5] developed a very efficient shape descriptor called shape context (SC). In this descriptor, a histogram is attached to each boundary point describing the relative distribution of the remaining points to that point. The matching is then formulated as finding the correspondence in a point-by-point manner. Another recent method was proposed by Ling and Jacobs [23]. The inner-distance (ID), which is the length of the shortest path between two boundary points within the shape boundary, was derived to be invariant to shape articulation. In order to apply the inner distance for shape matching and retrieval, the authors extended the SC method [5] using this distance and called it IDSC. Then, DP is used for matching shapes after calculating the IDSC distances.

In this paper, a geometry-based image retrieval method is proposed for multiobject images and is applied to retrieving medical images. Our matching scheme captures both shape and topology of the image objects efficiently. The matching strategy agrees with recent findings in psychology about the human perception of multiobject images.

3 IMAGE COMPARISON IN PSYCHOLOGY

Advances in signal processing and applied mathematics have enabled researchers to develop sophisticated techniques to analyze the geometric content of images. Although such methods are effective in capturing low-level image features, the gap between these low-level features and high-level semantics is still wide [9]. Humans perform image comparisons efficiently and effortlessly; however, it is not the case for machines. In the following, we review recent studies in the psychological literature about how humans perceive and compare multiobject images. This is particularly important in developing computational models that satisfy the user requirements in retrieving similar images.

Gestalt theory suggests four principles known as Gestalt principles of perception [42] that include proximity, size, and shape similarity, continuity, and closure. Although the mechanisms behind these principles are still unclear, they provide a strong evidence that humans do not perceive a multiobject image as purely the sum of the individual objects, which also has been noted by Lowe [25]. Biederman [6] concluded that different arrangements of the same objects of an image can easily lead to a completely different perceived image.

According to our literature review in visual cognition, the most relevant work to multiobject image representation and matching is due to Markman and Gentner [26], which provides more details about the comparison process in the human cognition system. They concluded that carrying out similarity comparisons involves structured representations and such comparisons work to align these structures. In addition, the similarity comparison possesses the following characteristics:

2. A symbolic image is a logical representation of the original image, where the image objects are uniquely labeled with symbolic names.
- **Consistency.** The similarity comparison is constrained by a one-to-one correspondence, that is, each element in one representation can be matched to at most one element in the other representation.
- **Systematicity.** The similarity comparison is driven by a search for correspondence that preserves connections between the representation elements. In other words, matching connected elements is preferred over matching isolated elements. In relation with our work, the connectivity refers to the object level, i.e., the topological relations between objects and holes, and does not refer to the pixel connectivity.
- **Subjectivity.** Different people might generate different interpretations of the similarity between the same images, so as the same person does at different times. This property justifies the difficulty in evaluating content-based image retrieval systems.

As explained in the rest of this paper, these findings constitute the main motivations for the proposed similarity function between two multiobject images.

## 4 CURVATURE TREES

The curvature tree (CT) is a structured representation of a multiobject binary image that describes both shape and topology of objects\(^3\) and holes comprising the image. Formally, the CT is a rooted, directed, unordered, and acyclic graph \(T = (V, E)\), where \(V\) is a set of nodes, and \(E\) is a set of edges. The CT has a single root node at level 0 representing the background, the external contours of the primary objects are stored at the first-level nodes, and the contours of possible holes are at the second-level nodes, and so on. Therefore, the tree hierarchy reflects the inclusion relationships between the objects and holes. To facilitate shape-based matching, the triangle-area representation (TAR) of each closed boundary of an object or hole is stored at the corresponding node (Section 4.1). Fig. 1 shows an illustrative example of the CT of a simple multiobject image.

Many researchers have suggested different tree representations for gray-scale images. For example, Salembier and Garrido [39] proposed a binary partition tree (BPT), where initial image partitions are merged following a sequential pairwise fashion. Therefore, the BPT hierarchy reflects the merging sequence, and the topological relationships between the regions cannot be easily identified. In another work, Monasse and Guichard [29], [30] proposed a tree representation of gray-scale images that employs a region-growing algorithm to detect connected components and then organizes them based on their inclusion relationships. In fact, our CT exhibits the same structure as the inclusion tree in [29] for binary images. However, the CT differs in the stored information in the nodes and its application to measure the similarity between images. In the following, TAR is introduced.

### 4.1 Triangle-Area Representation (TAR)

The shape of each object and hole is represented using the areas of the triangles formed by the boundary points and then stored at the corresponding node to facilitate measuring the similarity based on shape. TAR is invariant to position, scale, and rotation, robust against noise and moderate amounts of deformations, and computationally efficient [2]. In the following, the TAR of an arbitrary closed boundary is briefly explained.

After extracting the boundary points, separated parameterized contour sequences \(x(n)\) and \(y(n)\) are obtained and resampled to \(N\) points. Then, the curvature of each point is measured as follows: For each three consecutive points \((x_{n-t_s}, y_{n-t_s})\), \((x_n, y_n)\), and \((x_{n+t_s}, y_{n+t_s})\), where \(n \in [1, N]\) and \(t_s \in [1, T_s]\) is the triangle side length. The signed area of the triangle formed by these points is given by

\[
TAR(n, t_s) = \frac{1}{2} \det \begin{bmatrix} x_{n-t_s} & y_{n-t_s} & 1 \\ x_n & y_n & 1 \\ x_{n+t_s} & y_{n+t_s} & 1 \end{bmatrix},
\]

where \(\det\) is the matrix determinant. When the contour is traversed in counter clockwise direction, positive, negative, and zero values of \(TAR\) mean convex, concave, and straight-line points, respectively. Fig. 2 demonstrates these three types of the triangle area. The triangles at the edge points are formed by considering the periodicity of the closed boundary. By increasing \(t_s\), i.e., considering farther points, the function of (1) represents longer (more global) variations along the boundary. Note that (1) exhibits an odd symmetry with inflection at \(t_s = \frac{N}{2}\), i.e., \(TAR(n, \frac{N}{2}) = 0\), when \(N\) is even. Thus, \(T_s\) is chosen to be equal to \(\frac{N}{2} - 1\). Note also that TAR values are high at large \(t_s\); therefore, the TAR signatures are normalized by dividing the TAR of all points at each \(t_s\) on the maximum TAR value at that \(t_s\). This normalization ensures equal contribution of the TAR signatures at all triangle side lengths. Fig. 3 shows the TAR of the Misk shape.

---

3. In the context of this paper, an object (hole) is a connected set of foreground (background) pixels.
5 Presented Tree Matching

The main aim is to measure the similarity between two multiobject images using their CTs. As discussed in Section 2, interesting recent findings in psychology strongly suggest that such similarity should follow a one-to-one correspondence between structured representations of the two images [26]. Therefore, we propose a similarity function based on the MSSi between the two CTs. This matching scheme is desirable since it allows matching whole or part of one image with whole or part of the other image. In the following, an exact algorithm is introduced to solve the maximum similarity subtree isomorphism problem.

5.1 Notations and Definitions

We first introduce some graph theoretic notations and definitions. More details can be found in the graph theory literature such as [16]. An attributed graph is a triple \( G = (V, E, \delta) \), where \( V \) is the set of nodes, \( E \) is the set of edges, and \( \delta \) is a function that assigns attributes \( \delta(u) \) to each node \( u \in V \). The order of \( G \) is the number of nodes, and its size is the number of edges. Two nodes \( u, v \in V \) are said to be adjacent, denoted by \( u \sim v \), if they are connected by an edge. A path is a sequence of distinct nodes \( u_0; u_1 \ldots u_N \) such that \( u_{i-1} \sim u_i \), for \( i = 1 \ldots N \). If \( u_0 = u_N \), the path is called a cycle. A graph is said to be connected if there is a path between any two nodes.

A tree is a connected graph with no cycles. An attributed tree has attributes stored at its nodes. A weighted tree is the one with weights assigned to its edges. A rooted tree has a distinguished node called the root. The level of a node \( u \) in a rooted tree, denoted by \( l(u) \), is the length of the path connecting the root node to \( u \). Note that the rooted tree implies a multilevel organization of the tree nodes. Moreover, if \( u \sim v \) and \( l(u) = l(v) + 1 \), then \( u \) is the parent of \( v \), and conversely, \( v \) is a child of \( u \). Note that any node in a rooted tree has exactly one parent node, except the root, whereas a node can have any number of children; a node that does not have any child node is called a leaf. An ordered tree respects the order of the children nodes at any tree level, whereas in an unordered tree, the children nodes do not follow any order.

Let \( T_1 = (V_1, E_1, \delta_1) \) and \( T_2 = (V_2, E_2, \delta_2) \) be two rooted and attributed trees, \( H_1 \subseteq V_1 \) and \( H_2 \subseteq V_2 \). A subtree isomorphism is a one-to-one mapping \( \phi : H_1 \rightarrow H_2 \) that preserves both adjacency and hierarchical relations between the nodes of each subtree. In matching attributed trees, the isomorphism should also pair similar nodes. Let \( \omega(\delta_1(u), \delta_2(v)) \) be a similarity function between nodes \( u \in T_1 \) and \( v \in T_2 \) based on their attributes (their TAR signatures in our case). Then, the overall similarity \( \Omega \) between the subtrees \( H_1 \) and \( H_2 \) induced by \( \phi \) can be defined as follows:

\[
\Omega(\phi) = \sum_{u \in H_1} \omega(\delta_1(u), \delta_2(\phi(u))).
\]

The isomorphism \( \phi \) is a maximal similarity subtree isomorphism if there is no other subtree isomorphism \( \phi' : H_1' \rightarrow H_2' \) such that \( H_1 \subseteq H_1' \) and \( \Omega(\phi) < \Omega(\phi') \). It is called maximum similarity subtree isomorphism if \( \Omega(\phi) \) is largest among all possible isomorphisms.

5.2 Solving the MSSi Problem

Here, an exact algorithm for solving the MSSi problem is presented. The algorithm recursively searches for all possible isomorphisms between two trees and selects the one yielding the maximum similarity. Unfortunately, such exhaustive search is computationally expensive; for two trees having \( n \) and \( m \) nodes, respectively, there are \( nm \) possible isomorphisms to be searched between subtrees rooted at each two
nodes in the two trees. However, due to the nonnegative property of the employed similarity function between the attributed nodes (explained in the next subsection), without loss of generality, the search space reduces to \( n + m \) possible isomorphisms. The reason for this reduction is given as follows: Suppose an isomorphism \( \phi(u, v) \) is induced between two subtrees rooted at two arbitrary nonroot nodes \( u \in T_1 \) and \( \bar{v} \in T_2 \), with parent nodes \( u \) and \( v \), respectively. Since the node similarity function is nonnegative, adding \( u \) and \( v \) to the isomorphism \( \phi \) increases its similarity weight or, at least, does not change it, i.e., \( \Omega(\phi(u, v)) \geq \Omega(\phi(u, \bar{v})) \). To achieve maximum similarity, an isomorphism has to include the parent nodes of the subtrees’ root nodes until the root of either tree is included in the isomorphism. Therefore, the MSSI must include at least one of the root nodes of the two trees. In this case, the number of possible isomorphisms, which are candidates for MSSI, reduces to \( n + m \).

Algorithm 1 is a pseudocode of our exact tree matching algorithm. It accepts two CTs as inputs and returns their MSSI along with its weight. The algorithm examines all subtree isomorphisms, between the nodes of the first CT and the root of the other CT, and vice versa, and returns the isomorphism yielding maximum similarity. The main function, ExactMatch, uses the function TreeMatch of Algorithm 2 to find the MSSI between two subtrees rooted at \( u \in T_1 \) and \( v \in T_2 \). TreeMatch initializes the isomorphism with \( u \rightarrow v \) and its weight with \( \omega(u, v) \). If both \( u \) and \( v \) are nonleaf nodes (both have at least a child node), then an optimal assignment procedure assigns the child node(s) of \( u \) to the child node(s) of \( v \) such that the sum of the pairwise similarities is maximum. This assignment problem is known as bipartite matching; for two sets of \( n \) and \( m \) elements and \( n \geq m \), there are \( n!/(n - m)! \) possible mappings between the elements of the two sets \( n! \) is the factorial of \( n \). For this purpose, the Hungarian method is employed, which has a polynomial-time complexity of \( O(nm^2) \) [31,33]. TreeMatch recursively matches the nodes of the subtrees rooted at \( u \) and \( v \) and returns their maximum similarity isomorphism. The recursive call of TreeMatch stops when all children of either \( u \) or \( v \) are leaf nodes. In this case, the pairwise similarities between the children of \( u \) and \( v \) are stored in a similarity matrix \( W \). The rows and columns of \( W \) represent the children of \( u \) and \( v \), respectively. Since the Hungarian procedure works on dissimilarity matrices, each element of \( W \) is subtracted from an upper bound value to obtain the dissimilarity version of \( W \). This upper bound is chosen as the maximum value of \( W \). Note that some children of \( u \) or \( v \) are left unmatched when \( n_u \neq n_v \) (\( W \) is rectangular). Then, the Hungarian procedure returns the assignment that yields the minimum cost, i.e., the minimum sum of pairwise dissimilarities. To obtain the weight of the isomorphism, the cost is subtracted from the upper bound multiplied by the number of dissimilarities of the cost. This algorithm is similar to the algorithm in [43] except that the latter returns only the weight of the maximum isomorphism and does not return the isomorphism itself.

Algorithm 1: Exact tree matching (main algorithm):
\[
\begin{align*}
\phi, \Omega = & \text{ExactMatch}(T_1, T_2) \\
T_1, T_2 \text{ are two CTs to be matched.} \\
\phi \text{ is a MSSI between the two trees.} \\
\Omega \text{ is the total weight of } \phi. \\
n & \Omega = 0 \\
1: & \text{for each node } u_i \in T_1 \text{ do} \\
2: & \text{if } \text{sim} > \Omega \text{ then} \\
3: & \Omega \leftarrow \text{sim} \\
4: & \phi \leftarrow \text{map} \\
5: & \text{end if} \\
6: & \text{end for} \\
7: & \text{for each node } v_j \in T_2 \text{ do} \\
8: & \text{if } sim > \Omega \text{ then} \\
9: & \Omega \leftarrow sim \\
10: & \phi \leftarrow map \\
11: & \text{end if} \\
12: & \text{end for} \\
13: & \text{return } \phi, \Omega \\
\end{align*}
\]

Notation:
- \( n_u \) is the number of children of \( u \).
- \( n_v \) is the number of children of \( v \).
- \( b(u) \) is the TAR signatures of node \( u \).
- \( \omega \) is the similarity function given by (8).
- \( W \) is the similarity matrix between the child nodes of \( u \) and \( v \).
- \( \text{hungarian}(Z) \) is an optimal assignment function that assigns the rows to the columns of the cost matrix \( Z \).

5.3 Dynamic Space Warping

As explained above, the similarity function between two attributed nodes constitutes the kernel of our CT matching algorithm and is measured based on the TARs stored at the nodes (Section 4.1). To this end, we employ a very efficient dynamic programming method called dynamic space warping (DSW). Unlike the euclidean distance, DSW is based on nonrigid alignment between the points of the two boundaries.

Now, we present a brief description of the DSW algorithm in [2] and its adaptation to compute the similarity function between two CT nodes based on their TARs. At first, it is necessary to define the distance between two individual boundary points. Let \( TAR_A(n, t_s) \) and \( TAR_B(m, t_s) \) be the TARs for shapes \( A \) and \( B \), respectively, where \( n \in (1, N) \) is the index of the boundary points, and \( t_s \in (1, T_s) \) is the triangle side length. Then, the distance between the two points \( n \in A \) and \( m \in B \) is defined as

\[
D(n, m) = \frac{1}{T_s} \sum_{t_s=1}^{T_s} \left| TAR_A(n, t_s) - TAR_B(m, t_s) \right|. \tag{3}
\]
Then, an $N \times N$ distance table, $DT$, is constructed to find the optimal correspondence between the points of the two boundaries. The columns of $DT$ represent the points of one boundary, and the rows represent the points of the other. Initially, the elements of $DT$ are set as

$$DT_{initial}(n, m) = \begin{cases} 0 & \text{max}(1, n - w + 1) \leq m \\ \infty & \text{otherwise} \end{cases}, \quad (4)$$

where $n, m \in \{1, N\}$, $w$ is a predefined diagonal width for $DT$ as illustrated in Fig. 4, and $\max(a, b)$ and $\min(a, b)$ are the maximum and minimum values of $a$ and $b$, respectively. Only the elements of $DT$ that fall within $w$ are updated during the DSW search. This initialization of $DT$ avoids computing the distances between all the points of two contours and restricts the distance computation to only those points that are more likely to correspond to each other. Therefore, the computational complexity is largely reduced, while more meaningful correspondences are obtained.

Starting at an arbitrary TAR point for both contours $A$ and $B$, the distance table $DT$ is searched through a predefined diagonal window of width $w$, left-to-right and up-to-bottom, starting from the upper left element, as shown in Fig. 4. The first row and first column elements are initialized as the distance between the corresponding points using (3). Then, the rest of the $w$-diagonal elements of $DT$ are updated as

$$DT(n, m) = D(n, m) + \min\left\{DT(n - 1, m), DT(n - 1, m - 1), DT(n, m - 1)\right\}, \quad (5)$$

where $n, m \in \{1, N\}$.

The least-cost path through the distance table is the value of element $DT(N, N)$, which corresponds to the best matching between the two TAR points, according to the selected starting points. However, it is clear that the established correspondence is sensitive to the starting point of each TAR. In order to achieve starting point (or rotation) invariance, it is sufficient to fix the starting point of one TAR and try all $N$ starting points of the other TAR. Moreover, invariant to the mirror transformation can be obtained by flipping the points of one TAR and repeating the search for the $N$ starting points again. The final least-cost correspondence is taken as the minimum value of $DT(N, N)$ among all $2N$ runs of the DSW table search, denoted by $DT_{min}$.

To further increase the discrimination power of the DSW, shape complexity ($SC$) of each boundary is computed as the average, over all boundary points, of the absolute differences between the maximum and minimum TAR values at all scale levels (or triangle side lengths):

$$SC = \frac{1}{N} \sum_{n=1}^{N} \max_{t \in T} \{TAR(n, t)\} - \min_{t \in T} \{TAR(n, t)\}. \quad (6)$$

Then, the dissimilarity distance between two shapes, $A$ and $B$, is given by

$$D_{ds}(A, B) = \frac{DT_{min}(A, B) + SC_A}{1 + SC_A + SC_B}, \quad (7)$$

where $DT_{min}(A, B)$ is the minimum cost distance between shapes $A$ and $B$, computed using the DSW table search, and $SC_A$ and $SC_B$ are the complexities of shapes $A$ and $B$, respectively.

In this paper, the dissimilarity function of (7) must be normalized within a dynamic range, for instance, between 0 and 1 for two main reasons. First, this normalization allows computing the similarity directly from the dissimilarity distance (by subtracting the latter from its upper bound). The attributed tree matching algorithm described earlier requires a similarity function ($\omega$), whereas (7) is a dissimilarity distance. Second, the distance normalization is essential to facilitate combining the contributions of different single-object shape similarities into one similarity function. Without such normalization, a single similarity value between two shapes in the two multiobject images may dominate the other similarity values just because its magnitude is large. In conclusion, normalizing the shape similarity function ensures equal emphasis of each individual similarity within the overall similarity function of (2).

Here, the function of (7) has a lower bound of 0 (when $A = B$) since it represents a sum of absolute differences; therefore, it is sufficient to impose an upper bound on its value. For this purpose, (7) is divided by $L_{AB}$, the length of the least-cost path through the DSW table (see Fig. 4) to be upper bounded by 1 and then subtracted from 1 to give the shape similarity function $\omega$:

$$\omega(A, B) = 1 - \frac{D_{ds}(A, B)}{2L_{AB}}. \quad (8)$$

6 Computational Complexity

The complexity of each of the representation and the matching stage is evaluated separately. It should be noted that the complexity of the matching stage is more critical since the representation of the database images can be computed prior to the time of matching, whereas the matching usually takes place between the query image and most (if not all) of the database images at the time of retrieval.

The CT of a multiobject image of $n$ shapes has $n$ nodes; therefore, the order of the CT grows linearly with the
number of objects and holes in the image. The TAR of each shape requires calculating the triangle area, according to (1), at each of the $N$ points of the boundary. In addition, at each boundary point, the triangle area is calculated at different scales (or triangle side lengths). Typically, there are $\frac{N}{2}$-1 scales. Therefore, the computational complexity of the TAR is $O(N (\frac{N}{2} - 1))$ or $O(N^2)$, and the overall complexity of the CT construction is $O(nN^2)$.

The computational complexity of the tree matching algorithm depends on the number of CT levels and the branching factor (i.e., the number of children of a CT node). Let $b$ be the maximum branching factor. For matching two CTs of $n$ and $m$ nodes, the main algorithm ExactMatch (of Algorithm 1) actually computes at most $nm$ bipartite matchings: one for each possible pair of nodes from the two trees. The bipartite matching under nodes $u_i \in T_1$ with $p_i$ children and $v_j \in T_2$ with $q_j$ children, using the Hungarian procedure, has complexity $O(\max(p_i, q_j) \cdot p_i) \leq O(bp_iq_j)$. Summing over all possible matches, we have $\sum_{i=1}^{n} \sum_{j=1}^{m} bp_iq_j = bmN$. The node similarity is measured using the DSW algorithm of complexity given as follows: For the similarity function of (8), the length of the least-cost path $L_{AB}$ is computed during the table search for computing $D_{dis}$; thus, the latter governs the complexity. Each of the SC terms $SC_A$ and $SC_B$ in the denominator of (7) requires $O(N)$ complexity, as given by (6). For the minimum cost distance term $DT_{min}$ given by (5), the DSW table search is restricted within the diagonal $w$-width window; thus, the DSW table search complexity is $O(wN)$ (usually $w \ll N$). Since the DSW search is repeated for $N$ starting points, the complexity becomes $O(wN^2)$; by considering the flipping operation, the total complexity of (8) is $O(2wN^2)$ or $O(N^2)$ (for $N = 128$, our experiments show that $w = 3$ is good enough, and larger $w$ does not achieve better results). Therefore, the complexity of our exact CT matching algorithm is $O(bnmN^2)$.

The processing times for the representation and matching stages, obtained using Matlab (version 7.0) program running on Pentium IV 3.0 GHz PC, are given as follows: The average time for computing the TAR, per shape of the 1,400 shapes of the MPEG-7 CE-Shape-1 database [22], is 8 milliseconds. When each shape is used as a query, the average time per comparison for the DSW matching is 10 milliseconds. For the CT construction and matching, the average processing times per query of the multioject medical image database [37] are 50 milliseconds and 0.4 second, respectively. It should be noted that the codes are not optimized, and better speeds can be obtained using other programming languages such as C and C++.

### 7 Experimental Results

In this section, we demonstrate the performance of our method using two experiments. In the first, the aim is to evaluate the effectiveness of our shape-matching method and to compare it with the state-of-the-art shape-matching methods on the standard MPEG-7 database. The second experiment demonstrates the retrieval performance on a database of 13,500 real and synthesized medical images.

#### 7.1 Shape Retrieval Test

Here, the well-known MPEG-7 CE-Shape-1 database [22], which consists of 1,400 shapes semantically classified into 70 classes, is used. MPEG-7 part B test (also called bulls-eye test) is the most challenging shape retrieval test, where each shape is used as a query, and then, the number of correct matches is counted in the first 40 retrieved shapes. The overall retrieval rate is the average of all individual rates for the 1,400 shapes. The results of our TAR+DSW method, and many recent methods are shown in Table 1. Our method outperforms all other methods, as per this test. To get better insight about the retrieval performance of our method, Fig. 5 shows the precision-recall curves of the DSW and the CSS methods. Clearly, the DSW outperforms the CSS, which has been selected by the MPEG-7 community [32] as the boundary-based shape descriptor, with a good margin at all recalls.

#### 7.2 Medical Image Retrieval Test

Here, a database of 13,500 real and synthesized medical images is used [37]. The evaluation is based on human relevance judgements, as reported in [36]. Two images are considered similar if they contain similar objects in similar spatial relationships. Besides, the similarity is judged based on the query image, that is, a database image may contain extra objects without affecting the similarity but not the query. The following performance measures are used to evaluate the retrieval performance:

- **Precision** is the ratio of the number of relevant retrieved images to the total number of retrieved images.
- **Recall** is the ratio of the number of relevant retrieved images to the number of relevant images in the database. To compute recall, all database images relevant to the query have to be known. However, comparing every query with all 13,500 database images by a human referee is practically impossible. To overcome this problem, a sampling method, which consists of 1,400 shapes semantically classified into 70 classes, is used.

Table 1: Comparison of the Results of Different Methods on the MPEG-7 CE-Shape-1 Part B (Bulls-Eye) Test

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Part B</td>
<td>81.12%</td>
<td>84.93%</td>
<td>76.51%</td>
<td>85.40%</td>
<td>87.13%</td>
</tr>
</tbody>
</table>

Fig. 5. Precision-recall curves of the DSW and the CSS methods.
known as pooling method in the text retrieval community [46], is employed, which results in labeling part of the database images, as explained in the rest of this section.

**Ranking quality** ($R_q$) measures the goodness of the retrieval ranking, that is, the method retrieves relevant images before the irrelevant images. The higher the value of $R_q$, the better the ranking quality of a method, and vice versa. Note that $R_q$ is independent from the accuracy. $R_q$ is computed as follows:

1. Each retrieved image is assigned a rank number according to its order and judged as relevant or irrelevant with respect to the query image.
2. Pairs of the retrieved images are taken such that each pair contains a relevant and irrelevant images, and the relevant one is first, and the irrelevant is second.
3. Let $S^+$ be the number of pairs with the relevant image’s ranking better than the ranking of the irrelevant image, $S^-$ is the number of pairs with the irrelevant image’s ranking better, and $S = S^+ + S^-$. $R_q$ is computed as

$$ R_q = \begin{cases} \frac{1}{2} \left( 1 + \frac{S^+-S^-}{S} \right) & \text{if } S > 0, \\ 1 & \text{otherwise.} \end{cases} $$

Since the objects of the images in this database are manually segmented, overlapping between the objects can occur, which makes the inclusion relationships not clearly identified. Therefore, the CT construction and matching are modified accordingly. In this application, the CT edges are weighted to reflect the amount of inclusion of a child node in its parent node. To resolve the inclusion ambiguity caused by the overlapping, let object $u$ with area $A_u$ and object $v$ with area $A_v$ have an overlapping with area $A_{uv}$ such that $A_u > A_v$. Then, node $v$ is inserted in the CT as a child to the node $u$, and the weight of the edge $uv$ equals $A_{uv}/A_u$. For the exact CT matching algorithm, since the incoming degree to any node in the CT equals one (except the root), only the node similarity function ($\omega$) is modified to include the edge weights as follows: Let $u_1, v_1 \in T_1$, $u_2, v_2 \in T_2$, and $\zeta_1$ and $\zeta_2$ be the weights of the edges $u_1v_1$ and $u_2v_2$, respectively. Then, the similarity between nodes $v_1$ and $v_2$ is redefined as

$$ \omega(v_1, v_2) = 1 - (\alpha_1|\zeta_1 - \zeta_2| + \alpha_2|\hat{A}_{v_1} - \hat{A}_{v_2}| + \alpha_3 D_{dis}(v_1, v_2)/2L_{v_1v_2}), $$

where $\hat{A}_{v_1}$ is the normalized area of $v_1$ obtained by dividing $A_{v_1}$ by the area of the largest object in $T_1$ in order to achieve scale invariance (same for $\hat{A}_{v_2}$), $D_{dis}$ is the dissimilarity function given by (7), $L_{v_1v_2}$ is the length of the DSW path, and $\alpha_1, \alpha_2, \alpha_3$ are positive weights such that $\sum_{i=1}^{3} \alpha_i = 1$ to maintain $0 \leq \omega \leq 1$. The values of these parameters are set according to the application under consideration. Due to the high subjectivity in evaluating the results of this test, obtaining optimum values of these parameters is an extremely difficult task. Nevertheless, our experiments showed that good results can be obtained over a wide range of the parameters’ values. In our experiments, $\alpha_1 = 0.15, \alpha_2 = 0.35$, and $\alpha_3 = 0.5$ (these values are not optimized). Another possible strategy for the parameter calibration is to include the user in the loop using a relevance feedback scheme, which constitutes a main direction of our future research in this area.

The precision-recall pairs are computed as in [36]. In this retrieval test, 20 query images are presented, and for each query, the system retrieves the best 50 matches out of the 13,500 database images. In [36], the results of five methods and 19 of their variants are reported, which demanded 24,000 comparisons by human referees. These comparisons resulted in labeling 42 percent of the database images as relevant/irrelevant to any of the 20 queries. For consistency, we used the labeled database images as templates to classify the unlabeled retrievals for each query. Then, the ground truth is updated, and the precision-recall curves are computed as shown in Fig. 6. Each point in the figure is the average over the 20 query images; thus, each curve consists of 50 points. The figure shows the results of the proposed method and the ARG method [36] with two matching approaches: the graph edit distance and the Hungarian method. Clearly, the proposed method outperforms the ARG method, which outperformed many other methods [36].

Another test is performed based on the ground truth provided in [36] alone. For each query, the system retrieves the best 50 matches and the number of relevant images, $n_r$, and the number of irrelevant images, $n_i$, are counted. Note that both the relevant and irrelevant images are provided by the ground truth given in [36]; thus, our judgement in the evaluation is not considered in this test. Then, the accuracy for each query is computed as $n_r/(n_r + n_i)$. Table 2 shows the accuracy of our method is significantly higher than that of the ARG method.

Regarding the quality of retrieval quality ($R_q$), Table 3 shows that the proposed method also outperforms the ARG

**TABLE 2**

<table>
<thead>
<tr>
<th>Method</th>
<th>ARG+Hung.</th>
<th>ARG+ED</th>
<th>Proposed (exact)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>24%</td>
<td>29.60%</td>
<td>40.91%</td>
</tr>
</tbody>
</table>

**TABLE 3**

<table>
<thead>
<tr>
<th>Method</th>
<th>ARG+Hung.</th>
<th>ARG+ED</th>
<th>Proposed (exact)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_q$</td>
<td>0.0890</td>
<td>0.2390</td>
<td>0.5431</td>
</tr>
</tbody>
</table>

The Accuracy of Different Methods on the Medical Images Database Based on the Ground Truth Provided in [36]

The Ranking Quality of Different Methods on the Medical Images Database
method. Figs. 7 and 8 demonstrate two example queries and the first six matches retrieved by the CT matching algorithm. For clarity, the isomorphism returned by the algorithm is shown by objects with same labels in the query and each retrieved image.

It should be noted that conventional global shape descriptors such as the ART descriptor [20] are not suitable for this application due to the following reasons. First, the intraclass variability among the medical images is small. Second, the topological relationships (inclusion and overlapping) play an important role in defining the similarity as required by the domain experts; therefore, object-based methods are more appropriate. Third, the constraint on a database image to include similar objects with similar relationships as those in the query in order to be similar to the query, and not vice versa, makes it difficult for global descriptors to fulfill this requirement, unlike object-based methods. For example, for global descriptors, the third retrieval in Fig. 7 (judged as irrelevant by the domain experts) may look more similar to the query than the first, which is relevant. In fact, our experiments showed that the Zernike moments descriptor, which works in a similar fashion as the ART descriptor, have poor performance in this test.

8 CONCLUDING REMARKS

In this paper, the CT is introduced as a structured representation of multiobject images that encodes both shape and topology. Motivated by recent findings in psychology, the matching of two CTs is formulated as a maximum similarity subtree isomorphism (MSSI) problem. A matching algorithm is developed, which works in polynomial time and guarantees finding an exact solution to the MSSI problem. Experiments
with a database of 13,500 medical images, and a database of 1,400 shapes show the superiority of the proposed method over other methods in the literature.

The main strengths and limitations of the proposed approach for retrieving multiobject images are summarized in the following points:

**Accuracy.** The proposed method has the advantage of achieving higher retrieval accuracy than all other methods in the literature based on medical imaging and shape retrieval applications.

**Flexibility.** The decision on the similarity function between two multiobject images depends on the application according to the user requirements. The proposed method can handle various types of queries. The user can search a database for images containing a particular object or multiple objects with specific structural relationships; taking into consideration the shape of the objects, their topology, or both shape and topology at once. In the medical image retrieval considered in this paper, the user is interested in the objects of a database image similar to the objects in the query, and the remainder portion of the database image is insignificant [36]; thus, the similarity function is considered as the weight of the MSS, $\Omega$. However, this choice for the similarity function may not be suitable for other applications since the similarity increases proportionally with the size of the isomorphism. For the most general case, a normalized similarity function that accounts for the unmatched objects in both multiobject images is proposed. Once $\Omega$ is obtained, the final similarity function between two CTs is defined as

$$D_{CT} = \frac{\Omega}{2} \left( \frac{1}{T_1} + \frac{1}{T_2} \right).$$

Note that $D_{CT}$ equals $\Omega$ normalized by the number of nodes in each CT. This normalization accounts for the unmatched parts in the two CTs.

**Invariance.** The rotation of (part of) the image objects can change the order of the sibling nodes in the corresponding CT; therefore, the employed tree matching method is invariant to the rotation angle of the image since it works for unordered trees. Regarding scale, the CT is clearly invariant to the scale of the image. In addition, the CT representation is invariant to the negative transformation of the binary image; changing the background/foreground from 0/1 to 1/0 only adds/deletes a child node to the root node.

**Robustness.** In general, the major limitation of the approach presented in this paper is related to the fact that it deals primarily with binary shapes. Segmentation is assumed already done, and the object boundary is clearly identified. In practice, noise and partial occlusion can drastically change the topology of the CT. One way to overcome this limitation is to use mathematical morphology in the segmentation stage, which is the basis for our future work in this area. For instance, if a dilation or erosion operation changes the topology of an image’s CT, then both CTs are used for representing the image and several subtree isomorphisms are searched rather than just one.
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