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Scheduling problems are generally treated as NP – complete combinatorial optimization problems which is a multi-objective and 

multi constraint one. Repair shop Job sequencing and operator allocation is one such NP – complete problem. For such problems, 

an efficient technique is required that explores a wide range of solution space. This paper deals with Simulated Annealing 

Technique, a Meta - heuristic to solve the complex Car Sequencing and Operator Allocation problem in a car repair shop.  The 

algorithm is tested with several constraint settings and the solution quality exceeds the results reported in the literature with high 

convergence speed and accuracy. This algorithm could be considered as quite effective while other heuristic routine fails. 

 

Keywords: Car sequencing; Simulated Annealing Technique; Repair Shop; Optimization; Operator allocation; Cost 
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1. INTRODUCTION 

The objective of the scheduling problems is to 

deal with allocating resources with a single or set of 

objectives and constraints to perform a set of activities 
[1]

. 

These scheduling problems arise in a variety of services 

and manufacturing organizations. Repair shop 

environments are one such area which is characterized by 

a greater degree of uncertainty than traditional job or 

assembly shop environments, and this introduces unique 

managerial complications. In an automobile repair shop, a 

client leaves his car to a service advisor. After a short 

diagnosis, the service advisor negotiates with the client 

about delivery time. Thereto, the car is sent inside the 

automobile shop for repair. At the established due date, 

the client should be able to pick up the car. However in 

practice as in most of the cases it is highly non-feasible 

due to improper assignment and non-optimal car 

sequencing.  

Most of the research works in scheduling have 

been carried out on manufacturing organizations. Few 

service sector scheduling researches are reviewed 

subsequently in this chapter. Oualid Jouini et al. 
[2]

 

proposed online scheduling policies for reducing expected 

International Journal of Computational Intelligence Systems, Vol. 6, No. 2 (March, 2013), 223-233

Co-published by Atlantis Press and Taylor & Francis 
                        Copyright: the authors 
                                      223

D
ow

nl
oa

de
d 

by
 [

N
 S

hi
va

sa
nk

ar
an

] 
at

 0
2:

47
 2

3 
Ja

nu
ar

y 
20

13
 

Administrateur
Texte tapé à la machine
Received 15 March 2012

Administrateur
Texte tapé à la machine
Accepted 22 October 2012

Administrateur
Texte tapé à la machine

Administrateur
Texte tapé à la machine



N. Shivasankaran, P. Senthil Kumar, G. Nallakumarasamy and K. Venkatesh Raja 

waiting times of calls in call centers by adjusting their 

routing rules with dynamic change in parameters.  

Robinson L. W. 
[3]

 illustrated Monte Carlo Integration, 

which is a closed form of heuristics for scheduling 

doctor’s appointments.  Park Y. et al. 
[4]

 adopted Trend 

Analysis for the optimal assignment of check-in counters 

in Airports based on the arrival pattern of customers. 

Hwang J. 
[5]

 conducted a study in restaurant table 

management to reduce the customer waiting time, 

decision making and time of table sit empty. Le L. et al. 
[6]

 

formulated a Dantzig Wolfe decomposition algorithm for 

optimum scheduling of flights which maintain 

competitive prices and services. A GRASP approach 

designed by Goodman M. D. et al. 
[7]

 and Chang-Chun 

Tsai 
[8]

 two-stage Genetic Algorithm based approach 

proposes optimal nurse scheduling in hospitals.  

Ernst A. T. et al. 
[9]

 presented a review on staff 

scheduling and rostering in job shops. Subramaniam .V et 

al. 
[10]

 proposed Modified Affected Operation 

Rescheduling (mAOR) for rescheduling the repair process 

when multiple disruptions are encountered during real 

shop floor uncertain scheduling. Corominas A. et al. 
[11]

 

allocated the tasks to the multifunctional workers in a 

service industry using Jonker and Volgenant routine 

algorithm. Alcaide D et al. 
[12]

 uses stochastic approach to 

minimize make-span in open shop scheduling. Soyuer. H. 
[13]

 introduced Expert system with two dimensions 

(information and interface) for multiple parallel channels 

processing to minimize setup and completion time. 

Furthermore, B. Naderi et al. 
[14]

 devised two different 

encoding schemes with the help of hybridization of 

Memetic Algorithm and Simulated Annealing to schedule 

open shop having parallel machines to minimize total 

completion time.  

A simulation model had been presented by Kim S. 

C. et al. 
[15-17]

 for balancing the number of beds available 

and deterministic arrivals in ICU after a surgical 

intervention in hospitals for each day. Hojati M. et al. 
[18]

 

considered a two-stage procedure for solving the 

employee scheduling problem in fast food restaurant 

services employing heterogeneous, part-time employees 

with limited availability. Here the employee shifts are 

determined using a series of small integer linear programs 

for each task per day and then, an integer linear 

programming-based heuristic is used to assign the good 

shifts to the employees, one employee at a time. These 

integer linear programs were solved using Excel’s 

standard Solver to find a feasible solution for assigning 

the good shifts and scheduling time to all employees for 

160 shifts per week.  

Liaw C-F 
[19]

 developed a neighborhood search 

algorithm using Simulated Annealing technique for open 

shop scheduling which minimizes make-span. Neural 

Network approach designed by Ahmed El-Bouri et al. 
[20]

 

minimizes make-span and flow time in job shops. Bansal 

N. et al.
 [21]

 devised and tested two competitive online due 

date scheduling algorithms to quote the reliable due date 

to the customers. The complexity involved in solving 

these scheduling problems renders attraction for the 

academia and researchers in developing new optimization 

algorithms. The solution of these scheduling problems 

yields benefits of lowering cost, matching workload to 

available capacity, minimizing the completion time, 

smoothen the flow of customers and improving 

productivity in organizations. 

There has been several works on solving quality 

and scheduling related problems in Automobile repair 

shops. Saravanan R. et al. 
[22- 24]

 identified twelve critical 

factors for implementing Total Quality Management 

(TQM) in service industries. Parameshwaran R. et al. 
[25-

28]
 utilized the tools such as  Brown Gibson Model, fuzzy 

Analytical Hierarchical process (AHP), Integrated fuzzy 

logic, Data Envelopment Analysis (DEA), Fuzzy failure 

mode and effect analysis (FMEA) for improving service 

quality in automobile repair shops . They also 

implemented Likert scale for measuring service quality in 

automobile service sectors. The level of providing 

services as per the promised delivery schedule has been 

dropped for improving reliability of service quality. 

Boer R. de et al. 
[29]

 used an iterative scheduling 

technique developed by Li. R. Y. et al. 
[30]

 to find a 

feasible schedule for a large maintenance shop such as 

dockyard in which the time to complete all maintenance 

activities is minimized. Bard J. F. et al. 
[31]

 formulated a 

pure Integer Programming model for scheduling workers 

in postal services and solved using CPLEX optimization 

engine to minimize the labor costs. Bell J. E. et al 
[32]

 used 

a two-stage maximal covering location problem (MCLP) 

Model developed by ReVelle C. S. et al. 
[33]

 and Microsoft 

Excel with the premium solver have been used to solve 

for two security patrol areas that best utilize all available 

maintenance teams and security personnel at F. E. Warren 

AFB. This concept has been evolved from location set 

covering problem (LSCP) for locating emergency service 

facilities presented by Toregas C. et al. 
[34]

. Brucker  P. 
[35]

 

and Pinedo M. L. 
[36]

 discussed the scheduling theories 

and algorithms for different shops using optimization and 

approximation approaches.   

Yair M. Babad et al. 
[37]

 considered exponential and 

non-exponential service distributions for service center 

involving appointments and developed simple operational 

scheduling model for them. Hassin R. et al. 
[38]

 developed 

a Greedy Heuristic Greedy Rule model to schedule and 

optimize the long run average cost incurred for each 
                          

Co-published by Atlantis Press and Taylor & Francis 
                        Copyright: the authors 
                                      224

D
ow

nl
oa

de
d 

by
 [

N
 S

hi
va

sa
nk

ar
an

] 
at

 0
2:

47
 2

3 
Ja

nu
ar

y 
20

13
 



Repair shop Job Scheduling 
 

 

machine maintenance. Yang J. 
[39]

 discussed in his thesis 

about the scheduling of jobs having unique objectives in 

repair shops. For minimizing total tardiness, earliness and 

inventory holding costs, Luh P. B. et al. 
[40]

 have 

developed a combinatorial model by combining 

Lagrangian relaxation, stochastic dynamic programming 

with heuristics. But it only minimizes the number of 

unassigned tasks. Joseph. Y. et al. 
[41]

 developed Tabu 

search algorithm for solving two new heuristics i.e. 

shortest processing time first applied to machine with 

largest load (SPTL) and earliest completion time first 

(ECT) in scheduling the parallel resource environment. 

Scheduling and Local Search (SLS) method was used by 

Quintanilla S. et al. 
[42]

 for establishing the fitness of the 

initial schedule and further Genetic Algorithm has been 

used to schedule the tasks and assign the resources 

(workers) in service centers. LIHU A. et al. 
[43]

 presented 

task swap, squeaky wheel optimization, value biased 

stochastic sampling, bee colony optimization, reinforced 

learning algorithms for scheduling the repair shops. 

Srinivasan V. et al. 
[44]

 developed a heuristic schedule 

using intelligent generate and test approach by assigning 

weights to different tasks in service shops.  

However to the author’s knowledge, 

optimization of a Car Sequencing and Operator 

Allocation (CSOA) problem using Simulated Annealing 

Technique (SAT) has not been addressed so far. 

Moreover, the quantum of work in this area seems to be 

negligible. In this work, the attempt has been made to 

solve this complex CSOA problem using SAT, which is 

having a high degree of difficulty.  

Further sections of the paper are organized as 

follows. The concept, characteristics of the problem and 

optimization model of car repair shop scheduling is 

discussed in Section 2. The working mechanism of the 

algorithm is expounded in section 3. Section 4 describes 

the computational experiments followed by results and 

discussion and conclusion in section 5 and 6 respectively.  

2. CAR SHOP SCHEDULING: 

The car repair shop requires to schedule a set of n 

repair jobs must be processed by m operators, and each 

job ji has k operations.  These operations are to be 

performed with a set of C constraints.  The scheduling 

task is to find the schedule X for the jobs that meets the 

defined measure of schedule optimization. If n jobs and m 

operators are considered in general case, there will be 

(n!)
m 

feasible assignments as discussed by P.Mellor 
[45]

. 

So if n jobs have p operations then, there will be (np!)
m
 

feasible assignments are possible which have been proved 

from the results obtained in case study 1, 2 and 3. 

The problem addressed in this study is daily 

scheduling of operators for an automobile repair shop. 

The main objective of this work is to assign m duties to n 

staff, subject to set of resources and regulatory 

constraints. The authors presented the Simulated 

Annealing Technique (SAT) discussed by 

Nallakumarasamy G. et al. 
[46]

 for solving this CSOA 

problem. 

2.1 The characteristics of the problem  

In this section, we present an Integer Linear 

programming model to formulate the CSOA with parallel 

operators in each time span of working hours.  

The problem considered in this study has the following 

assumptions and characteristics.  

(i) Operations must be executed in a consecutive 

time span without breaks. 

(ii) The successive operation of each job depends on 

the completion of previous operation of the same 

job. 

(iii) No parallel operations are to be performed in a job 

at a time. 

(iv) Only one operation is to be executed at a time by 

an operator. 

(v) No two jobs have the similar operations 

throughout its repair time. 

(vi) All the Operators are to be scheduled based on 

their availability. 

(vii) Each Operator must be given scheduled time off 

in a day. These day offs are not consecutive and is 

unique for different operators.  

(viii) Each Operator has to start his work only after the 

arrival of the job to the repair shop and no 

preemption is allowed for any job. 

(ix) Tasks should be completed with the available time 

span. 

2.2 Mathematical Programming Model of the problem 

It is worth pointing out that the model should satisfy 

the multiple objectives such as minimizing the total cost 

and make span of every operations in all jobs and multiple 

constraints such as operations should not be preempted 

for any job, workload to be balanced for all operators. The 

notations used to represent objective function and 

constraints are given below.  

 
Indices: 

i     index of job; 1 ≤ i ≤ n 

j      index of operator; 1 ≤ j ≤ m 

k      index of operation; 1  k ≤ yi 
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Decision Variables:     
 Xikj     1 if operation k of job i is assigned to operator j, 0 otherwise  

Vj     1 if operator j is free and available consecutively for a time period tl, 0 otherwise 

Pk     No. of operations assigned for operator k 
yi     No. of operations for job i 

Parameters: 
  Sijk    Time required for processing operation k of job i by operator j 
  Ci     Cost of the operator j for processing the operation k per hour 

  Tj     Available scheduling time period of the operator j 
ai     arrival time of job i 
STijk    Starting time of operation k of job i by operator j 
STijk+1   Starting time of operation k+1 of job i by operator j 
FTijk    Finishing time of operation k of job i by operator j 
Fijk    Flow time of all jobs 

tl     Time period required to process operation k of job i by the operator j  
Formulation: 

      {
 
 
   

  

  
 

   
                                  (1) 

      {
 
 
   

                                           (2) 

Subject to          
 
 

   
  

  
 

   
                                  (3)  

                                                       (4)                     

                                                   (5)      

 

 
 

   
  

  
 

   
           

  
 

   

  
 
   

               (6) 

                                              (7) 

                                      (8) 
 

Eq. (1) is the fitness function that minimizes the total cost 

of servicing; Eq. (2) describes the maximum flow time 

among all the jobs; Constraint (3) defines the decision 

variable; Constraint (4) ensures that every operator is to 

be allotted only for their available time; Constraint (5) 

depicts that operation to be done only after the arrival of 

the job; Constraint (6) sets the dependence of previous 

operation on the same job; Constraint (7) represents the 

operation to be done consecutively without split-ups; 

Constraint (8) is to calculate the finish time of each job.  

3. SIMULATED ANNEALING TECHNIQUE (SAT): 

Simulated annealing (SA) is a generic 

probabilistic metaheuristic for the global optimization 

problem in locating a good approximation to the global 

optimum of a given function in a large search space. 

Annealing refers to the process when physical substances 

are raised to a high energy level and then gradually cooled 

until some solid state is reached. The goal of this process 

is to reach the lowest energy state. In this process, 

physical substances usually move from higher energy 

states to lower ones if the cooling process is sufficiently 

slow. However, there is some probability at each stage of 

the cooling process that a transition to a higher energy 

state will occur, but this probability of moving to higher 

energy state decreases in this process. 

Simulated annealing solves the problem by 

allowing worse moves (lesser quality) to be taken some 

times. That is, it allows some uphill steps based on some 

acceptance criteria so that it can escape from local 

minima. The basic requirement in SA is that the 

temperature should decrease neither too fast which is not 

stable, nor too slow which will result into low efficiency 

of the algorithm. Accepting probability is the probability 

that it accepts worse solutions. Kirkpatrick S. et al. 
[47]

 has 

discussed the probability of accepting a worse move is a 

function of both the temperature of the system and of the 

change in the cost function. It allows the algorithm to 

jump out of local minima and proceeds towards global 

minima due to solution space reduction technique in SA 

as discussed by Nallakumarasamy G. et al. 
[48]

 which 

shrinks the solution space by 99.975% that greatly 
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reduces the computational time and improves the solution 

quality from the initial solution onwards. Generally, when 

temperature is high, this probability is high. As the 

temperature becomes lower, this probability gradually 

decreases to 0. And then the algorithm stops.  

A generic procedure for simulated annealing as 

defined by Johnson et al. 
[49]

 is given below in fig. 1 for 

the minimization problems and is to be modified 

according to the requirement. 

Fig. 01- Pseudo Code for SA Algorithm 

Begin 

           Obtain an initial solution, S. 

           Obtain an initial temperature, T > 0. 

While (termination condition not met) do 

           Pick a random neighbour S’ of S. 

                 Let ∆= cost(S’ ) – cost(S )  

                 If ∆  0 (downhill move), 

                     Then set S = S’. 

                else (if ∆ > 0 (uphill move)), 

                    Set S = S’ with probability exp (- ∆ /T). 

         Perform the following loop L times. 

         Set T = rT (reduce temperature). 

Return S. 

End. 
 

 

4. COMPUTATIONAL EXPERIMENTS : 

In this paper we considered the problem 

illustrated by Srinivasan V. et al.
 [44]

, while repair works 

for all cars may be distinct, each comprises of non-

identical  service time and cost characteristics. The 

Operators are assumed to be paid in an hourly basis and 

there is no previous days pending works to be done.  

The parameters such as car arrival time, tasks to be 

executed in each car are given in Table 01. The operator 

costs and repair time consumed by each operator is 

presented in Table 02. The Table 03 shows the 

availability time span of the operator in repair shop. The 

case study-1 discusses the operations to be executed with 

operator availability, make-span minimization, workload 

balancing constraints. The case study-2 deals with 

operations executed in all-time operator availability and 

case study-3 deals with unbalancing workload and 

minimizing the total cost.  

 

Table 01 – Car Arrival and Repair Data 

Car No. 
Arrival 

Time 

Type of Tasks 

Brakes Gasket Fender Muffler Transmission Oil Change Tune up 

1 0 - - - - 1 - 2 

2 0 3 4 - - 5 - - 

3 4 6 - 7 - - 8 - 

4 5 9 10 - - - - - 

5 5 - - - 11 12 - - 
 

Table 02 – Operator Cost & Repair Durations 

Operator Task Durations (Hrs.) 

 Cost / Hr. Brakes Gasket Fender Muffler Transmission Oil Change Tune up 

Al 4 1 2 2 1 2 1 3 

Bert 1 3 3 4 2 5 2 5 

Chip 2 3 3 4 2 3 2 3 

Joe 3 1 2 2 1 3 1 3 

Charles 2 3 3 2 1 3 1 3 
 

Table 03 – Operator Availability 

Operator Available  Time span (Hrs.) 

Al (4 – 8), (9 – 12) 

Bert (1 – 9), (11 – 16) 

Chip (2 – 7), (9 – 16) 

Joe (2 – 5), (7 – 12) 

Charles (2 – 8), (10 – 14) 

Table 04 – Operation Precedence Constraints 

Car No. Precedence Order 

Car 1 Fix Transmission, Tune Up 

Car 2 Fix Brakes, Change Gasket, Fix Transmission 

Car 3 Fix Brakes, Fix Fender and Oil change 

Car 4 Fix Brakes, Change Gasket 

Car 5 Change Muffler, Fix Transmission 
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5. Results and Discussion 

The SA Algorithm is coded in Turbo C++ on 

Pentium IV desktop computer with a 2.4 GHz processor 

with an initial temperature parameter setting of 1000, 

reduced by a cooling factor of 0.9 with a termination 

temperature of 50. These parameters are set as presented 

by Parthasarathy S. et al. 
[50]

 for allowing the algorithm 

for 30 temperature ranges. The car sequencing and 

operator allocation (CSOA) algorithm developed is able 

to give optimal solutions for varieties of operation 

requirements, operator availability and allocations. In 

algorithm, there is no asserts and retracts used, although 

cuts were used purely for efficiency reasons. 

 

 

5.1 Case Study – 01: 

The problem with an optimal schedule is presented 

by comparing case study results. The best sequence and 

operator allocation is obtained using multi objective, 

multi constrained integer programming model developed 

using SAT. Here, the objective function considered is 

Balancing workload, minimizing Job flow time and Total 

cost. The constraints are availability of the Operator, Job 

arrival time and job precedence order constraint. The 

precedence order is tabulated in table 4 respectively. This 

makes the system a NP-Complete problem. The possible 

sequences are tabulated in Table – 05.  The best possible 

allocation of operation which satisfies all the above 

criteria is presented in Table – 06. The iterations converge 

as shown in figure 02. 

Table 05 Possible Schedules for case study – 1 

Iteration 
No. 

Operator Allocation 
Objective 
Function 

Flow time for each job 
(Hrs.) 

Max. Flow 
Time (Hrs.) 

1.  3 – 2 – 1 – 1 – 1 – 4 – 5 – 5 – 4 – 4 – 5 – 3 57 16 – 11 – 4 – 5 – 7 16 

2.  3 – 5 – 1 – 2 – 1 – 1 – 4 – 5 – 4 – 4 – 2 – 3 56 8 – 11 – 8 – 7 – 11 11 

3.  3 – 5 – 4 – 2 – 1 – 4 – 4 – 5 – 4 – 1 – 2 – 3 56 8 – 7 – 6 – 7 – 7 8 

4.  5 – 3 – 4 – 2 – 1 – 4 – 1 – 5 – 1 – 2 – 4 – 3 55 12 – 8 – 8 – 4 – 10 12 

5.  3 – 3 – 4 – 4 – 1 – 1 – 5 – 2 – 1 – 2 – 4 – 5 55 12 – 7 – 5 – 9 – 6 12 

6.  5 – 3 – 1 – 2 – 1 – 1 – 5 – 2 – 4 – 4 – 4 – 3 55 12 – 11 – 12 – 5 – 9 12 

7.  5 – 3 – 1 – 4 – 1 – 1 – 5 – 2 – 4 – 2 – 4 – 3 55 12 – 11 – 9 – 11 – 10 12 

8.  5 – 3 – 4 – 4 – 1 – 4 – 5 – 1 – 1 – 2 – 2 – 3 55 12 – 7 – 7 – 9 – 10 12 

9.  5 – 3 – 1 – 2 – 1 – 4 – 1 – 5 – 4 – 2 – 4 – 3 55 12 – 11 – 10 – 6 – 10 12 

10.  5 – 3 – 1 – 2 – 1 – 4 – 5 – 2 – 1 – 4 – 4 – 3 55 12 – 11 – 9 – 4 – 10 12 

11.  3 – 5 – 4 – 2 – 1 – 4 – 5 – 2 – 4 – 1 – 4 – 3 55* 8 – 8 – 9 – 6 – 7 9* 

12.  3 – 5 – 1 – 2 – 1 – 4 – 5 – 1 – 4 – 4 – 2 – 3 55 8 – 11 – 8 – 5 – 11 11 

13.  5 – 3 – 4 – 1 – 1 – 4 – 5 – 4 – 4 – 2 – 2 – 3 55 12 – 8 – 4 – 9 – 10 12 

14.  5 – 3 – 4 – 4 – 1 – 1 – 5 – 2 – 1 – 2 – 4 – 3 55 12 – 7 – 5 – 9 – 10 12 

15.  3 – 5 – 1 – 2 – 1 – 4 – 5 – 4 – 1 – 4 – 2 – 3 55 12 – 11 – 4 – 5 – 11 12 

16.  5 – 3 – 4 – 4 – 1 – 1 – 5 – 1 – 4 – 2 – 2 – 3 55 12 – 7 – 4 – 9 – 10 12 

17.  5 – 3 – 4 – 1 – 1 – 4 – 5 – 2 – 4 – 2 – 4 – 3 55 12 – 8 – 5 – 9 – 10 12 

18.  3 – 3 – 4 – 1 – 1 – 4 – 5 – 4 – 4 – 2 – 2 – 5 55 12 – 8 – 4 – 9 – 5 12 

19.  3 – 5 – 4 – 4 – 1 – 1 – 5 – 1 – 4 – 2 – 2 – 3 55* 8 – 7 – 7 – 9 – 7 9* 

20.  5 – 3 – 4 – 2 – 1 – 1 – 5 – 1 – 4 – 4 – 2 – 3 55 12 – 8 – 6 – 5 – 10 12 

21.  3 – 5 – 4 – 2 – 1 – 4 – 1 – 5 – 4 – 2 – 1 – 3 55 8 – 8 – 8 – 9 – 7 9 
 

Table 06 Optimal Schedule for case study – 1 (Sample Result) 

Car Tasks 
Starting time 

(Hrs.) 

Finishing time 

(Hrs.) 
Operator 

Job Flow time 

(Hrs.) 

Car 1 
Fix Transmission 2 5 Chip 

8 
Tune Up 5 8 Charles 

Car 2 

Fix brakes 2 3 Joe 

7 Change Gasket 3 5 Joe 

Fix Transmission 5 7 Al 

Car 3 

Fix brakes 4 5 Al 

7 Fix fender 8 10 Charles 

Oil change 10 11 Al 

Car 4 
Fix brakes 7 8 Joe 

9 
Change Gasket 11 14 Bert 
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Car 5 
Change Muffler 5 7 Bert  

7 
Fix Transmission 9 12 Chip 

 

The optimal cost and feasible assignment was found to be 

reduced by 4 units which is best than the allocation done 

by Srinivasan. V. et al. 
[44]

. Moreover, it has been proved 

that the multiple feasible solutions are possible as stated 

by P. Mellor 
[45]

. The number of iterations for 

convergence is very less and therefore the computation 

time is reduced drastically. Normally, in this competitive 

environment, the main objective of every repair shop is to 

provide a quality service with minimum make span at low 

cost. So, this case study resulted in minimizing Total cost 

and make-span of every job with multiple constraints. The 

case study results have been compared in Table 07. 

 

 

Table 07 Results of Case Study - 1 

 Srinivasan V. et al. [44] Proposed SA Technique 

Total cost 59 55 

No. of Feasible Assignments 1 18 

Maximum Flow time of Jobs in optimal 

assignments 
12 9 

Maximum Operator Load at optimal 

assignments 
6 6 

 

Fig. 02 – Convergence Graph 

 

5.2 Case Study – 02: 

Here, the objective function considered is Total cost and 

the constraints are balancing of workload, Job arrival 

time. The operators are assumed to be available for (0 – 

16) hours. Then the possible sequences are tabulated in 

Table – 08.  The best results which satisfy all the above 

criteria are presented in Table – 09.  

 

Table 08 Possible Schedules for case study – 2  

Iteration 
No. 

Operator Allocation 
Objective 
Function 

Flow time for 
each job (Hrs.) 

Max. Flow 
Time (Hrs.) 

1.  3 – 2 – 1 – 1 – 1 – 4 – 5 – 5 – 4 – 4 – 5 – 3 57 8 – 5 – 5 – 3 – 3 8 

2.  5 – 3 – 1 – 2 – 1 – 4 – 4 – 5 – 1 – 2 – 4 – 1 56 6 – 6 – 4 – 5 – 5 6 

3.  1 – 3 – 2 – 4 – 1 – 4 – 5 – 5 – 4 – 2 – 5 – 1 56 5 – 7 – 5 – 5 – 4 7 

4.  1 – 3 – 1 – 2 – 1 – 1 – 4 – 5 – 4 – 2  – 4 – 5 56 5 – 8 – 3 – 5 – 6 8 

5.  3 – 5 – 1 – 2 – 1 – 4 – 4 – 5 – 4 – 2 – 1 – 1 56 6 – 6 – 4 – 6 – 4 6 

6.  1 – 3 – 4 – 2 – 5 – 4 – 1 – 5 – 4 – 2 – 4 – 1 56 5 – 7 – 4 – 4 – 4 7 

7.  1 – 3 – 2 – 2 – 1 – 4 – 5 – 5 – 4 – 4 – 5 – 1 56 5 – 8 – 4 – 3 – 6 8 

8.  3 – 5 – 1 – 2 – 1 – 4 – 4 – 5 – 4 – 2 – 5 – 1 54* 6 – 6 – 4 – 6 – 4 6* 

9.  1 – 3 – 4 – 2 – 5 – 4 – 5 – 4 – 1 – 2 – 4 – 1 54 5 – 7 – 6 – 4 – 3 7 

52

53

54

55

56

57

58

59

60

1000 951 904 860 817

To
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o
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Temperature (1000 - 800) 

Co-published by Atlantis Press and Taylor & Francis 
                        Copyright: the authors 
                                      229

D
ow

nl
oa

de
d 

by
 [

N
 S

hi
va

sa
nk

ar
an

] 
at

 0
2:

47
 2

3 
Ja

nu
ar

y 
20

13
 



N. Shivasankaran, P. Senthil Kumar, G. Nallakumarasamy and K. Venkatesh Raja 

10.  1 – 5 – 1 – 2 – 3 – 4 – 4 – 5 – 4 – 2 – 5 – 1 54 5 – 9 – 4 – 6 – 3 9 
 

Table 08 ( Continued ) 

11.  1 – 3 – 4 – 2 – 1 – 4 – 4 – 5 – 1 – 2 – 5 – 5 54* 5 – 6 – 5 – 5 – 4 6* 

12.  5 – 3 – 1 – 2 – 1 – 4 – 4 – 5 – 4 – 2 – 5 – 1 54* 6 – 6 – 4 – 6 – 3 6* 

13.  1 – 3 – 4 – 2 – 1 – 4 – 5 – 4 – 1 – 2 – 4 – 5 54* 5 – 6 – 6 – 5 – 5 6* 

14.  1 – 5 – 4 – 2 – 1 – 1 – 5 – 4 – 4 – 2 – 4 – 3 54* 5 – 6 – 6 – 4 – 5 6* 

15.  1 – 5 – 4 – 2 – 3 – 1 – 4 – 5 – 4 – 2 – 5 – 1 54 5 – 7 – 4 – 6 – 3 7 

16.  1 – 5 – 1 – 2 – 1 – 4 – 4 – 5 – 4 – 2 – 5 – 3 54 5 – 8 – 4 – 7 – 4 8 

17.  3 – 5 – 4 – 2 – 1 – 4 – 5 – 4 – 1 – 2 – 4 – 1 54* 6 – 6 – 5 – 5 – 4 6* 

18.  1 – 3 – 1 – 2 – 5 – 4 – 5 – 4 – 4 – 2 – 4 – 1 54 5 – 9 – 8 – 4 – 4 9 

19.  5 – 3 – 4 – 2 – 1 – 4 – 5 – 1 – 4 – 2 – 4 – 1 54* 6 – 6 – 5 – 4 – 6 6* 

20.  1 – 3 – 4 – 2 – 1 – 1 – 4 – 5 – 4 – 2 – 5 – 5 54* 5 – 6 – 6 – 4 – 4 6* 

21.  1 – 5 – 4 – 2 – 3 – 4 – 4 – 5 – 1 – 2 – 5 – 1 54 5 – 7 – 4 – 4 – 3 7 

22.  3 – 5 – 1 – 2 – 1 – 4 – 5 – 4 – 4 – 2 – 4 – 1 54* 6 – 6 – 5 – 5 – 4 6* 

 

Table 09 Results of Case Study - 2 

 Srinivasan V. et al. [44] Proposed SA Technique 

Total cost 59 54 

No. of Feasible Assignments 2 15 

No. of Optimal Assignments 2 9 

Maximum Flow time of Jobs in optimal 

assignments 
9 6 

Average Operator Load at Optimal 

assignments 
4.8 4.6 

Maximum Operator Load at optimal 

assignments 
6 6 

 

5.3 Case Study – 03: 

Here, the objective function considered is only Total cost 

and the constraint is Job arrival time. The operators are 

assumed to be available for (0 – 16) hours and eliminating 

work load balancing constraint. Then the possible 

sequences are tabulated in Table – 10.  The best possible 

allocation of operation which satisfies all the above 

criteria is presented in Table – 11.  

 

Table 10 Possible Schedules for case study – 3 

Iteration 
No. 

Operator Allocation 
Objective 
Function 

Flow time for each 
job (Hrs.) 

Max. job Flow 
Time (Hrs.) 

1.  1 – 5 – 1 – 2 – 4 – 4 – 1 – 5 – 4 – 2 – 2 – 3 57 5 – 9 – 4 – 4 – 9 9 

2.  5 – 5 – 2 – 2 – 3 – 1 – 5 – 4 – 5 – 2 – 2 – 5 52 6 – 9 – 5 – 9 – 9 9 

3.  2 – 3 – 4 – 4 – 5 – 4 – 5 – 2 – 2 – 1 – 2 – 1 50 8 – 6 – 7 – 6 – 11 11 

4.  1 – 3 – 4 – 2 – 5 – 2 – 2 – 2 – 4 – 2 – 4 – 5 50 5 – 7 – 8 – 10 – 5 10 

5.  2 – 5 – 1 – 3 – 3 – 1 – 5 – 5 – 4 – 2 – 2 – 2 50 8 – 7 – 7 – 4 – 11 11 

6.  3 – 5 – 1 – 2 – 3 – 1 – 5 – 5 – 4 – 2 – 2 – 3 49 6 – 7 – 5 – 4 – 9 9 

7.  5 – 3 – 4 – 2 – 5 – 2 – 2 – 2 – 1 – 2 – 5 – 5 48 6 – 7 – 9 – 11 – 6 11 

8.  2 – 5 – 4 – 2 – 3 – 2 – 5 – 4 – 4 – 2 – 4 – 5  48 8 – 11 – 10 – 9 – 6 11 

9.  3 – 2 – 4 – 2 – 2 – 4 – 5 – 5 – 4 – 5 – 5 – 3 48 8 – 16 – 4 – 6 – 10 16 

10.  5 – 5 – 4 – 2 – 2 – 1 – 2 – 5 – 1 – 2 – 5 – 5 47 6 – 9 – 10 – 11 – 6 11 

11.  3 – 3 – 4 – 2 – 2 – 2 – 5 – 5 – 1 – 2 – 5 – 5  46 6 – 9 – 11 – 10 – 4 11 

12.  2 – 5 – 2 – 2 – 5 – 4 – 5 – 5 – 4 – 2 – 2 – 3  45 8 – 14 – 7 – 11 – 11 14 

13.  2 – 3 – 4 – 2 – 2 – 4 – 5 – 5 – 4 – 2 – 5 – 5 45 8 – 13 – 4 – 11 – 7 13 

14.  2 – 3 – 4 – 2 – 3 – 4 – 5 – 5 – 4 – 2 – 5 – 2  45* 8 – 11 – 4 – 6 – 11 11* 
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15.  2 – 5 – 4 – 2 – 2 – 4 – 5 – 5 – 4 – 2 – 5 – 3  45 8 – 13 – 7 – 11 – 10 13 

16.  2 – 5 – 4 – 2 – 3 – 4 – 5 – 5 – 4 – 2 – 5 – 2 45 8 – 11 – 8 – 6 – 11 11 

Table 11 Results of Case Study - 3 

 Srinivasan V. et al. [44] Proposed SA Technique 

Total cost 59 45 

No. of Feasible Assignments 2 5 

Maximum Flow time of Jobs in optimal 

assignments 
9 11 

Average Operator Load at optimal 

assignments 
6 5.8 

Maximum Operator Load at optimal 

assignments 
10 16 

 

Fig. 03 – Computational Time for reaching Optimal Solution  

6. Conclusion: 

In this paper, we propose SA Algorithm, a meta-

heuristic for solving CSOA problem in car repair shops. 

The application of a SAT was investigated in this work 

to optimize the value of total cost. The proposed 

methodology demonstrated a high rate of success, being 

able to solve problems for which other heuristic 

optimization routines fail. In a Scheduling system, an 

efficient heuristic search is required to explore the large 

solution space of valid resource allocation under various 

interacting constraints. It seems that the proposed 

algorithm can be treated as quite effective as in most 

cases it finds a solution which represents a good 

approximation to the optimal one and fast enough as 

shown in fig. 03 (the number of iterations and running 

time of the algorithm are reasonable). The result shows 

that the algorithm is effective in solving the NP-

Complete problems like resource allocation and 

scheduling.  The proposed algorithm can be hybridized 

with other heuristic techniques and its robustness could 

be derived for possibility of achieving more optimized 

results and better computational time in future. 
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