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Abstract—This paper addresses the problem of path following for autonomous underwater vehicles (AUVs) by utilizing a novel guidance-based approach. Termed guidance-based path following, the proposed approach is equally applicable for sea, land, and air vehicles. This relates to the fact that the core guidance laws are developed at an ideal, dynamics-independent level, entailing generally valid laws uninfluenced by the particularities of any specific dynamics case. The laws can subsequently be tailored to specific target systems like AUVs. A nonlinear, model-based velocity and attitude controller, which depends fully on the guidance system reference signals in order to fulfill the guidance-based path following task objectives, is proposed for the purpose of controlling both fully actuated and underactuated AUVs. The resulting guidance and control scheme renders all regular paths feasible, and simulation results successfully demonstrate its capability.

I. INTRODUCTION

The number of autonomous underwater vehicles (AUVs) roaming the seas of the world is rapidly increasing, mainly due to tasks originating from various commercial, military and scientific needs. In this context, the ability for the AUVs to maneuver accurately and safely both in space and time is important. Traditionally, the concept of trajectory tracking (TT) has been invoked when faced with the problem of maneuvering AUVs. However, the TT approach inherently mixes the space and time assignments into one single assignment, demanding that the AUVs are located at a specific point in space at a specific, pre-assigned instant in time. Hence, TT represents in effect a feedforward, open loop type of solution at the path-vehicle interaction level. Its assignments have to be manually reparametrized if something should occur that would render the AUVs incapable of satisfying the initial task objectives. Therefore, it seems that such an approach does not offer the robustness properties necessary for the problem at hand. However, the concept of path following (PF), which emphasizes spatial localization as a primary task objective, and considers the dynamic aspect as a secondary task objective, sacrificial if necessary, represents a more flexible and robust alternative than the TT scheme. Consequently, this paper considers the PF scheme as a framework in which to develop a guidance and control methodology for accurate and safe maneuvering of AUVs in the ocean space.

A. Previous Work

A lot of the research reported on control of AUVs consider only the simplified case of planar motion, see e.g. [1], [2], and [3]. Some research also consider decoupled spatial designs by separating the inherently coupled spatial case into two decoupled planar cases by considering non-interacting horizontal and vertical modes separately, see e.g. the work in [4] for slender-body AUVs. Such an approach can be characterized as a transition between a simplified planar consideration and a full spatial consideration. Coupled spatial considerations can be found in e.g. [5], [6], and [7]. However, in [5] the AUV cannot be located at the center of the sphere of osculation due to the kinematic singularity originating from the choice of stating the path following problem in the Serret-Frenet path frame. Also, the approaches in [6] and [7] involve inherent singularities due to the way in which the control problem is stated and solved. Note that these singularities are not kinematic representational singularities (which for instance can originate from using Euler angles to represent the AUV attitude), but methodologically inherent singularities undesirable from both a theoretical and practical point-of-view.

B. Main Contribution

This paper presents a guidance-based path following scheme for AUVs operating in a 3D ocean space. The consideration is spatially fully coupled, and the scheme renders geometric convergence to all regular paths feasible. It relies on key ideal guidance laws which are equally applicable to aircraft and spacecraft as they are to watercraft. The approach depends on a nonlinear, model-based velocity and attitude controller, and a key feature of the scheme is that it ensures path following for both fully actuated and underactuated AUVs. The paper contains a lucid exposition of the proposed guidance and control methodology, which is physically intuitive.
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II. Problem Statement

The primary objective in guidance-based path following is to ensure that a vehicle converges to and follows a desired geometric path, without any temporal requirements. The secondary objective is to ensure that the vehicle complies with a desired dynamic behaviour. By using the convenient task classification scheme in [8], the guidance-based path following problem can thus be expressed by the following two task objectives:

**Geometric Task:** Make the position of the vehicle converge to and follow a desired geometric path.

**Dynamic Task:** Make the speed of the vehicle converge to and track a desired speed assignment.

When both task objectives for some reason cannot be met simultaneously, the geometric one has precedence over the dynamic one.

III. Ideal Guidance Concept

The content in this section is taken from [9], where the guidance laws required to solve the spatial guidance-based path following problem in question are originally developed. We will consistently employ the notion of an ideal particle, which is to be interpreted as a spatial position variable restricted to move without dynamics (i.e. it can instantly attain any assigned motion behaviour) free to move anywhere in 3D space. We will also utilize the notion of a path particle, which is to be interpreted as a spatial position variable restricted to move along the geometric path it is associated with.

A. Assumptions

The following assumptions are made:

**A.1** The desired geometric path is regularly parametrized.

**A.2** The speed of the ideal particle is lower-bounded.

**A.3** The guidance variables are positive and upper-bounded.

B. Ideal Guidance Laws

Denote the inertial position and velocity vectors of the ideal particle by \( \mathbf{p} = [x, y, z]^T \in \mathbb{R}^3 \) and \( \dot{\mathbf{p}} = [\dot{x}, \dot{y}, \dot{z}]^T \in \mathbb{R}^3 \), respectively. Denote the size of the velocity vector by \( U = |\dot{\mathbf{p}}|_2 = (\dot{\mathbf{p}}^T \dot{\mathbf{p}})^{1/2} \) (the speed), and let the orientation be characterized by the two angular variables:

\[
\chi = \arctan \left( \frac{\dot{y}}{\dot{x}} \right),
\]

which is denoted the azimuth angle, and:

\[
u = \arctan \left( \frac{-\dot{z}}{\sqrt{\dot{x}^2 + \dot{y}^2}} \right),
\]
denoted the elevation angle. Since it is assumed that for an ideal particle \( U \), \( \chi \) and \( \nu \) can attain any desirable value instantaneously, rewrite them as \( U_d \), \( \chi_d \) and \( \nu_d \).

Consider a geometric path continuously parametrized by a scalar variable \( \pi \in \mathbb{R} \), and denote the inertial position of its path particle as \( \mathbf{p}_p(\pi) \in \mathbb{R}^3 \). Consequently, the geometric path can be expressed by the set:

\[
\mathcal{P} = \{ \mathbf{p} \in \mathbb{R}^3 \mid \mathbf{p} = \mathbf{p}_p(\pi) \forall \pi \in \mathbb{R} \}, \tag{3}
\]

where \( \mathcal{P} \subset \mathbb{R}^3 \).

For a given \( \pi \), define a local reference frame at \( \mathbf{p}_p(\pi) \) and name it the PATH frame (\( \mathcal{P} \)). To arrive at \( \mathcal{P} \), we need to perform two consecutive elementary rotations (when using the concept of Euler angles). The first is to positively rotate the INERTIAL frame (\( \mathcal{I} \)) an angle:

\[
\chi_p(\pi) = \arctan \left( \frac{y_p'(\pi)}{x_p'(\pi)} \right) \tag{4}
\]

about its \( z \)-axis, where the rotation \( x_p'(\pi) = \frac{dx_p}{d\pi}(\pi) \) has been utilized. This rotation can be represented by the rotation matrix:

\[
\mathbf{R}_{\mathcal{P},x}(\chi_p) = \begin{bmatrix}
\cos \chi_p & -\sin \chi_p & 0 \\
\sin \chi_p & \cos \chi_p & 0 \\
0 & 0 & 1
\end{bmatrix}, \tag{5}
\]

where \( \mathbf{R}_{\mathcal{P},x} \in SO(3) \). The second rotation is performed by positively rotating the resulting intermediate frame an angle:

\[
u_p(\pi) = \arctan \left( \frac{-z_p'(\pi)}{\sqrt{x_p'(\pi)^2 + y_p'(\pi)^2}} \right) \tag{6}
\]

about its \( y \)-axis. This rotation can be represented by the rotation matrix:

\[
\mathbf{R}_{\mathcal{P},y}(\nu_p) = \begin{bmatrix}
\cos \nu_p & 0 & \sin \nu_p \\
0 & 1 & 0 \\
-\sin \nu_p & 0 & \cos \nu_p
\end{bmatrix}. \tag{7}
\]
where \( \mathbf{R}_{p,y} \in SO(3) \). Hence, the full rotation can be represented by the rotation matrix:

\[
\mathbf{R}_p = \mathbf{R}_{p,x}(\chi_p)\mathbf{R}_{p,y}(\upsilon_p),
\]

where \( \mathbf{R}_p \in SO(3) \). Consequently, the error vector between \( \mathbf{p} \) and \( \mathbf{p}_p(\pi) \) expressed in \( \mathbf{P} \) is given by:

\[
\varepsilon = \mathbf{R}_p^T (\mathbf{p} - \mathbf{p}_p(\pi)),
\]

where \( \varepsilon = [s, e, h]^T \in \mathbb{R}^3 \) consists of the along-track error \( s \), the cross-track error \( e \), and the vertical-track error \( h \); see Figure 1. The along-track error represents the distance from \( \mathbf{p}_p(\pi) \) to \( \mathbf{p} \) along the \( x \)-axis of the PATH frame, the cross-track error represents the distance along the \( y \)-axis, while the vertical-track error represents the distance along the \( z \)-axis. Also, recognize the notions of the horizontal-track error \( \sqrt{s^2 + e^2} \), the generalized cross-track error \( \sqrt{e^2 + h^2} \), and the off-track error \( \sqrt{s^2 + e^2 + h^2} \).

By differentiating \( \varepsilon \) with respect to time, we obtain:

\[
\dot{\varepsilon} = \dot{\mathbf{R}}_p^T (\mathbf{p} - \mathbf{p}_p) + \mathbf{R}_p^T (\dot{\mathbf{p}} - \dot{\mathbf{p}}_p),
\]

where:

\[
\dot{\mathbf{R}}_p = \mathbf{R}_p \mathbf{S}_p
\]

with:

\[
\mathbf{S}_p = \begin{bmatrix}
0 & -\dot{\chi}_p \cos \upsilon_p & \dot{\upsilon}_p \\
\dot{\chi}_p \cos \upsilon_p & 0 & \dot{\chi}_p \sin \upsilon_p \\
-\dot{\upsilon}_p & -\dot{\chi}_p \sin \upsilon_p & 0
\end{bmatrix},
\]

which is skew-symmetric; \( \mathbf{S}_p = -\mathbf{S}_p^T \). We also have that:

\[
\dot{\mathbf{p}} = \dot{\mathbf{p}}_{dv} = \mathbf{R}_{dv} \mathbf{v}_{dv},
\]

where \( \mathbf{R}_{dv} \in SO(3) \) represents a rotation matrix from the INERTIAL frame to a frame attached to the ideal particle with its \( x \)-axis along the velocity vector of the particle. Let this frame be called the DESIRED VELOCITY frame (DV). Hence, the vector \( \mathbf{v}_{dv} = [U_d, 0, 0]^T \in \mathbb{R}^3 \) represents the ideal particle velocity with respect to \( \mathbf{I} \), represented in DV. The rotation matrix \( \mathbf{R}_{dv} \) is selected to be defined by:

\[
\mathbf{R}_{dv} = \mathbf{R}_p \mathbf{R}_r,
\]

where:

\[
\mathbf{R}_r = \mathbf{R}_{r,x}(\chi_r)\mathbf{R}_{r,y}(\upsilon_r)
\]

with \( \mathbf{R}_r, \mathbf{R}_{r,x}, \) and \( \mathbf{R}_{r,y} \) all elements of \( SO(3) \). This way of defining \( \mathbf{R}_{dv} \) entails that the DV frame is obtained by first performing an initial rotation represented by \( \mathbf{R}_p \), resulting in an intermediate frame parallel to the \( \mathbf{P} \) frame, before a relative rotation represented by \( \mathbf{R}_r \) is performed to arrive in DV. Obviously, \( \mathbf{R}_r \) (i.e. the angular variables \( \chi_r \) and \( \upsilon_r \)) must be designed to ensure that the generalized cross-track error approaches zero (while \( \mathbf{R}_r \) approaches \( \mathbf{I} \)), thus solving the geometric task of the guidance-based path following problem.

Continuing to elaborate on (10), we also have that:

\[
\dot{\mathbf{p}}_p = \mathbf{R}_p \mathbf{v}_p,
\]

where \( \mathbf{v}_p = [U_p, 0, 0]^T \in \mathbb{R}^3 \) represents the path particle velocity with respect to \( \mathbf{I} \), represented in \( \mathbf{P} \).

By then expanding (10) in light of the recent discussion, we get:

\[
\dot{\varepsilon} = (\mathbf{R}_p \mathbf{S}_p)^T (\mathbf{p} - \mathbf{p}_p) + \mathbf{R}_p^T (\mathbf{R}_{dv} \mathbf{v}_{dv} - \mathbf{R}_p \mathbf{v}_p)
\]

\[
= \mathbf{S}_p^T \varepsilon + \mathbf{R}_r \mathbf{v}_{dv} - \mathbf{v}_p.
\]

Now define the positive definite and radially unbounded Control Lyapunov Function (CLF):

\[
V_\varepsilon = \frac{1}{2} \varepsilon^T \varepsilon = \frac{1}{2} (s^2 + e^2 + h^2),
\]

and differentiate it with respect to time along the trajectories of \( \varepsilon \) to obtain:

\[
\dot{V}_\varepsilon = \varepsilon^T \dot{\varepsilon} = \varepsilon^T (\mathbf{S}_p^T \varepsilon + \mathbf{R}_r \mathbf{v}_{dv} - \mathbf{v}_p)
\]

\[
= \varepsilon^T (\mathbf{R}_r \mathbf{v}_{dv} - \mathbf{v}_p)
\]

since the skew-symmetry of \( \mathbf{S}_p \) leads to \( \varepsilon^T \mathbf{S}_p^T \varepsilon = 0 \). By further expansion, we get:

\[
\dot{V}_\varepsilon = s(U_d \cos \chi_r \cos \upsilon_r - U_p) + eU_d \sin \chi_r \cos \upsilon_r - hU_d \sin \upsilon_r,
\]

from where we choose \( U_p \) as:

\[
U_p = U_d \cos \chi_r \cos \upsilon_r + \gamma s,
\]

where \( \gamma > 0 \) becomes a constant gain parameter in the guidance law. Since \( \pi \) is the actual path parametrization variable that we control for guidance purposes, we need to obtain a relationship between \( \pi \) and \( U_p \) to be able to implement (21). By using the kinematic relationship given by (16), we get that:

\[
\dot{\pi} = \frac{U_d \cos \chi_r \cos \upsilon_r + \gamma s}{\sqrt{x_p^2 + y_p^2 + z_p^2}},
\]

which is non-singular for all paths satisfying assumption A.1. This also shows that \( \mathbf{P} \) is not a so-called Serret-Frenet frame, which is defined at the exact projection point of the ideal particle position onto the geometric path. By choosing \( U_p \) this way, we achieve:

\[
\dot{V}_\varepsilon = -\gamma s^2 + eU_d \sin \chi_r \cos \upsilon_r - hU_d \sin \upsilon_r.
\]

An attractive choice for \( \chi_r \) could be the physically motivated:

\[
\chi_r(e) = \arctan \left( \frac{-e}{\Delta_e} \right),
\]

where \( \triangle_e \) becomes a time-varying guidance variable satisfying A.3, and which is utilized to shape the convergence behaviour towards the \( xz \)-plane of \( \mathbf{P} \). Such a variable is often referred to as a lookahead distance in literature dealing with planar path following along straight lines [10], and the physical interpretation can be derived from Figure 1. Note that other sigmoidal shaping functions are also possible candidates for \( \chi_r(e) \), for instance the tanh function.
The choice for \( v_r \) could then be:

\[
v_r(t) = \arctan\left( \frac{h}{\Delta_h} \right), \tag{25}\]

where \( \Delta_h \) becomes an additional time-varying guidance variable satisfying A.3. It is utilized to shape the convergence behaviour towards the \( xy \)-plane of \( P \). Consequently, by utilizing trigonometric relationships from Figure 1, the derivative of the CLF finally becomes:

\[
\dot{V}_e = -\gamma s^2 - U_d \left[ \cos v_r \frac{e^2}{\sqrt{e^2 + \Delta_e^2}} + \frac{h^2}{\sqrt{h^2 + \Delta_h}} \right], \tag{26}\]

which is negative definite under assumptions A.2 and A.3.

Elaborating on these results, we find that the total dynamic system, which consists of the ideal particle and the path particle, can be represented by the states \( \epsilon \) and \( \pi \). Moreover, the dynamics are non-autonomous since \( U_d, \Delta_e, \) and \( \Delta_h \) can be time-varying. However, by reformulating the time dependence through the introduction of an extra state, the augmented system can be made autonomous:

\[
i = 1, \quad l_0 = t_0 \geq 0, \tag{27}\]

see e.g. [11]. Hence, the augmented system can be represented by the state vector \( \mathbf{x} = [\epsilon^T, \pi, t]^T \in \mathbb{R}^3 \times \mathbb{R} \times \mathbb{R}_{\geq 0} \), and with dynamics represented by the time-invariant ordinary differential equation:

\[
\dot{\mathbf{x}} = \mathbf{f}(\mathbf{x}). \tag{28}\]

The time variable for the augmented system is denoted \( t \) with initial time \( t = 0 \), such that \( l(t) = t + t_0 \). The motivation for this reformulation is that it allows us to utilize set stability analysis for time-invariant systems when concluding on whether the task objectives in the problem statement have been met or not. Hence, define the closed, but unbounded set:

\[
\mathcal{E} = \{ \mathbf{x} \in \mathbb{R}^3 \times \mathbb{R} \times \mathbb{R}_{\geq 0} \mid \epsilon = 0 \}, \tag{29}\]

which represents the dynamics of the augmented system when the ideal particle has converged to the path particle, i.e. converged to the path. Also, let:

\[
|\mathbf{x}|_{\mathcal{E}} = \inf \{ |\mathbf{x} - \mathbf{y}| \mid \mathbf{y} \in \mathcal{E} \} \tag{30}
\]

\[
= (\epsilon^T \epsilon)^{\frac{1}{2}} \tag{31}\]

represent a function measuring the distance from \( \mathbf{x} \) to \( \mathcal{E} \), i.e. the off-track error. Making \( |\mathbf{x}|_{\mathcal{E}} \) converge to zero is equivalent to solving the geometric task of the guidance-based path following problem, and the following proposition can now be stated:

**Proposition 1:** The error set \( \mathcal{E} \) is rendered uniformly globally asymptotically and locally exponentially stable (UGAS/ULES) under assumptions A.1 and A.3 if \( \pi \) is updated by (22), \( \chi_\epsilon \) is equal to (24), and \( v_r \) is equal to (25).

**Proof:** Since the set \( \mathcal{E} \) is closed, but not bounded, we initially have to make sure that the dynamic system (28) is forward complete [11], i.e. that for each \( \mathbf{x}_0 \) the solution \( \mathbf{x}(t, \mathbf{x}_0) \) is defined on \([0, \infty)\). This entails that the solution cannot escape to infinity in finite time. By definition, \( l \) cannot escape in finite time. Also, (18) and (26) shows that neither can \( \epsilon \). Consequently, (22) shows that \( \pi \) cannot escape in finite time under assumptions A.1 and A.2. The system is therefore forward complete. We also know that \( \forall \mathbf{x}_0 \in \mathcal{E} \) the solution \( \mathbf{x}(t, \mathbf{x}_0) \in \mathcal{E} \forall t \geq 0 \) because \( \epsilon(0) = 0 \Rightarrow \epsilon = 0 \). This renders \( \mathcal{E} \) forward invariant for (28) since the system is already shown to be forward complete. Now, having established that (28) is forward complete and that \( \mathcal{E} \) is forward invariant, and considering the fact that \( \dot{V}_e \leq -\frac{1}{2} \epsilon^T \epsilon = \frac{1}{2} (|\mathbf{x}|_{\mathcal{E}})^2 \), we can derive our stability results by considering the properties of \( \dot{V}_e \), see e.g. [8]. Hence, we conclude by standard Lyapunov arguments that the error set \( \mathcal{E} \) is rendered UGES. Furthermore, \( \dot{V}_e \leq -\gamma s^2 - U_d \left[ \frac{\mu e^2 + h^2}{\sqrt{\mu^2(e^2 + \Delta_e^2) + h^2}} \right] \) for the error dynamics at \( \epsilon = 0 \), which proves ULES.

By stabilizing the error set \( \mathcal{E} \), we have achieved the geometric task. The dynamic task is fulfilled by assigning a desired speed \( U_d \) which satisfies assumption A.2. In total, we have now solved the ideal spatial guidance-based path following problem.

Since \( \Delta_h \) can be expressed as:

\[
\Delta_h = \mu \sqrt{e^2 + \Delta_e^2}, \tag{32}\]

where \( \mu > 0 \), we can rewrite (26) as:

\[
\dot{V}_e = -\gamma s^2 - U_d \left[ \frac{\mu e^2 + h^2}{\sqrt{\mu^2(e^2 + \Delta_e^2) + h^2}} \right] \tag{33}\]

because:

\[
\cos v_r = \frac{\mu \sqrt{e^2 + \Delta_e^2}}{\sqrt{\mu^2(e^2 + \Delta_e^2) + h^2}} \tag{34}\]

when expressing \( \Delta_h \) as in (32). By choosing the desired speed of the ideal particle as:

\[
U_d = \kappa \sqrt{\mu^2(e^2 + \Delta_e^2) + h^2}, \tag{35}\]

where \( \kappa > 0 \) is a constant gain parameter, we obtain:

\[
\dot{V}_e = -\gamma s^2 - \mu \kappa e^2 - \kappa h^2, \tag{36}\]

which results in the following proposition:

**Proposition 2:** The error set \( \mathcal{E} \) is rendered uniformly globally exponentially stable (UGES) under assumptions A.1 and A.3 if \( \pi \) is updated by (22), \( \chi_\epsilon \) is equal to (24), \( v_r \) is equal to (25), and \( U_d \) satisfies (35).

**Proof:** The first part of the proof is identical to that of Proposition 1. Hence, we conclude by standard Lyapunov arguments that the error set \( \mathcal{E} \) is rendered UGES.

Although very powerful, this result is clearly not achievable by physical systems since these exhibit natural limitations on their maximum attainable speed. In this regard, Proposition 1 states the best possible stability property a spatial physical system like an autonomous underwater vehicle can hold.
After having obtained the guidance laws of this section by defining and elaborating on an \( \mathbf{R}_{dv} \) which is constructed by four elementary rotations, and partially defined by \( \mathbf{R}_d \), we would now like to define an \( \mathbf{R}_{dv} \) which is constructed by only two elementary rotations. This is interesting from a control perspective, especially if we choose not to operate directly in the configuration space. Hence, consider an \( \mathbf{R}_{dv} \) defined by a positive rotation about the z-axis of \( \mathbf{I} \) by a desired azimuth angle \( \chi_d \), followed by a positive rotation about the y-axis of the resulting intermediate frame by a desired elevation angle \( v_d \):

\[
\mathbf{R}_{dv} = \mathbf{R}_{dv,x}(\chi_d)\mathbf{R}_{dv,y}(v_d),
\]

where \( \mathbf{R}_{dv,x} \) and \( \mathbf{R}_{dv,y} \) both are elements of \( SO(3) \). Obviously, the rotations represented by (14) and (37) are not equivalent, i.e. the y- and z-axes of the two resulting frames are not aligned. However, the rotations map the velocity vector \( \mathbf{v}_{dv} \) equivalently to the INERTIAL frame, which is what matters here. Therefore, by equating the first column (which represents a rotation of the x-axis) of (14) with that of (37), we obtain:

\[
\chi_d = \arctan \left( \begin{array}{c} \cos \chi \sin \chi \cos v_r + \\ -\sin \chi \sin \chi \cos v_r + \\ -\sin v_p \sin \chi + \cos v_p \sin v_r, \\ \sin v_p \cos \chi \cos v_r, \\ \cos \chi, \cos \chi \cos v_r, \cos v_r \end{array} \right),
\]

and

\[
v_d = \arcsin(\sin v_p \cos v_r \cos \chi + \cos v_p \sin v_r),
\]

which are the guidance signals that the velocity vector orientation must satisfy in order to ensure geometric path convergence.

IV. AUV CONTROL CONCEPT

This section presents the control concept which ensures guidance-based path following for autonomous underwater vehicles.

A. Equations of Motion

The 6 degrees-of-freedom (DOFs) kinematics of an AUV can be represented by [12]:

\[
\dot{\mathbf{r}} = \mathbf{J}(\Theta)\mathbf{v},
\]

where \( \mathbf{r} = [x, y, z, \phi, \theta, \psi]^T \in \mathbb{R}^3 \times \mathbb{S}^3 \) (earth-fixed position and attitude), \( \Theta = [\phi, \theta, \psi]^T \in \mathbb{S}^3 \) (3D torus; three angles defined on \([\pi, \pi]\)), and \( \mathbf{v} = [u, v, w, p, q, r]^T \in \mathbb{R}^6 \) (vessel-fixed linear and angular velocities). In what follows, we will also utilize the notation \( \mathbf{p} = [x, y, z]^T \), \( \mathbf{v} = [u, v, w]^T \), and \( \mathbf{\omega} = [p, q, r]^T \), all elements of \( \mathbb{R}^3 \).

Additionally:

\[
\mathbf{J}(\Theta) = \begin{bmatrix} \mathbf{R}(\Theta) & 0_{3 \times 3} \\ 0_{3 \times 3} & \mathbf{T}(\Theta) \end{bmatrix},
\]

where:

\[
\mathbf{R}(\Theta) = \begin{bmatrix} c\psi/c\theta & -s\psi/c\phi & s\psi/c\phi s\theta + c\psi/c\phi s\theta \\ s\psi/c\theta & c\psi/c\phi & c\psi/c\phi s\theta - s\psi/c\phi s\theta \\ -s\phi t\theta & c\phi t\theta & s\phi/c\theta \end{bmatrix}
\]

is the rotation matrix from the earth-fixed NED frame (\( \mathbf{N} \)) to the vessel-fixed BODY frame (\( \mathbf{B} \), parametrized by the three Euler angles in \( \Theta \) through three consecutive elementary rotations by the \( zyx \)-convention. Also:

\[
\mathbf{T}(\Theta) = \begin{bmatrix} 1 & s\phi t\theta & c\phi t\theta \\ 0 & c\phi & -s\phi \\ 0 & s\phi/c\theta & c\phi/c\theta \end{bmatrix}
\]

relates the vessel-fixed angular velocity vector \( \mathbf{\omega} \) to \( \dot{\Theta} \). For notational brevity, \( c = \cos(\cdot), s = \sin(\cdot), \) and \( t = \tan(\cdot) \) has been used. At this point, it should be noted that \( \mathbf{T} \) is undefined for \( \Theta = \pm \pi \pi \). This is a representational singularity relating to the use of Euler angles for representing the attitude in 3D space (a so-called gimbal lock), and is not kinematically inherent. Such a singularity can be avoided in several ways; by switching between two different Euler angle representations in the vicinity of their singularities, by using a nonsingular four-parameter unit quaternion representation, or by operating directly in the configuration space. However, we will employ the Euler angles \( zyx \)-convention in this paper due to the intuition associated with it.

The 6 DOF kinetics of an AUV can be represented by [12]:

\[
\mathbf{M}\ddot{\mathbf{r}} + \mathbf{C}(\mathbf{v})\mathbf{v} + \mathbf{D}(\mathbf{v})\mathbf{v} + \mathbf{g}(\mathbf{\Theta}) = \tau + \mathbf{J}(\Theta)^{-1}\mathbf{b},
\]

where \( \mathbf{M} \) is the vehicle inertia matrix, \( \mathbf{C}(\mathbf{v}) \) is the centrifugal and coriolis matrix, \( \mathbf{D}(\mathbf{v}) \) is the hydrodynamic damping matrix, and \( \mathbf{g}(\mathbf{\Theta}) \) represents hydrostatic forces and moments. The system matrices in (44) are assumed to satisfy the properties \( \mathbf{M} = \mathbf{M}^T > 0 \), \( \mathbf{C} = -\mathbf{C}^T \) and \( \mathbf{D} > 0 \). Furthermore, \( \tau \) represents the vessel-fixed propulsion forces and moments, while \( \mathbf{b} \) accounts for the earth-fixed low-frequency environmental forces acting on the vehicle.
B. Control System Design

A nonlinear, model-based velocity and attitude controller is designed by using the backstepping technique. The output-to-be-controlled is redefined from position and attitude to (linear) velocity and attitude. By feeding the controller the appropriate guidance signals, positional convergence is ensured such that the guidance-based path following task objectives are met. This approach resembles the real-life action of a helmsman, who uses vehicle velocity to maneuver. He does not think in terms of directly controlling the position, but in his mind feeds the position error signal back through the velocity assignment, ensuring position control indirectly but in his mind feeds the position error signal back through the velocity assignment, ensuring position control indirectly. This approach resembles the real-life action of a helmsman, who uses vehicle velocity to maneuver. He does not think in terms of directly controlling the position, but in his mind feeds the position error signal back through the velocity assignment, ensuring position control indirectly through direct velocity control. Since such a technique is equally effective for fully actuated and underactuated vehicles, the controller assumes the structure of a velocity and attitude controller.

Start by defining the projection matrix:

\[
H = \begin{bmatrix} 0_{3 \times 3} & I_{3 \times 3} \end{bmatrix},
\]

then the error variables:

\[
z_1 = \Theta - \Theta_d \tag{46}
\]

\[
z_2 = \nu - \alpha, \tag{47}
\]

where \(\alpha \in \mathbb{R}^6\) is a vector of stabilizing functions to be specified later.

Define the Control Lyapunov Function (CLF):

\[
V_1 = \frac{1}{2} z_1^T K_1 z_1, \tag{48}
\]

where \(K_1 = K_1^T > 0\). Differentiating \(V_1\) with respect to time along the \(z_1\) dynamics yields:

\[
\dot{V}_1 = z_1^T K_1 \dot{z}_1 = z_1^T K_1 (\dot{\Theta} - \dot{\Theta}_d) = z_1^T K_1 (T \omega - \dot{\Theta}_d), \tag{49}
\]

since \(\dot{\Theta} = T \omega\). By using (47), we further obtain:

\[
\dot{V}_1 = z_1^T K_1 (T H (z_2 + \alpha) - \dot{\Theta}_d) = z_1^T K_1 T H z_2 + z_1^T K_1 (T \alpha - \dot{\Theta}_d), \tag{50}
\]

where \(\alpha = H \alpha\). This motivates the choice of \(\alpha = \alpha, \alpha_\omega = T^{-1}(\dot{\Theta}_d - z_1)\),\( \tag{51}\)

which results in:

\[
\dot{V}_1 = -z_1^T K_1 z_1 + z_2^T H^T T^T K_1 z_1. \tag{52}
\]

Augment \(V_1\) to obtain:

\[
V_2 = V_1 + \frac{1}{2} z_2^T M z_2 + \frac{1}{2} \hat{b}^T \Gamma^{-1} \hat{b}, \tag{53}
\]

where \(\hat{b} \in \mathbb{R}^6\) is an adaptation error defined as \(\hat{b} = \hat{b} - b\) with \(\hat{b}\) being the estimate of \(b\), and by assumption \(b = 0\). \(\Gamma = \Gamma^T > 0\) is the adaptation gain matrix.

Differentiating \(V_2\) along the trajectories of \(z_1, z_2,\) and \(\hat{b}\), we obtain:

\[
\dot{V}_2 = -z_1^T K_1 z_1 + z_2^T (H^T T^T K_1 z_1 + M \dot{z}_2) + \hat{b}^T \Gamma^{-1} \dot{\hat{b}}, \tag{54}
\]

since \(M = M^T\) and \(\dot{\hat{b}} = \dot{\hat{b}}\). By rewriting \(g(\Theta) = g, C(\nu) = C,\) and \(D(\nu) = D\) from (44) for notational brevity, we have that:

\[
M \dot{z}_2 = M(\nu - \alpha) = \tau + J^{-1} \nu - D \nu - C \nu - M \alpha, \tag{55}
\]

which yields:

\[
\dot{V}_2 = -z_1^T K_1 z_1 + z_2^T (H^T T^T K_1 z_1 + \tau + J^{-1} \nu - D \nu - C \nu - M \alpha) + \hat{b}^T \Gamma^{-1} \dot{\hat{b}}. \tag{56}
\]

Utilizing the fact that \(\nu = z_2 + \alpha\) and \(b = \hat{b} - \hat{b}\), we obtain:

\[
\dot{V}_2 = -z_1^T K_1 z_1 - z_2^T (H^T T^T K_1 z_1 + \tau + J^{-1} \nu - D \nu - C \nu - M \alpha) + \hat{b}^T \Gamma^{-1} \dot{\hat{b}}, \tag{57}
\]

\[
z_2^T (\nu - D \alpha - C \alpha - M \alpha) + \hat{b}^T \Gamma^{-1} (\hat{b} - \Gamma J^{-1} \dot{z}_2), \tag{58}
\]

where \(z_2^T C z_2 = 0\) since \(C\) is skew-symmetric [12]. By assigning:

\[
\tau = M \dot{\alpha} + C \alpha + D \alpha + g - J^{-1} \dot{\hat{b}} - H^T T^T K_1 z_1 - K_2 z_2, \tag{59}
\]

where \(K_2 = K_2^T > 0\), and by choosing:

\[
\dot{\hat{b}} = \Gamma J^{-1} \dot{z}_2, \tag{60}
\]

we finally obtain:

\[
\dot{V}_2 = -z_1^T K_1 z_1 - z_2^T (D + K_2) z_2. \tag{61}
\]

By a slight abuse of notation, regarding the global nature of the stability in question (which strictly is not satisfied due to the representational singularity of the chosen kinematics at \(\Theta = \pm \frac{\pi}{2}\)), we arrive at the following proposition:

**Proposition 3:** For smooth reference trajectories \(v_d, \dot{v}_d \in L_\infty\) and \(\Theta_d, \dot{\Theta}_d, \ddot{\Theta}_d \in L_\infty\), the origin of the error system \(z_1^T, z_2^T, \hat{b}^T\) becomes UGAS/ULES by choosing the control and disturbance adaptation laws as in (60) and (61), respectively.

**Proof:** [Indication] The proof can be carried out by utilizing Theorem A.5 from [12].

Please note that this velocity and attitude controller in itself achieves nothing unless it is fed the proper reference signals from a guidance system.
V. AUV Guidance Concept

We now look at the design of the reference signals required for guiding a controlled AUV such that it meets the guidance-based path following task objectives, and start out by defining \( \Theta_d \). Since we rely on the guidance laws from Section III to ensure path following, we will utilize the definition of the desired rotation matrix \( R_g \), as given in (37) for the purpose, as we have chosen not to operate directly in the configuration space. This means that we want the velocity vector of the AUV to be oriented in 3D space as given by the Euler angles \( \chi_d \) and \( \psi_d \). However, the actual velocity vector is oriented in 3D space as given by \( \chi \) and \( \psi \) from (1) and (2), respectively. These angles define the rotation matrix \( R_v \in SO(3) \), representing a rotation from N to the VELOCITY frame (V) by:

\[
R_v = R_{v,x}(\chi)R_{v,y}(\psi)(v),
\]

while the rotation matrix \( R_b \in SO(3) \), representing a rotation from N to B have already been defined in (42) by the zyx-convention. Consequently, we define the sideslip angle \( \beta \) by:

\[
\beta = \chi - \psi,
\]

and the angle-of-attack \( \alpha \) by:

\[
\alpha = \psi - \theta,
\]

deviating from the definitions of \( \beta \) and \( \alpha \) traditionally found in the hydro- and aerodynamics literature, like [13] and [14]. However, (64) and (65) represents appropriate definitions from a guidance point-of-view, which is of our concern. Consequently, the desired rotation matrix \( R_{db} \in SO(3) \), representing a rotation from N to the DESIRED BODY frame (DB) is defined by three consecutive elementary rotations (adhering to the zyx-convention) by:

\[
R_{db} = R_{db,x}(\psi_d)R_{db,y}(\theta_d)R_{db,z}(\phi_d),
\]

where:

\[
\psi_d = \chi_d - \beta, \quad \theta_d = \psi_d - \alpha, \quad \phi_d = \phi_d,
\]

which then constitute \( \Theta_d \), i.e. \( \Theta_d = [\phi_d, \theta_d, \psi_d]^T \in S^3 \). This \( \Theta_d \) applies regardless of the actuator capability of the AUV in question, and together with \( \Theta \) it defines \( \alpha_w \) through (51).

The control vector of a fully actuated AUV is given by:

\[
\tau = [\tau_X, \tau_Y, \tau_Z, \tau_K, \tau_M, \tau_N]^T,
\]

which means that the AUV can independently control all DOFs simultaneously, i.e. independently control the linear velocity and the attitude. Hence, while the velocity vector is required to adhere to the guidance laws from Section III in order to achieve path convergence, the attitude can satisfy some auxiliary task objectives. In this context, define the rotation matrix:

\[
R_{gb} = R_{gb,z}(\psi_g)R_{gb,y}(\theta_g)R_{gb,x}(\phi_g),
\]

representing a rotation from N to a GEARED BODY frame (GB), \( R_{gb} \in SO(3) \). The GB frame represents the reference attitude that only a fully actuated AUV can attain, and \( \Theta_g \) can be given directly by a human operator or through some high-level guidance system functionality. Note that \( \phi_g = \phi_d \). Since we have that:

\[
R_{gb}v_{gb} = R_{dv}v_{dv},
\]

we get that:

\[
v_d = v_{gb},
\]

which gives us the desired body-fixed linear velocity:

\[
v_d = v_{gb},
\]

which also constitutes \( \alpha_v \). Finally, higher order derivatives of \( v_d \) and \( \Theta_d \) can be generated by processing them through a reference model which is adjusted to the closed loop AUV dynamics.

The control vector of the most common type of underactuated AUVs in operation is given by:

\[
\tau = [\tau_X, 0, 0, \tau_M, \tau_N]^T,
\]

which means that only the surge, pitch and yaw DOFs are actuated. In this case, the linear velocity and the attitude of the AUV are inextricably linked together and cannot be controlled independently of each other. This entails that the attitude must be actively used to point the linear velocity vector in the direction suggested by the guidance system in order to achieve path convergence. Equation (60) can still be kept valid by assigning the required expressions to \( \tau_X, \tau_M \) and \( \tau_N \), while simultaneously imposing dynamics on the stabilizing functions corresponding to the unactuated DOFs such that (60) is satisfied [15]. An analysis of the resulting \( \alpha \)-subsystem reveals that the stabilizing functions, and hence also the sway, heave and roll speeds, remain bounded. This is an inherent feature of the ambient water-vehicle system due to the desirable property of hydrodynamic damping.

VI. AUV Guidance and Control Concept

Summing up, the proposed velocity and attitude controller from Section IV relies upon the reference signals supplied by the suggested guidance system from Section V in order to guarantee positional convergence to any regularly parametrized geometric path in 3D space. As long as (60) and (61) are satisfied, the guidance and control concept is equally effective for both fully actuated and underactuated autonomous underwater vehicles. The closed loop behaviour of a guided and controlled AUV naturally depends on the parameters and variables of the guidance and control systems, and can be analyzed for instance in a cascaded setting.
A guidance-based path following approach has been proposed for the purpose of maneuvering AUVs along designated paths in a 3D ocean space. The guidance laws were first developed at a dynamics-independent level, ensuring generally valid laws uninfluenced by any particular dynamics case. Subsequently, these laws were integrated into the guidance system of the specific target system in question to serve as reference signals for a proposed nonlinear, model-based velocity and attitude controller. The resulting guidance and control scheme renders all regular paths feasible for both fully actuated and underactuated AUVs, and simulation results successfully demonstrate the capability of the approach when applied to an underactuated AUV in flight.
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