A Chain-Based Routing Protocol to Maximize the Lifetime of Wireless Sensor Networks
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ABSTRACT

Energy conservation is a key issue in the design of systems based on wireless sensor networks. Clustering routing protocols have been developed in order to reduce the network traffic toward the sink and therefore prolong the network lifetime. An alternative of clustering is to build chains instead of clusters. In this context, we propose a routing protocol for Wireless Sensor Networks (WSN). It is based on constructing multiple chains in the direction of the sink. The first node of each chain sends data to the closest node in the same chain. This latter collects, aggregates and transmits data to the next closest node. This process repeats until reaching the last node, which aggregates and transmits data directly to the sink. An improvement of this approach is proposed. It works as follows: In addition to forming multiple chains as previously, it constructs a main chain, which includes leader node of each chain. Since, initially all main chain nodes have the same amount of power, the nearest node to the sink aggregates data from others then transmits it to the sink. In the next transmission, main chain node having the higher residual energy performs this task. Compared with the first approach, simulation results show that improvement approach consumes less energy and effectively extends the network lifetime.
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1. Introduction

Today, progress in the field of microelectronics and wireless communication technologies is used to create small systems communicating with sensors at a reasonable cost [1]. These communicating micro-components are called sensors. These technological advances make possible the deployment of wireless sensor networks. A Wireless Sensor Network [2] is a set of communicating nodes, each consisting of four entities: a radio module for exchanging messages via the wireless medium, one or more sensors/actuators with a specific task, such as motion detection or the activation of a contact, a microcontroller responsible for needed processing, and an energy source which supplies the whole. The wireless sensor networks are increasingly deployed randomly or in deterministic way in various areas covering military applications such as target tracking, monitoring of wild animals in the forest, habitat monitoring, industrial applications, earth movement detection, healthcare applications, surveillance and so on [2]. This technology must offer autonomous solutions, that is to say, capable of saving energy and self-configuring. This makes it more attractive because these concepts do not apply to wired networks or even most solutions.

Figure 1 shows a typical architecture of a network of wireless sensors [3]. The data collected by sensors are fed directly or via other sensors to a collection point called base station or sink. This network communicates to a network of another type that leads to unit control system. The intermediate network used to deport the checkpoint from the place of deployment of the sensor.
network may very well be the GSM network, a wireless network such as a wired network (internet).

However, to make wireless sensor networks feasible to be employed, a number of requirements in the design and operation of the network need to be satisfied. Since sensor nodes are powered by limited energy [4], energy conservation is commonly considered as a very critical resource that must be used very sparingly. In addition, it could be impossible or inconvenient to replace or recharge the battery, because nodes may be deployed in a hostile or unpractical environment.

To extend the lifespan of a WSN, we proposed in the present paper an algorithm that forms a multiple chain in the direction of the sink. Data transmission is performed from node to node and the last node sends directly to the sink. An improved version of this latter consists at constructing a main chain between the last nodes of each chain. The remainder of this paper is structured as follows. Related work is discussed in Section 2. In Section 3, we introduce the proposed approach. Section 4 shows the simulation results of our method. And finally, conclusions are given in Section 5.

2. Related Work

In recent years, clustering routing protocols have been developed in order to reduce the network traffic toward the sink [6-12]. Moreover, cluster heads have been used to enhance the efficiency of the energy-aware routing protocols [13]. An alternative of clustering is to build chains instead of clusters. PEGASIS [14] is the first routing protocol that uses chain. The main idea in PEGASIS is for each node to receive from and transmit to close neighbors and take turns being the leader for transmission to the base station. This approach will distribute the energy load evenly among the sensor nodes in the network. The base station can compute this chain and broadcast it to all the sensor nodes. Authors in [15] proposed two new algorithms under name PEDAP (Power Efficient Data gathering and Aggregation Protocol), which are near optimal minimum spanning tree based routing schemes, where one of them is the power-aware version of the other. Y. Yu and Y. Song [16] proposed an Energy-Efficient Chain-Based routing protocol (EECB) that is an improvement over PEGASIS. EECB uses distances between nodes and the base station and remaining energy levels of nodes to decide which node will be the leader that takes charge of transmitting data to the base station. Also, EECB adopts distance threshold to avoid formation of LL (Long Link) on the chain. In [17], authors proposed a protocol based on the PEGASIS protocol but using an improved ant colony algorithm rather than the greedy algorithm to construct the chain. Compared with the original PEGASIS, this one, PEGant, can achieve a global optimization. It forms a chain that makes the path more even distributed and the total square of transmission distance much less. Young-Long Chen & al [18] proposed Intra-Grid PEGASIS topology architecture, which is an architecture based on PEGASIS topology; in this architecture, the sensor area is divided into several network grids, meanwhile, the nodes of each network grid is deployed in random, then the nodes within the network grid are connected, finally, all the network grids are connected. In [19] a new algorithm named PEGASIS algorithm improving based on Double Cluster Head (PDCH) was proposed to make every notes load balance and extent the network lifetime. Authors chose double cluster heads in one chain and used hierarchical structure in the new algorithm on the basis of avoiding the long chain existing.

3. Description of the Proposed Algorithm

In the following, we present our proposed algorithm. Assume a WSN consisting of \( n \) nodes randomly deployed in an area of sides \( X \) and \( Y \). The sink is located outside the area of sensor nodes. We partition all nodes into \( m \) chains.

3.1. Chains Formation

We divide \( X \) into \( m \) intervals.

Let

\[
a = \frac{X}{m}
\]

We construct the different chains by employing (2).

\[
ch(j) = \{ \forall i \in A, \forall node(i) \in \{ (j-1)a \leq x(node(i)) < ja \} \} \quad (2)
\]

where \( j = 1, \ldots, m \) and \( x(node(i)) \) denotes abscissa of \( i-th \) node.

After chains construction, we proceed to sort them according to their ordinates. The following pseudo-code shows this operation.

For \( i = 1 \) to \( m \)

For \( j = 1 \) to \( Ic(i) - 1 \)

For \( k = j + 1 \) to \( Ic(i) \)

If \( y(node(j)) > y(node(k)) \) then

\[
z = y(node(j));
\]

\[
y(node(j)) = y(node(j + 1));
\]

\[
y(node(j + 1)) = z;
\]

End If

End For

End For

End For.

\( Ic(j) \) denote the set of nodes belonging to the \( j-th \) chain.

The first node in each chain sends data to the next node, this latter aggregates data and sends it to the next node.
and so on. When the data reaches the last node, this transmits it in single hop to the sink (see Figure 2). Over time, some nodes in the chain deplete their energies and therefore corresponding chains will need to be updated.

### 3.2. Updating Chains

Figure below depicts a chain before updating, it means when all nodes have an energy level greater than 0. Node 6 is the nearest node to the sink.

**Figure 3** represents a chain formed by six nodes. If for example node 4 depletes its energy, then node 3 bypasses node 4 and sends data directly to node 5 in the next transmission (see Figure 4).

An improved version of this algorithm is proposed. In addition to the multiple chains, it builds a main chain grouping the last nodes of each chain (see Figure 5).

The closest node does initially data transmission from the main chain to the sink since all nodes have the same amount of energy. In the next transmission, the node that has the higher residual energy performs this task. **Figure 6** illustrates the data transmission mode from main chain to the sink.

### 4. Evaluation

Before presenting simulation results, we make the following assumptions:

- Both sensor nodes and base station are stationary after being deployed in the field.
- Base station is located outside the area of the sensor nodes.
- The wireless sensor network consists of the homogeneous sensor nodes.
- All sensor nodes have the same initial energy.
- Base station is not limited in terms of energy, memory and computational power.
- The radio channel is symmetric such that energy consumption of transmitting data from node \( X \) to node \( Y \) is the same as that of transmission from node \( Y \) to node \( X \).
- Each sensor nodes can operate either in sensing mode to monitor the environment parameters and transmit to the base station or cluster head mode to gather data, compress it and forward to the base station.

For the radio model, we assume a simple model where the transmitter dissipates energy to run radio electronics and the power amplifier, and the receiver dissipates energy to run the radio electronics. The following equations represent the amount of energy consumption in transmitting a packet with \( k \) bits over \( d \) distance [10]:

\[
E_{\text{TX}} = \begin{cases} 
  k \cdot E_{\text{elec}} + k \cdot E_{\text{mp}} \cdot d^2 & \text{if } d \leq d_0 \\
  k \cdot E_{\text{elec}} + k \cdot E_{\text{mp}} \cdot d^4 & \text{if } d > d_0 
\end{cases}
\]  

\[
d_0 = \sqrt{\frac{E_{\text{mp}}}{E_{\text{elec}}}}
\]  
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Table 1. Simulation parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network size</td>
<td>(100 × 100) m²</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>100</td>
</tr>
<tr>
<td>Sink location</td>
<td>(150, 50)</td>
</tr>
<tr>
<td>Initial energy</td>
<td>0.1 J</td>
</tr>
<tr>
<td>Data packet size</td>
<td>4000 bits</td>
</tr>
<tr>
<td>E_{elec}</td>
<td>50 × 10^{-9}</td>
</tr>
<tr>
<td>E_{fs}</td>
<td>10^{-11}</td>
</tr>
<tr>
<td>E_{mp}</td>
<td>1.3 × 10^{-15}</td>
</tr>
<tr>
<td>E_{k}</td>
<td>E_{elec} k</td>
</tr>
<tr>
<td>E_{eda}</td>
<td>5 × 10^{-9}</td>
</tr>
</tbody>
</table>

Figure 6. Data transmission mode in the main chain.

where

$E_{elec}$ is the amount of energy consumption per bit to run the transmitter or receiver.

$E_{fs}$ and $E_{mp}$ are respectively energy in free space and multipath model.

$E_{k}$ is the amount of energy consumption in receiving a packet with $k$ bits.

Matlab software has been used for the simulation work. We have randomly deployed 100 nodes in an area of 100 × 100 m², the sink is located at (150, 50). Each sensor node transmits a 4000 bits message. The initial energy supplies to each sensor node is 0.1 J. We note that the number of chains is chosen equal to square root of the total number of nodes. The parameter settings used in the simulation are listed in Table 1.

$E_{eda}$ means energy data aggregation.

Two metrics are chosen in order to evaluate the proposed schemes, which are energy consumption and the number of alive nodes. We named the first algorithm “Chain-Based 1” and its improvement “Chain-Based 2”. From the simulation results shown in Figures 7 and 8, it was observed that the improved (Chain-Based 2) scheme consumes less power than the first algorithm. This is due to the presence of the main chain, which reduces the long transmission from leaders nodes (last nodes) to the sink.

In Figure 9, we have compared the number of alive nodes in the two approaches. We see clearly that the first node dies after 31 rounds in the first scheme while the first node dies after 176 rounds in the improved scheme. Therefore, improved scheme is more efficient in term of network lifetime than the first scheme.

5. Conclusion

In this paper, we introduce wireless sensor networks routing algorithms using chain principle instead of forming clusters. The first algorithm consists in constructing multiple chains in the direction of the sink, each with a leader node, which is the last, and the nearest node to the sink. An improved scheme of this latter consists at forming a main chain grouping the leader nodes. One node
from this main chain collects, aggregates and transmits data to the remote sink. As the simulation results reveal, the improved algorithm reduces energy consumption and consequently maximizes the lifetime of the WSNs.
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