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1. Introduction

It is well known that delay exists in many practical systems such as industrial systems, biological systems, engineering systems, population dynamic models, etc… Time delay may appear as part of the internal dynamics or may result because of the actuators and sensors used. Communication delays between different parts of a system are also sources of this phenomenon. Existence of time delays may cause oscillations and even instability; moreover it complicates the analysis and control of these systems (Zhong, 2006; Normey-Rico & Camacho, 2007). For all these reasons there is an extensive literature on stability analysis, stabilization and control of time delay processes, which continue to be active areas of research.

Recently, there has been a great interest in stabilizing high order systems by low fixed order controllers. The main motivation for using low order controllers comes from their simplicity and practicality, which explains the desire to reduce controller complexity and to determine as low order a controller as possible for a given high order or complex plant.

Computational methods for determining the set of all stabilizing controllers, of a given order and structure, for linear time invariant delay free systems are reported in the literature (Saadaoui & Ozguler, 2005; Silva, 2005). In this line of research, the main objective is to compute the stabilizing regions in the parameter space of simple controllers since stabilization is a first and essential step in any design problem. Once the set of all controllers of a given order and structure is determined, further design criteria can be added. To this end, several approaches are employed, among which extensions of the Hermite-Biehler theorem and the D-decomposition method seem to be the most appropriate. Stabilization of special classes of time delay systems by fixed-order controllers was also addressed. Using a generalization of the Hermite-Biehler theorem the set of all stabilizing PI and PID controllers are determined for first order systems with dead time (Silva et al., 2001; Silva et al., 2002). Graphical methods were used to determine all stabilizing parameters of a PID controller applied to second order plants with dead time (Wang, 2007b).

In this chapter, we consider determining all stabilizing PID controllers for n-th order all poles systems with time delay. These systems can be used to model many physical examples. This includes the representation of a ship positioning an underwater vehicle
through a long cable (Zhong, 2006). It can be used to represent the dynamic behavior of temperature control in a mix process (Normey-Rico & Camacho, 2007). One of the main contributions of this work is the determination of admissible values of one of the controller’s parameters. This is done using two approaches, the first approach is based on the use of an extension of the Hermite-Biehler theorem and the second approach is characterized by the application of a necessary condition which is a consequence of Kharitonov’s lemma. The D-decomposition method is then applied to find stabilizing regions in the parameter space of the remaining two parameters. By sweeping over the admissible ranges of the first parameter, the complete set of stabilizing PID controllers for this class of systems is obtained. It can be easily shown that the proposed method is applicable to first order controllers, being phase lead or phase lag controllers, by carrying out the appropriate modifications.

Stabilization being the most basic requirement in most controller design problems, determining the set of all stabilizing PID controllers for this class of systems is a first step in searching, among such controllers, those that satisfy further performance criteria, such as those imposed on the unit step response of the closed loop system. Once this first step is done, genetic algorithms are used to minimize several performance measures of the closed loop system. Genetic algorithms (GAs) (Chen et al., 2009; Chen & Chang, 2006; Jan et al., 2008; Goldberg, 1989; Haupt & Haupt, 2004; Melanie, 1998) are stochastic optimization methods. Unlike classical optimization methods, they are not gradient based which makes GAs suitable to minimize performance measures such as maximum percent overshoot, rise time, settling time and integral square error. Moreover, genetic algorithms explore the entire admissible space to search the optimal solution. This is another reason for using GAs after finding the complete set of stabilizing PID controllers which form the set of admissible solutions. In this work, the ranges of proportional, derivative and integral gains are not set arbitrary but they are set within the stabilizing regions determined, so that we are searching among the stabilizing values of the PID controller.

The chapter is organized as follows. In Section 2, a constant gain stabilizing algorithm is used to determine the admissible ranges of one of the controller’s parameters. Next, the D-decomposition method is introduced and a necessary condition is used to compute the admissible ranges of proportional and derivative gains. In Section 3, the stabilizing regions in the space of the controller’s parameters are determined and the genetic algorithm method is used to minimize several performance measures of the step response of the closed loop system. In Section 4, illustrative examples are given. Finally, Section 6 contains some concluding remarks.

2. Determining controller’s stabilizing parameters

In this work, we consider determining the stabilizing regions in the parameter space of a PID controller,

$$C(s) = \frac{k_ds^2 + k_ps + k_i}{s}$$

Applied to an n-th order all poles system with delay,
Where $L > 0$ represents the time delay. In this section, the admissible ranges of the parameters $(k_p, k_d)$ are found, where $k_p$ denotes the proportional gain and $k_d$ the derivative gain. The exact range of stabilizing $(k_p, k_d)$ values is difficult to determine analytically. In fact, the problem of determining the exact range of stabilizing $k_p$ values analytically is solved for the case of a first order plant with dead time (Silva et al., 2002). Therefore, instead of determining the exact range of $k_p$ (or $k_d$) a necessary condition will be used to get an estimate of the stabilizing range.

Let us first fix the notation used in this work. Let $R$ denote the set of real numbers and $C$ denote the set of complex numbers and let $R_-, R_0$ and $R_+$ denote the points in the open left-half, $jw$-axis and the open right-half of the complex plane, respectively. The derivative of a polynomial or a quasi-polynomial $\Psi$ is denoted by $'$ $\Psi$. The set $H$ of stable polynomials or quasi-polynomials are,

$$H = \{ \Psi(s) \in R[s] : \Psi(s) = 0 \Rightarrow s \in C_- \}$$

Given a set of polynomials $\Psi_1, \ldots, \Psi_l \in R[s]$ not all zero and $l > 1$ their greatest common divisor is unique and it is denoted by $\gcd \{ \Psi_1, \ldots, \Psi_l \}$; If $\gcd \{ \Psi_1, \ldots, \Psi_l \} = 1$ then we say $\{ \Psi_1, \ldots, \Psi_l \}$ is coprime. The signature $\sigma(\Psi)$ of a polynomial $\Psi \in R[s]$ is the difference between the number of its $C_-$ roots and $C_+$ roots. Given $\Psi \in R[s]$ the even-odd components $(a, b)$ of $\Psi(s)$ are the unique polynomials $a, b \in R[s^2]$ such that

$$\Psi(s) = a(s^2) + sb(s^2)$$

It is possible to state a necessary and sufficient condition for the Hurwitz stability of $\Psi(s)$ in terms of its even-odd components $(a, b)$. Stability is characterized by the interlacing property of the real, negative, and distinct roots of the even and odd parts. This result is known as the Hermite-Biehler theorem. Below is a generalization of the Hermite-Biehler theorem applicable to not necessarily Hurwitz stable polynomials. Let us define the signum function $S : R \to \{-1, 0, 1\}$ by

$$S = \begin{cases} 
-1 & \text{if } u < 0 \\
0 & \text{if } u = 0 \\
1 & \text{if } u > 0
\end{cases}$$

**Lemma 1.** (Saadaoui & Ozguler, 2003) Let a nonzero polynomial $\Psi \in R[s]$ has the even-odd components $(a, b)$ Suppose $b \neq 0$ and $(a, b)$ is coprime. Then, $S(\Psi) = r$ if and only if at the real negative roots of odd multiplicities $v_1 > v_2 > \cdots > v_l$ of $b$ the following holds:

$$r = \begin{cases} 
Sb(0_-)[Sa(0) - 2Sa(v_1) + 2S a(v_1) + \cdots + (-1)^l S a(v_l)] & \text{if } \deg \Psi \text{ odd} \\
Sb(0_-)[Sa(0) - 2Sa(v_1) + 2S a(v_1) + \cdots + (-1)^{l+1} S a(-\infty)] & \text{if } \deg \Psi \text{ even}
\end{cases}$$
where \( S_b(0) := (-1)^{m_0} b^{(m_0)}(0) \), \( m_0 \) is the multiplicity of \( u = 0 \) as a root of \( b(u) \), and \( b^{(m_0)}(0) \) denotes the value at \( u = 0 \) of the \( m_0 \)-th derivative of \( b(u) \).

The following result, determines the number of real negative roots of a real polynomial.

**Lemma 2.** (Saadaoui & Ozguler, 2005) A nonzero polynomial \( \Psi \in \mathbb{R}[s] \), such that \( \Psi(0) \neq 0 \), has \( r \) real negative roots without counting the multiplicities if and only if the signature of the polynomial \( \Psi'(s^2) + \Psi'(s^2) \) is \( 2r \). All roots of \( \Psi \) are real, negative, and distinct if and only if \( \Psi'(s^2) + \Psi'(s^2) \in H \).

We now describe a slight extension of the constant stabilizing gain algorithm of (Saadaoui & Ozguler, 2003). Given a plant

\[
G_0(s) = \frac{p_0(s)}{q_0(s)}
\]

where \( p_0, q_0 \in \mathbb{R}[s] \) are coprime with \( m = \deg p_0 \) less than or equal to \( n = \deg q_0 \), the set

\[
\Phi_r(p_0, q_0) = \{ \alpha \in \mathbb{R} : \sigma[\phi(s, \alpha)] = \sigma[q_0(s) + \alpha p_0(s)] = r \}
\]

is the set of all real \( \alpha \) such that \( \phi(s, \alpha) \) has signature equal to \( r \). Let \( (h, g) \) and \( (f, e) \) be the even-odd components of \( q_0(s) \) and \( p_0(s) \), respectively, so that

\[
q_0(s) = h(s^2) + sg(s^2),
\]

\[
p_0(s) = f(s^2) + se(s^2).
\]

Let \( (H, G) \) be the even-odd components of \( q_0(s)p_0(-s) \). Also let \( F(s^2) = p_0(s)p_0(-s) \). By a simple computation, it follows that \( s^2 \) is replaced by \( u \):

\[
H(u) = h(u)f(u) - ug(u)e(u)
\]

\[
G(u) = g(u)f(u) - h(u)e(u)
\]

\[
F(u) = f^2(u) - ue^2(u)
\]

With this setting, we have

\[
[q_0(s) + \alpha p_0(s)]p_0(-s) = [H(s^2) + \alpha F(s^2)] + sG(s^2)
\]

If \( G \neq 0 \) and if they exist, let the real negative roots with odd multiplicities of \( G(u) \) be \( \{ v_1, v_2, \ldots, v_l \} \) with the ordering \( v_1 > v_2 > \cdots > v_l \), with \( v_0 := 0 \) and \( v_{l+1} := -\infty \) for notational convenience.
The following algorithm determines whether $\Phi_r(p_0,q_0)$ is empty or not and outputs its elements when it is not empty (Saadaoui & Ozguler, 2005):

**Algorithm 1.**

1. Consider all the sequences of signums

   $$I = \{ \{i_0, i_1, \ldots, i_l\} \text{ for odd } r - m, \{i_0, i_1, \ldots, i_l\} \text{ for even } r - m.\}$$

   where

   $$i_j \in \{-1,1\} \text{ for } j = 0, 1, \ldots, l + 1.$$  

2. Choose all the sequences that satisfy

   $$r - \sigma(p_0) = \begin{cases} i_0 + 2i_1 + 2i_2 + \cdots + 2(-1)^li_l & \text{for odd } r - m \\ i_0 + 2i_1 + 2i_2 + \cdots + (-1)^li_l & \text{for even } r - m. \end{cases}$$

3. For each sequence of signums $I\{i_j\}$ that satisfy step 2, let

   $$\alpha_{\text{max}} = \max\left\{ -\frac{H}{V}(v_j) \right\} \quad \forall v_j \text{ for which } F(v_j) \not\equiv 0 \text{ and } i_j SF(v_j) = 1.$$  

   and

   $$\alpha_{\text{min}} = \min\left\{ -\frac{H}{V}(v_j) \right\} \quad \forall v_j \text{ for which } F(v_j) \not\equiv 0 \text{ and } i_j SF(v_j) = -1.$$  

The set $\Phi_r(p_0,q_0)$ is non-empty if and only if for at least one signum sequence $I$ satisfying step 2, $\alpha_{\text{max}} < \alpha_{\text{min}}$ holds.

4. $\Phi_r(p_0,q_0)$ is equal to the union of intervals $(\alpha_{\text{max}}, \alpha_{\text{min}})$ for each sequence of signums $I$ that satisfy step 3.

The algorithm above is easily specialized to determine all stabilizing proportional controllers $C(s) = \alpha$ for the plant $G_0(s)$. This is achieved by replacing $r$ in step 2 of the algorithm by $n$, the degree of $\phi(s,\alpha)$.

**Remark 1.** By Step 2 of Algorithm 1, a necessary condition for the existence of a $\alpha \in \Phi_r(p_0,q_0)$ is that the odd part of $[q_0(s) + \alpha p_0(s)]p_0(s)$ has at least $\bar{r} = \left\lfloor \frac{r - \sigma(p_0)}{2} \right\rfloor$ real negative roots with odd multiplicities. When solving a constant stabilization problem, this lower bound is $\bar{r} = \left\lfloor \frac{r - \sigma(p_0) - 1}{2} \right\rfloor$. 

2.1 Determining the admissible ranges of $k_p$ using Padé approximation

In this part, our aim is to find all admissible values of $k_p$. Replacing the time delay by a Padé approximation $e^{-t_0s} \approx \frac{P(-s)}{P(s)}$ where $P(s) \in H$, we get the following closed-loop characteristic polynomial

$$
\phi_0(s) = sq(s)p(s) + (k_ds^2 + k_ds + k_i)p(-s) = q_0(s) + (k_ds^2 + k_ds + k_i)p_0(s)
$$

Where

$$
q_0(s) = sq(s)p(s),
$$
$$
p_0(s) = p(-s).
$$

Multiplying $\phi_0(s)$ by $p_0(-s)$, we obtain

$$
\psi_0(s) = \phi_0(s)p_0(-s) = (H(-s) + s^2k_dF(-s) + k_iF(-s)) + s(G(-s) + k_pF(-s))
$$

where $H$, $G$ and $F$ are given by (4). Note that $p_0(-s) = p(s) \in H$, therefore by Remark 1 the odd part $G(u) + k_pF(u)$ of $\psi_0(s)$ must have all its roots real, negative, and distinct. At this step, two parameters $k_d$ and $k_i$ are eliminated and an auxiliary problem with only one parameter will be solved. Let

$$
\varphi_1(s) = (G(s^2) + sG'(s^2)) + k_p(F(s^2) + F'(s^2))
$$

using Lemma 2, finding values of $k_p$ such that $G(u) + k_pF(u)$ has all its roots real, negative and distinct is equivalent to stabilizing the new constructed polynomial $\varphi_1(s)$. This new constructed problem can be solved using Algorithm 1 as only one parameter appears.

2.2 An alternative method for computing the admissible ranges of $k_p$

In this part an alternative method is used to get the admissible values of $k_p$ without the need of using Padé approximation. Moreover this method allows the calculation of the admissible ranges of the parameters $(k_p, k_d)$, where $k_p$ denotes the proportional gain and $k_d$ the derivative gain. The following result will be used in determining the admissible values of $k_p$ (alternatively $k_d$).

Lemma 3: (Kharitonov et al., 2005) Consider the quasi-polynomial,

$$
\Psi'(s) = \sum_{i=0}^{n} \sum_{r=1}^{r} R_{ij}s^{n-i}e^{rjs}
$$
such that \( \tau_1 < \tau_2 < \cdots < \tau_r \), with main term \( h_0 \neq 0 \), and \( \tau_1 + \tau_r > 0 \). If \( \Psi(s) \) is stable, then \( \Psi'(s) \) is also a stable quasi-polynomial.

The characteristic function of the closed loop system formed by the PID controller and the time delay system (2) is given by,

\[
\Psi_1(s) = sQ(s) + (k_ds^2 + k_ps + k_i)e^{-Ls}
\]

(7)

Since the term \( e^{-Ls} \) has no finite roots, the quasi-polynomial \( \Psi_1(s) \) and \( \Psi(s) = \Psi_1(s)e^{-Ls} \) have the same roots, therefore stability of \( \Psi(s) \) is equivalent to stability of \( \Psi_1(s) \), see (Kharitonov et al., 2005). In the sequel, the quasi-polynomial,

\[
\Psi(s) = sQ(s)e^{-Ls} + (k_ds^2 + k_ps + k_i)
\]

(8)

will be used to study stability of the closed loop system. Now, using Lemma 3, if \( \Psi(s) \) is stable then \( \Psi'(s) \) is also a stable quasi-polynomial, where \( \Psi'(s) \) is given by,

\[
\Psi'(s) = ((Ls + 1)Q(s) + sQ'(s))e^{-Ls} + 2k_ds + k_p
\]

(9)

Note that only two parameters \( (k_p, k_d) \) appear in the expression of \( \Psi'(s) \). By Lemma 3, stabilizing \( \Psi'(s) \) is equivalent to calculating the admissible \( (k_p, k_d) \) values for the original problem.

The D-decomposition method (Hohenbicher & Ackermann, 2003; Gryazina & Polyak, 2006) is used to determine the stabilizing regions in the \( (k_p, k_d) \) plane. The D-decomposition method is based on the fact that roots of the quasi-polynomial (9) change continuously when the coefficients are changed continuously. Hence, a stable quasi-polynomial can become unstable if and only if at least one of its roots crosses the imaginary axis. Using this fact, the \( (k_p, k_d) \) plane can be partitioned into regions having the same number of roots of (9) in the left half plane. Stability can be checked by choosing a point inside a region and applying classical methods such as the Nyquist criterion.

Evaluating the characteristic function at the imaginary axis is equivalent to replacing \( s \) by \( j\omega \), \( \omega \geq 0 \), in (9) we get,

\[
\Psi'(j\omega) = \left[ R(w) - LwI(w) - wI'(w) \right] - \left[ wLR(w) + wR'(w) \right] \sin(L\omega) + k_p \\

\left[ (R(w) - LwI(w) - wI'(w)) \sin(L\omega) + (wLR(w) + wR'(w)) \cos(L\omega) + 2wk_d \right]
\]

(10)

where,

\[
Q(j\omega) = R(\omega) + jI(\omega)
\]

(11)

and,

\[
Q'(j\omega) = R'(\omega) + jI'(\omega)
\]

(12)
Applying the D-decomposition method implies equating the real and imaginary parts of (10) to zero. Two cases must be considered:

- **Case 1:** \( \omega = 0 \) which leads to the following equation,
  \[ k_p = -Q(0) \] (13)

- **Case 2:** \( \omega > 0 \) in this case we get,
  \[
  k_p = -[R(w) - LwI(w) - wI'(w)]\cos(Lw)
  + [wLR(w) + wR'(w)]\sin(Lw)
  
  k_d = [(R(\omega) - L\omega I(\omega) - \omega I'(\omega))\sin(\omega\omega)
  + (\omega LR(\omega) + \omega R'(\omega))\cos(\omega \omega)](2\omega)^{-1}
  \] (15)

By sweeping over values of \( \omega > 0 \), the \((k_p, k_d)\) plane can be partitioned into root invariant regions. Using (13), (14) and (15) stabilizing regions in the \((k_p, k_d)\) plane can be determined.

### 3. PID controller design

In this section, first the set of all stabilizing PID controllers are determined, this forms the set of admissible solutions for optimization. Next, GAs are used to optimize these PID parameters.

#### 3.1 Stabilizing regions

The admissible \((k_p, k_d)\) values are calculated in section 2, now, we go back to the original problem by considering (7). Our method consists of fixing one parameter \(k_p\) or \(k_d\) and determining the stabilizing regions in the plane of the remaining two parameters. By sweeping over the admissible values of the first parameter \((k_p\) or \(k_d\)) the complete set of the stabilizing regions is found. Once again the D-decomposition method is used.

For \( \omega = 0 \), we get the following equation,
  \[ k_i = 0 \] (16)

For \( \omega > 0 \), two cases will be investigated. First, let us fix \( k_p \) and find the stabilizing regions in the \((k_d, k_i)\) plane. Using (7), replacing \( s \) by \( j\omega \) and equating the real and imaginary parts to zero we get,
  \[
  \begin{bmatrix}
  \cos(\omega\omega) & -\omega^2 \cos(\omega\omega) \\
  \sin(\omega\omega) & -\omega^2 \sin(\omega\omega)
  \end{bmatrix}
  \begin{bmatrix}
  k_i \\
  k_j
  \end{bmatrix}
  =
  \begin{bmatrix}
  k_p \omega \sin(\omega\omega) + \omega I(\omega) \\
  -k_p \omega \cos(\omega\omega) + \omega R(\omega)
  \end{bmatrix}
  \] (17)

Note that the matrix at the left-hand of (17) is singular. The singular frequencies (Hohenbicher & Ackermann, 2003) are determined as the solutions of equation (18),
\[ k_p + l(\omega)\sin(\omega) - R(\omega)\cos(\omega) = 0 \] (18)

and are denoted by \( \omega_i, i = 1, 2, \cdots \). For each singular frequency \( \omega_i \), an equation of a straight line in the \((k_d, k_i)\) plane is defined by,

\[ k_i = \omega_i^2 k_d + \omega_i R(\omega_i)\sin(\omega_i) + \omega_i l(\omega_i)\cos(\omega_i) \] (19)

which partition the plane into root-invariant regions among which the stabilizing regions, if any, have to be determined. Alternatively, one may fix \( k_d \) first and repeat the above procedure. In this case we have,

\[
\begin{bmatrix}
\cos(\omega) & -\omega \sin(\omega) \\
\sin(\omega) & \omega \cos(\omega)
\end{bmatrix}
\begin{bmatrix}
k_i \\
k_d
\end{bmatrix}
= \begin{bmatrix}
\omega^2 \cos(\omega) + \omega l(\omega) \\
\omega^2 \sin(\omega) - \omega R(\omega)
\end{bmatrix}
\]

(20)

solving this system we get,

\[ k_i(\omega) = \omega^2 k_d + \omega l(\omega)\cos(\omega) - \omega R(\omega)\sin(\omega) \] (21)

\[ k_p(\omega) = -l(\omega)\sin(\omega) - R(\omega)\cos(\omega) \] (22)

For \( \omega > 0 \), the above two equations partition the \((k_p, k_i)\) plane into root-invariant regions. Hence stabilizing regions, if any, can be found. It is interesting to note here that depending on which parameter we fix first, either \( k_p \) or \( k_d \), the obtained stabilizing region is different. This can be explained by the fact that in the first case the matrix is always singular and in the second case it is always non-singular.

### 3.2 PID controller design using GAs

Determining the total set of stabilizing PID controllers is a first step in the design process. Once this set of stabilizing PID controllers is found, it is natural to search within this set, controllers that meet extra performance specifications. Four performance measures will be considered:

- Maximum percent overshoot (OS).
- Settling time (ST).
- Rise time (RT).
- Integral square error (ISE) \( ISE = \int_0^{t_f} |e(t)|^2 \, dt \), where \( e(t) \) is the error at time \( t \).

Optimization is done using genetic algorithms. The first step in this design procedure, which consists of determining the total set of stabilizing PID controllers, is very important. It enhances the application of the genetic algorithm by fixing the search space, unlike other works on optimizing PID controllers using GAs (Chen et al., 2009; Chen & Chang, 2006; Jan et al., 2008) where the ranges of \((k_p, k_i, k_d)\) are set arbitrary. Moreover, it improves the optimization time and increases the chances of obtaining the global optimum. Optimization
of the PID controllers is done by minimizing each of the four cost functions: maximum percent overshoot, settling time, rise time and integral square error. GAs tries to find the global optimum by evaluating many points of the solution space in each generation. There are mainly three operations: reproduction, crossover and mutation, used to form new generations until a termination condition is reached (Goldberg, 1989; Haupt & Haupt, 2004; Melanie, 1998). In what follows, we briefly describe the parameters and tools used in the implementation of the genetic algorithm:

1. Since stability is an essential property for any control system, the search space consists of the stabilizing values of the PID controller which are determined in section 3.1. Population size is chosen to be 150 individuals per population. In the beginning the initial population is randomly chosen within the stabilizing values of the PID controller. These individuals are candidate solutions to the problem. The number of generations is chosen as 100.

2. Evaluation of a generation is done by calculating the cost function for each individual. Since minimization problems are considered, the fitness function will be the inverse of the cost function.

3. Genetic operators: reproduction, crossover and mutation are used to form new generations. Individuals are chosen for reproduction according to their fitness value. Fittest ones have larger probability of selection. The Roulette Wheel selection method is used.

4. In order to improve next generations, crossover which is a process of combining parts of the parent individuals to produce new offsprings is done. Crossover value used is 0.8.

To avoid local minimum and explore new parts of the search space, mutation process is applied. It consists of randomly modifying individuals in the generation.

1. Mutation probability is always set to a small value so that the search algorithm is not turned to a random search algorithm. The value chosen in our case is 0.01.

2. Steps 2-5 are repeated until a termination condition is reached. The maximum generation termination condition is adopted.

4. Examples

In this section three illustrative examples are given.

Example 1:

Consider stabilizing the second order integrating system,

\[ G(s) = \frac{11.32}{s^2 + 11.32s} e^{-s} \]  \hspace{1cm} (23)

by a PID controller. This transfer function represents a system composed of master-slave parts. The slave part is a model of a mobile robot which can move in one direction (Seuret et al., 2006). This robot is controlled through a communication network which introduces delays in the control loop. See (Seuret et al., 2006) for more details about this system. First,
the admissible values of \((k_p, k_d)\) are calculated, see Fig. 1. The first approach proposed consists of fixing \(k_p\) and using (16), (18) and (19) to determine stabilizing regions in the plane of the remaining two parameters.

![Fig. 1. Admissible values of \((k_p, k_d)\).](image)

By sweeping over the admissible values of \(k_p\), the complete stabilizing regions of \((k_p, k_i, k_d)\) values are found as shown in Fig. 2.

![Fig. 2. Complete set of stabilizing PID controllers for example1.](image)
Alternatively, we can fix $k_d$ and use (16), (21) and (22) to find the stabilizing regions of $(k_p,k_i,k_d)$ values as shown in Fig.3.

![Fig. 3. Complete set of stabilizing PID controllers for example1.](image1)

Fixing $k_d = 0$ is equivalent to using a PI controller. For $k_d = 0$, we obtain the stabilizing region of $(k_p,k_i)$ values as given in Fig. 4.

![Fig. 4. Complete set of stabilizing PI controllers for example1.](image2)
Using this stabilizing region of \((k_p, k_i)\) values, we apply the genetic algorithm described in section 3.2, to minimize each of the performance indices: maximum percent overshoot (Opt1), settling time (Opt2), rise time (Opt3) and integral square error (opt4). Although a simple controller, PI controller, is used for an integrating system with delay, the results obtained are satisfactory as shown by the step response of the closed loop system in Fig. 5.

![Step Response](image)

**Fig. 5.** Step responses of the closed loop system.

**Example 2:**

Consider stabilizing the first order system given in (Silva et al., 2005),

\[
G(s) = \frac{1}{3s + 1}e^{-2.8s}
\]  

(24)

by a PID controller. For comparison reasons, we apply three classical methods. These methods are: Ziegler-Nichols method (ZN), Chien Hornes & Reswich method (CHR) and finally Cohen-Coon method (CC). After obtaining the stabilizing regions of \((k_p,k_i,k_d)\) values, we apply the genetic algorithm to minimize the four performance indices described in section 3.2. Step responses of the closed loop system obtained with classical methods are given in Fig 6.
Fig. 6. Step responses of the closed loop system for example 2.

Determining the set of stabilizing controllers and using GAs to optimize these stabilizing values, gives the step responses shown in Fig 7.

Table 1 summarizes the different results obtained using our method and classical methods. For each performance criteria we can see that our method gives better results. However it should be stressed here that minimizing one performance criteria can deteriorate other performance indices, for example we minimize overshoot at the expense of a larger settling time as shown in the results below. Optimizing the integral square error (opt4) gives better results as an overall performance. Another advantage of our method is to answer the question: what is the best performance we can get with such a controller? This is possible as optimization is done over all the admissible stabilizing values of the controller.
Fig. 7. Step responses of the closed loop system for example 2.
**Table 1. Results obtained by different methods.**

<table>
<thead>
<tr>
<th>Method</th>
<th>((K_p, K_i, K_d))</th>
<th>OS (%)</th>
<th>ST (s)</th>
<th>RT (s)</th>
<th>ISE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZN</td>
<td>((1.28, 0.22, 1.8))</td>
<td>7.9</td>
<td>24.9</td>
<td>5.9</td>
<td>3.17</td>
</tr>
<tr>
<td>CHR</td>
<td>((0.64, 0.21, 0.9))</td>
<td>9.1</td>
<td>24</td>
<td>8</td>
<td>3.75</td>
</tr>
<tr>
<td>CC</td>
<td>((1.69, 0.39, 1.49))</td>
<td>51</td>
<td>32.9</td>
<td>5.8</td>
<td>3.33</td>
</tr>
<tr>
<td>Opt 1</td>
<td>((0.52, 0.14, 0.28))</td>
<td>0</td>
<td>19</td>
<td>9</td>
<td>4.77</td>
</tr>
<tr>
<td>Opt 2</td>
<td>((0.84, 0.22, 0.39))</td>
<td>4.9</td>
<td>13</td>
<td>7</td>
<td>3.73</td>
</tr>
<tr>
<td>Opt 3</td>
<td>((1.69, 0.35, 0.55))</td>
<td>58</td>
<td>48</td>
<td>6</td>
<td>4.32</td>
</tr>
<tr>
<td>Opt 4</td>
<td>((1.22, 0.35, 1.67))</td>
<td>21.7</td>
<td>21.9</td>
<td>5.9</td>
<td>2.95</td>
</tr>
</tbody>
</table>

**Example 3:**

Consider stabilizing the second order plant given in (Wang, 2007a) by

\[
G(s) = \frac{k}{(1 + T_1 s)(1 + T_2 s)} e^{-Ls},
\]

by a PID controller.

Let \(k = 1\) and \(L = 0.2\) applying the procedure developed in this work, we get (the four cases given in (Wang, 2007a) will be investigated):

- **Case 1:** For \(T_1 = 0.2\) and \(T_2 = 0.5\) the admissible range of \(k_p\) values is obtained as \(-1 < k_p < 5.56\) with a Padé approximation of order 3.
- **Case 2:** For \(T_1 = -1\) and \(T_2 = -0.5\) the admissible range of \(k_p\) values is obtained as \(-1 < k_p < 0.58\) with a Padé approximation of order 2.
- **Case 3:** For \(T_1 = 1\) and \(T_2 = -0.5\) the admissible range of \(k_p\) values is obtained as \(-5.21 < k_p < -1\) with a Padé approximation of order 3.
- **Case 4:** For \(T_1 = -1\) and \(T_2 = 0.5\) the admissible range of \(k_p\) values is obtained as \(-9.79 < k_p < -1\) with a Padé approximation of order 3.

Although a necessary condition is used to determine the admissible ranges of \(k_p\), in the four cases above the intervals obtained are the same as the ones given in (Wang, 2007a).

### 5. Conclusion

In this work, a new method is given for calculating all stabilizing values of a PID controller which is applied to a special class of time delay systems. The proposed approach is based on determining first the admissible ranges of one of the controller’s parameters. This step is solved using two different approaches. Next, the D-decomposition method is applied to obtain the stabilizing regions in the controller’s parameter space. The genetic algorithm optimization method is then applied to find among those stabilizing controllers those that satisfy further performance specifications. Four time domain measures, which are maximum
percent overshoot, settling time, rise time and integral square error, were minimized. Application of the proposed method to uncertain time delay system is under investigation.
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