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Novel Scalable MIMO Channel Sounding
Technique and Measurement Accuracy Evaluation

with Transceiver Impairments
Minseok Kim, Member, IEEE, Jun-ichi Takada, Senior Member, IEEE, and Yohei Konishi, Student Member, IEEE,

Abstract—This paper presents a novel MIMO channel sound-
ing technique with a fully parallel transceiver architecture that
employs a layered scheme of frequency and space-time division
multiplexing. It offers inherent scalability of the number of
antennas by a combination of multiple transceiver units and flex-
ibility for both directional MIMO channel and multi-link MIMO
channel measurements. This paper describes the principle of the
channel sounding technique and formulates the signal processing
that makes possible various scalable unit configurations. The
influence of the transceiver imperfections such as I/Q imbalance
(IQI) and phase noise (PN) on the measurement accuracy is
discussed, and a multitone allocation scheme that is robust
against IQI is also introduced. Using computer simulations, the
measurement accuracy in the presence of IQI and PN is evaluated
using the normalized mean square error, which provides a design
guideline for the realization of hardware.

Index Terms—Channel sounding, MIMO, Frequency division
multiplexing, Scalability, Fully parallel architecture, Directional
channel, Multi-link MIMO channel

I. INTRODUCTION

Knowledge of the radio channel property is usually neces-
sary for developing wireless transmission systems. In future
cellular systems with MIMO (multiple-input-multiple-output)
technology, it will become necessary to operate in a smaller
cellular environment than before to increase the capacity
to a much greater degree where the channel behaviors are
quite specific to the individual environments. In particular, the
design and analysis of multi-link technologies such as multi-
user MIMO (MU-MIMO) and base station cooperation require
more sophisticated channel models of correlation among the
links and the ranks of the channels. In addition, it is also
necessary to investigate the details of the directional properties
of the environment for predicting the possible channel ranks
and for designing MIMO array antennas.

So far, channel sounders have conventionally been designed
for point-to-point measurement. However, the increasing de-
mand for multi-link channel characterization requires a scal-
able channel sounding architecture that is suitable for flexible
measurement configurations and robust against various practi-
cal issues on distributed systems. A response to the challenge
to utilize two heterogeneous channel sounders for dual-link
MIMO channel characterization was presented in [1], [2], but it
suffered from a few practical problems such as synchronization
between two different systems. MU-MIMO measurements
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Fig. 1. Various measurement configurations with scalable architecture (with
up to six units).

with a single sounder by separation of the array antennas have
been conducted in very limited measurement scenarios [3],
[4]. To meet the above demands, a scalable channel sounding
architecture and an efficient signal processing technique are
desirable.

With regard to the channel sounding techniques, various
methods have been developed for characterizing a radio chan-
nel property, including pulse sounding, frequency sweep, and
cross-correlation using a known sounding signal. For MIMO
channel sounding, multiplexing techniques would be necessary
for separating all the transmitted signals from multiple anten-
nas; thus, individual channel responses can be obtained on
the receiver side. Basically, TDM (time division multiplexing)
[5]–[8], FDM (frequency division multiplexing) [9], [10], and
CDM (code division multiplexing) [11], [12] schemes can be
chosen appropriately, or a hybrid method among them can be
applied according to the system architecture. The advantages
and drawbacks of these approaches have already been well
discussed in the literature, e.g., [13].

In developing channel sounders, many design and imple-
mentation issues must be practically considered. As previously
discussed well in many published research works, the mea-
surement accuracy of channel sounders is limited by various
hardware imperfections as the transmission performance of
wireless transceivers degrades. Such imperfections including
the ADCs’/DACs’ phase, gain, and offset mismatch [14], the
RF transceiver’s carrier leakage, I/Q mismatch [6], [14]–[18],
and nonlinearity [14], local oscillator (LO) phase noise and
frequency error [14], [20]–[23], among others. It is therefore
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necessary to understand these imperfections to develop chan-
nel sounders properly. However, to the best of our knowledge,
there has yet to be any comprehensive discussion on the design
and implementation issues involved in developing channel
sounders.

A. Overview of Channel Sounder Architectures

For MIMO channel measurement, a fully switching archi-
tecture that has a single radio front-end at both sides of the
transmitter and receiver has been widely accepted [5]–[8];
an example of this is the RUSK MIMO channel sounder by
MEDAV [5]. The advantages of such an architecture include
the low complexity of signal processing, simplicity of RF
calibration, easy cabling to the antenna, and a relatively
low development cost per channel. On the other hand, the
following drawbacks are also well known. First, the number
of antennas to be switched usually limits the channel acqui-
sition rates, making it difficult to measure the high Doppler
frequency in some dynamic environments. As a tradeoff, the
measurement delay spread is also limited. Second, such an
architecture suffers from large switching loss and a spatially
distributed phase noise effect [23].

In order to reduce the measurement duration, a transmitter
switching architecture that has a single radio front-end at the
transmitter but a complete set at the receiver [24], and a fully
parallel architecture that has complete sets of radio front-
ends at both the transmitter and receiver [10], [25] have been
considered. These architectures can reduce the measurement
duration per snapshot by 1/NR, where NR denotes the number
of receive antennas. Although a fully parallel architecture is
also free of transmit switching, unfortunately, it cannot reduce
the measurement duration any further because simultaneous
transmission requires a repetitive transmission of the original
signal or long symbol duration for the number of signals to
be transmitted simultaneously for signal separation on the re-
ceiver side. As mentioned above, a long measurement duration
limits measurement capability of Doppler characteristics in
dynamic environments and leads to measurement errors from
the phase noise effect. However, it should be noted that an
additional gain in the SNR (signal-to-noise power ratio) at
the receiver side can be achieved thanks to the simultaneous
repetitive transmission.

In this paper, a novel architecture based on a modular
concept of a transmitter and receiver unit is proposed. It
offers an easy extension with new units, combination with
multiple units for directional MIMO channel measurement,
and spatial separation into multiple units for multi-link MIMO
measurement, as shown in Fig.1. The FDM and STDM (space-
time division multiplexing) layered scheme allows simultane-
ous repetitive transmission for all transmit antennas, which in
turns offers a certain processing gain in SNR. As a result,
the transmission power per transmit antenna can be regulated
and maintained relatively small. Moreover, it is also beneficial
in that the same hardware can be utilized for both MIMO
transmission evaluation and propagation channel measurement
simultaneously.

B. Contributions
The original contributions of this paper are as follows.
• In Section II, this paper proposes a novel scalable channel

sounding concept for making flexible measurements in
various scenarios, which is promising for the charac-
terization of radio channels in future wireless systems.
With its inherent scalability, it is suitable for both di-
rectional MIMO channel and multi-link MIMO channel
measurements. Moreover, a signal processing technique
of MIMO multiplexing involving a novel FDM-STDM
layered scheme on a fully parallel transceiver architecture
is proposed.

• Using normalized mean square error (NMSE) as a figure
of merit for the measurement accuracy evaluation, the
design and implementation criteria are comprehensively
discussed from the point of view of channel sounding, in
Section III.

• A multitone allocation scheme that is robust against
IQI and that can greatly relax the requirement of the
transceiver I/Q imbalance (IQI) compensation is proposed
in Section IV-A.

• The channel measurement accuracy is evaluated in terms
of various scalable configurations in the presence of
the most critical impairments of the RF front-ends, IQI
and phase noise (PN) by using computer simulations, in
Section V.

II. CHANNEL SOUNDING PRINCIPLE

Consider NT × NR MIMO channel sounding with NUtx

transmitter units, each of which has L transmit antennas, where
NT = NUtxL, and likewise with NUrx receiver units where
NR = NUrxL. In this paper, a layered scheme using FDM
and STDM is developed to multiplex the transmitting signals
from NT antennas. In this paper, the sounding principle is
formulated by equivalent complex lowpass representation.

A. Notations
s[n′]: oversampled symbol

s((l))[n′′]: l-th FDM symbol
s̄((l))[i]: l-th FDM symbol with GI (guard interval)

x((l),m)[i]: l-th FDM transmit signal vector in m-th
STDM slot

x(m)[i]: Transmit signal vector in m-th STDM slot
X(m)[k′′]: Transmit multitone vector in m-th STDM slot

X((l),m)[k]: l-th FDM transmit multitone vector in m-th
STDM slot

X((l))[k]: l-th FDM transmit multitone matrix
y(m)[i]: Receive signal vector in m-th STDM slot

Y (m)[k′′]: Receive multitone vector in m-th STDM slot
Y ((l),m)[k]: l-th FDM receive multitone vector in m-th

STDM slot
Y ((l))[k]: l-th FDM receive multitone matrix
z(m)[i]: Noise signal vector in m-th STDM slot

Z(m)[k′′]: Noise response vector in m-th STDM slot
Z((l),m)[k]: l-th FDM noise response vector in m-th

STDM slot
Z((l))[k]: l-th FDM noise response matrix
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Fig. 2. L channel FDM channel sounding scheme with a multitone signal
where ∆f = ∆F /L.

h[τ ]: Channel impulse response matrix
H[k′′]: Channel transfer function matrix

H((l))[k]: l-th FDM channel transfer function matrix
where

N : Number of tones
Nf : FFT length
NGI: GI length
Ns: Symbol length (NGI +Nf )
n′: Oversampled symbol sample index

(0, · · · , Nf − 1)
n′′: FDM symbol sample index (0, · · · , LNf − 1)
i: FDM symbol sample index (with GI)

(0, · · · , LNs − 1)
k: Multitone index (0, · · · , N − 1)
k′: Oversampled multitone index (0, · · · , Nf − 1)
k′′: FDM multitone index (0, · · · , LN − 1)

B. Multiplexing for Multiple Signals within the Same Trans-
mitter Unit

Consider the FDM for the transmitting signals within the
same transmitter unit as shown in Fig. 2. The sounding signal
for the l-th FDM channel is represented by

s((l))(t) = s(t) exp (j2π(l − 1)∆f t) for l = 1, ..., L, (1)

which indicates the frequency shifted version of s(t). In
(1), we consider the unmodulated complex Newman phase
multitone (NPM) signal

s(t) =
1√
N

N/2−1∑
k=−N/2

exp (j2πk∆F t+ jϕk) (2)

with Newman phases ϕk = k2π
N for peak-to-average power

ratio (PAPR) reduction [26]. Here, N denotes the number of
sub-carriers (tones) to be allocated over the given frequency
band 2B, ∆F denotes the sub-carrier spacing and the FDM
frequency shift ∆f = ∆F /L [9]. Using the relation ∆F =
2B/N , the discrete time representation of (1), assuming a
sampling rate fs = 2BRov (Rov denotes the over-sampling
ratio of the sampling rate to the bandwidth), is expressed as

s((l))[n′′] = s[mod (n′′, Nf )] exp

(
j
2π(l − 1)n′′

LNf

)
(3)

N

N

N

(a) FDM-STDM layered multiplexing scheme.
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Fig. 3. Multiplexing for scalable MIMO channel sounding.

for n′′ = 0, ..., LNf − 1, where mod(a, b) denotes the
remainder upon the division of a by b, Nf = RovN , and

s[n′] =
1√
Nf

Nf−1∑
k′=0

Ψ̄k′ exp

(
j
2π

Nf
k′n′

)
(4)

for n′ = 0, ..., Nf − 1. The interpolated NPM sequence in
frequency domain

Ψ̄k′ =


√
RovΨk′ 0 ≤ k′ < N

2√
RovΨN−Nf+k′ Nf − N

2 ≤ k′ < Nf

0 otherwise
, (5)

where Ψk = exp(jϕk). (4) can be calculated by Nf -point
inverse fast Fourier transform (IFFT). As shown in Fig. 2 it is
noted that the measurement duration for the L channel FDM
becomes L times longer than that for a single channel.

C. Multiplexing for Multiple Signals among Multiple Trans-
mitter Units

Fig. 3(a) shows the concept of the FDM-STDM layered
multiplexing scheme with NUtx transmitter units, each of
which has L transmit antennas. To multiplex transmitting
signals from multiple transmitter units, a scalable data frame
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structure with multiple STDM symbol slots-the same number
of slots as there are transmitter units (m = 1, ..., NUtx)-is
introduced.

By aggregating the transmitting signals at the antenna
elements corresponding to the l-th FDM channel in each unit,
the transmitting signal vector in the m-th STDM slot is written
as

x((l),m)[i] =


xl[i+ (m− 1)LNs]

xL+l[i+ (m− 1)LNs]
...

xL(NUtx−1)+l[i+ (m− 1)LNs]


=

√
NUtxw

(m)s̄((l))[i], (6)

for i = 0, ..., LNs − 1, Ns = Nf + NGI where xu and NGI

denote the signal transmitted at u-th antenna (u = 1, ..., NT)
and the length of GI (guard interval) that is added as a
cyclic prefix, respectively. It should be noted that the sounding
symbols are different in every STDM slot; thus, the cyclic
prefix should be inserted by copying the last NGI samples into
the top of each symbol to maintain the orthogonality among
the STDM channels, even in the reception of delayed signals.
In this scheme, the delay spread to be measured is determined
by the duration of the GI. w(m) ∈ CNUtx×1 is a transmit
orthogonal beamforming weight vector for the m-th STDM
slot with unit gain. For the beamforming weight vectors, the
DFT (discrete Fourier transform) beams can be used where
the p-th element for m-th STDM slot is written as

w(m)
p =

1√
NUtx

exp

(
j
2π(m− 1)(p− 1)

NUtx

)
(7)

for p = 1, ..., NUtx. Also,

s̄((l))[i] = s̄((1))[i] exp

(
j
2π(l − 1)i

LNf

)
, (8)

where the sounding signal with a cyclic prefix for the l-th
FDM channel based on (4) is rewritten as

s̄((1))[i] =

1√
LNf

LNf−1∑
n′′=0

Ψ̃n′′ exp

(
j
2π

LNf
n′′ (i− LNGI)

)
, (9)

where

Ψ̃n′′ =

{√
LΨ̄n′′

L
mod(n′′, L) = 0

0 otherwise
. (10)

It is noted that in (6), the signal is multiplied by
√
NUtx to

maintain the transmitting power per antenna (phase control
only). As shown in Fig. 3(b), the signal for each FDM channel
at the m-th STDM slot, which is generated by (6), is simul-
taneously transmitted in multiple time slots by transmitting
beamforming. Since the transmitting power is usually limited
within a certain level, the SNR per transmit antenna for each
MIMO channel can be improved by transmit beamforming,
which is called an STDM gain of NUtx times.

At the receiver side, the received signal vector in the m-th
STDM slot can be represented as

y(m)[i] =

LNGI−1∑
τ=0

h[τ ]x(m)[i− τ ] + z(m)[i], (11)

where h[τ ] ∈ CNR×NT denotes the MIMO channel impulse
response matrix, z(m)[i] is a complex additive white Gaussian
noise process with a power of Pz (E[zzH ] = PzI),

x(m)[i] =

 x1[i+ (m− 1)LNs]
...

xNT
[i+ (m− 1)LNs]

 , (12)

y(m)[i] =

 y1[i+ (m− 1)LNs]
...

yNR [i+ (m− 1)LNs]

 , (13)

z(m)[i] =

 z1[i+ (m− 1)LNs]
...

zNR [i+ (m− 1)LNs]

 , (14)

where yv and zv denote the received signal and noise at the v-
th antenna (v = 1, ..., NR), respectively. After removal of the
cyclic prefix, (11) is converted into the frequency domain by
DFT. By extracting only the signal band at a lower frequency
from the oversampled signal spectrum, we obtain

Y (m)[k′′] = H[k′′]X(m)[k′′] +Z(m)[k′′] (15)

for k′′ = 0, ..., LN − 1. Consider the l-th FDM channel in
(15) as

Y ((l),m)[k] = H((l))[k]X((l),m)[k] +Z((l),m)[k] (16)

where

X((l),m)[k] = X(m)[Lk + l], (17)

Y ((l),m)[k] = Y (m)[Lk + l], (18)

Z((l),m)[k] = Z(m)[Lk + l], (19)

for k = 0, ..., N − 1, which indicates the sub-carrier selection
corresponding to the l-th FDM channel. It should be noted
that the output SNR for each MIMO channel increases by L
times; this is called the FDM gain.

In this paper, we assume a time-invariant channel across the
duration of all STDM slots. That is to say,

Y ((l),1)[k] = H((l))[k]X((l),1)[k] +Z((l),1)[k],

...
Y ((l),NUtx)[k] = H((l))[k]X((l),NUtx)[k] +Z((l),NUtx)[k].

Therefore, it can be rewritten as

Y ((l))[k] = H((l))[k]X((l))[k] +Z((l))[k] (20)

where

X((l))[k] =
[
X((l),1)[k] · · · X((l),NUtx)[k]

]
(21)

∈ CNUtx×NUtx ,
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Y ((l))[k] =
[
Y ((l),1)[k] · · · Y ((l),NUtx)[k]

]
(22)

∈ CNR×NUtx ,

Z((l))[k] =
[
Z((l),1)[k] · · · Z((l),NUtx)[k]

]
(23)

∈ CNR×NUtx ,

H((l))[k] =
[
H l[k] · · · HL(NUtx−1)+l[k]

]
(24)

∈ CNR×NUtx ,

W =
[
w(1) · · · w(NUtx)

]
(25)

∈ CNUtx×NUtx ,

and H l denotes the l-th column vector of H . From the
relations of (5), (6) and (10), the l-th FDM transmit multitone
vector in the m-th STDM slot in (17) can be rewritten as

X((l),m)[k] = w(m)
√
LRovNUtxΨk (26)

which is in fact the DFT of the down-sampled and cyclic prefix
removed version of (6). It should also be noted that the right-
hand term of (26) is independent of FDM channel l and that
the frequency shifted versions of the same multitone Ψk are
transmitted. However, each l covers different sub-carriers as
shown in Fig.2. Consequently by substituting (26) into (21),
(20) can be rewritten as

Y ((l))[k] =

H((l))[k]W
(√

LRovNUtxvΨk

)
+Z((l))[k]. (27)

By dividing (27) with W
(√

LRovNUtxΨk

)
, the matrix of the

MIMO channel transfer function for the l-th FDM channel is
finally obtained by

Ĥ
((l))

[k] =

H((l))[k] +Z((l))[k]
(√

LRovNUtxΨk

)−1

W−1. (28)

Using (28), the transfer functions for all FDM channels can be
calculated separately and hence Ĥ[k] ∈ CNR×NT is obtained.
As can be seen from (28), the channel measurement accuracy
increases with a large path gain that maintains the received
signal power at a level that is sufficiently greater than the
receiver noise floor. To cope with the influence of noise,
channel sounders can increase the SNR by taking the average
of the snapshots for consecutive sounding symbols, as long as
the channel can be maintained as being static.

III. MEASUREMENT ACCURACY AND PERFORMANCE
METRIC

In developing a channel measurement system, the measure-
ment accuracy should be clearly analyzed, because the system
will be implemented based upon design criteria to meet a
given required performance. It is obvious that to achieve a
better radio propagation channel analysis, accurate channel
measurement is indispensable, but the impairment of circuits
and the limited precision of components actually degrade the
measurement accuracy. Hence, the design criteria need to be
introduced to determine the compensation level of the circuit
impairments and the selection of components.

Probing

tone

Received 

tone

Channel
(unknown)

Tx

][ˆ kH

][kH

][kT][kS ][kY

][kZ

][kR

Rx

(a) Channel measurement.

Probing tone
Received 

tone
Channel

(for testing) Tx

][kT][kS ][kY

][kZ

][kR

Rx

][kH

][ˆ kH

(b) Testing measurement for transceiver compensation and
calibration.

Fig. 4. Block diagrams of channel measurement and transceiver testing
processes.

Although the purpose of a channel sounder is not data
transmission, design criteria similar to those of wireless trans-
mission systems can be considered simply because they have
basically the same architecture. However, unlike data-centric
figures of merit such as EVM (error vector magnitude) and
BER (bit error rate) in the designing and testing of wire-
less transmission systems, those used for designing channel
sounders have not been comprehensively investigated. The
reason for this is that the radio channel measured by channel
sounders is further utilized for other purposes, while the qual-
ity of the received data directly determines the performance
of the transmission system, and hence, EVM and BER can be
insightful performance metrics.

A. Transceiver Testing for Channel Sounders

Fig. 4(a) shows a simplified channel measurement process in
a frequency domain for the k-th probing tone S[k], where Y [k]
denotes the received tone, H[k] denotes the unknown channel
to be measured, and T [k] and R[k] denote the responses of the
transmitter and receiver, respectively. Z[k] denotes an additive
Gaussian noise process. The transceiver imperfections indicate
the impact of the impairments of the circuits and the limited
precision of components, which must be compensated for and
carefully determined for accurate measurement, as will be
discussed further in Section IV.

The frequency characteristics of the components are usually
calibrated by the measured responses in a direct cable con-
nection between the transmitter and receiver antenna ports,
which is called back-to-back calibration. Consequently, the
channel transfer function can be estimated. However, the
channel estimation accuracy will be degraded if the hard-
ware imperfections are included in the measured channel. In
general, transceiver imperfections can only be observed as
mixed characteristics and are not separable from the frequency
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characteristics of the transmitter and receiver. However, we
assume that they are ideally calibrated, or R[k]T [k] = 1, ∀k,
and hence, only the transceiver imperfections are included in
the measured channel Ĥ[k]. In reality, we can determine the
compensation level of the circuit impairments and the selection
of components by evaluating their effects using mathematical
analysis and computer simulations.

For transceiver testing prior to the radio channel mea-
surement, consider a SISO (single-input-single-output) test
measurement performed with the direct cable connection of a
single transmitter and a single receiver, as shown in Fig. 4(b),
to assess the practical measurement accuracy with a given
transceiver, where H[k] denotes a known channel response
for testing. The channel estimation error

∣∣∣Ĥ[k]−H[k]
∣∣∣ should

be reduced in accordance with any specific design criteria. In
Fig. 4(b), NMSE is defined as

NMSE =

∑
k

∣∣∣Ĥ[k]−H[k]
∣∣∣2∑

k |H[k]|2
(29)

where

Ĥ[k] = Y [k]S−1[k]

= η[k]R[k]T [k]H[k] + Z[k]S−1[k], (30)

and η[k] represents multiplicative impairments due to IQI and
PN. Therefore, (29) can be rewritten as

NMSE =

∑
k

∣∣(η[k]R[k]T [k]− 1)H[k] + Z[k]S−1[k]
∣∣2∑

k |H[k]|2
, (31)

where |S[k]| = 1 (equal gain across the bandwidth). It is
obvious that (31) is reduced to 1/SNR when Z[k] is dominant
over multiplicative impairments (or η[k] ≈ 1, ∀k) and the
frequency characteristics of transmitter and receiver (T [k] and
R[k]) are known to be eliminated from (31).

On the other hand, consider the EVM in transceiver testing
for multi-carrier transmission systems such as OFDM (orthog-
onal frequency division multiplexing) in the same configura-
tion as that shown in Fig. 4(b). The EVM is one of the widely
used figures of merit used in the evaluation of the quality of
transmission systems [27]; it is defined as

EVM =

√√√√√∑k

∣∣∣Ŝ[k]− S[k]
∣∣∣2∑

k |S[k]|
2 (32)

where

Ŝ[k] = Y [k]Ĥ−1[k]

= ξ[k]S[k] + Z[k]Ĥ−1[k], (33)

by signal detection with the estimated channel. Similar to the
NMSE, (32) can be rewritten as

EVM =

√√√√√∑k

∣∣∣(ξ[k]− 1)S[k] + Z[k]Ĥ−1[k]
∣∣∣2∑

k |S[k]|
2 . (34)

If Ĥ[k] = R[k]T [k]H[k] (perfect channel estimation), ξ[k]
simply indicates η[k] in (34). It can be seen that both (31)

and (34) equivalently represent the effect of the multiplicative
impairments with respect to the average path gain and the
average signal power, respectively, when T [k] and R[k] are
known and SNR is sufficiently large. This implies that the
NMSE can be an appropriate performance metric for testing
a non-data-centric instrumental system such as a channel
sounder without modulation/demodulation and has a similar
meaning of the (EVM)2 in transceiver testing. For example, the
NMSE of 9.0× 10−4 roughly corresponds to an EVM of 3%,
which is a reasonable figure for a transceiver’s performance.

B. MIMO Channel Sounding Accuracy

To evaluate the channel measurement accuracy of a MIMO
channel sounder, the NMSE of the estimated transfer function
to a known testing channel can be expressed by

NMSE =

∑
k ∥Ĥ[k]−H[k]∥F

2∑
k ∥H[k]∥F2 , (35)

where the Frobenius norm ∥A∥F =
√

tr(AAH). Using (28),
which does not include transceiver imperfections, (35) can be
rewritten as

NMSE =
NTNRN

LRovNUtx (Ps/Pz)
∑

k ∥H[k]∥F2

=
1

LRovNUtx · γ0
, (36)

where γ0 = Ps

Pz
· 1
NTNRN

∑
k ∥H[k]∥F2 indicates the average

SNR per transmit antenna and Ps = E[|Ψk|2]. Hence, (36)
implies that the NMSE is equivalent to the reciprocal of the
average output SNR per transmit antenna over all MIMO
channels. As discussed above, hardware imperfections further
degrade the measurement accuracy.

IV. EFFECTS OF TRANSCEIVER IMPERFECTIONS

In such a fully parallel MIMO transceiver architecture, many
types of synchronization between multiple channels should be
the most difficult and time-consuming task, because of the
huge number of MIMO channels which exist as many as the
product of the numbers of transmit and receive antennas. In
the baseband processing part, the amplitude differences and
phase skews among all ADCs and DACs within a certain
unit and among units should be guaranteed. To be exact,
at least, the I/Q skew should be precisely adjusted, even
though the skews between channels can be eliminated by
back-to-back calibrations. Moreover, the sampling and carrier
frequency of the signal across different units should ideally
be synchronized, which is usually realized by using a very
high-precision atomic clock reference at every unit.

Although the baseband processing part and frequency syn-
chronization are assumed to be perfect, the measurement ac-
curacy is significantly degraded in the presence of transceiver
impairments, which include the IQI in the quadrature mod-
ulators/demodulators, the phase noise of the local oscillators
(LOs), the nonlinearity of the components, and so forth. This
section discusses the two effects of IQI and PN on the channel
measurement accuracy in the proposed sounding architecture,
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since they are the most critical problems in the development
of a wireless transceiver.

A. I/Q Imbalance (IQI) Effect and Multitone Allocation
In a super-heterodyne transceiver, the quadrature modula-

tor/demodulator is generally realized in an analog circuit; thus,
it usually suffers from in-phase quadrature (I/Q) imbalance,
namely, gain difference and phase skew in the quadrature LO
branches and DC offsets in the I/Q branches. These must be
sufficiently compensated for because they cause mirror image
distortion and generate carrier leakage. Many techniques that
employ digital signal processing have been developed to
compensate for these impairments [15]–[17].

In the proposed sounding scheme, the phase imbalance
and amplitude difference between quadrature local oscillator
branches [15], [18] generates interferences between FDM
channels. Fig. 5(a) illustrates the frequency spectrum with full-
tone allocation with N sub-carriers when L = 4. As can be
seen, the image components of the FDM CH1 (l = 1) and
CH3 (l = 3) interfere with the mirror sub-carriers of the same
FDM channel, and CH2 (l = 2) and CH4 (l = 4) mutually
interfere with each other. That leads to channel measurement
error, which is classified as a deterministic error in a specific
system, and can thus be effectively compensated for by digital
signal processing [15]–[17].

Extending (29) to the case of MIMO case, (35) can be
rewritten. Even if self- or inter-FDM-channel interference
occurs for each FDM channel as described above, because
the same multitone is used for each FDM channel, the NMSE
in the presence of transceiver IQI can be derived as

NMSE ≈ |αrαt − 1|2 + |αrβt|2 +
|βrβ

∗
t |2 + |βrαt|2, (37)

where

αt =
1+(1+εt) exp (jθt)

2 , βt =
1−(1+εt) exp (jθt)

2 ,

αr =
1+(1+εr) exp (−jθr)

2 , βr =
1−(1+εr) exp (jθr)

2 ,
(38)

and ε and θ denote IQI parameters of gain and phase differ-
ence, respectively, and subscripts t and r denote the transmitter
and receiver, respectively. The derivation of (37) is shown in
Appendix A. It is noted that if we assume that αr ≈ 1, βr ≈ 0,
(i.e., almost perfect receiver IQI compensation), then (37) can
be approximately reduced to

NMSE ≈ |αt − 1|2 + |βt|2, (39)

which is equal to twice the image rejection ratio (IRR), as
shown in Appendices A and B.

To avoid the IQI effect in a simple way, this paper considers
an alternative approach to multitone allocation by reducing the
number of tones and offsetting the entire band. That is, the
multitone allocation in (5) is modified with a reduced number
of tones as

¯̄Ψk′ =



√
MdΨ̄k2

√
Md

mod(k′,Md) = Mofs,

0 ≤ k2 < N
2Md√

MdΨ̄(
k2−

Nf
2Md

)√
Md

mod(k′,Md) = Mofs,

Nf

Md
− N

2Md
≤ k2 <

Nf

Md

0 otherwise

(40)

Images

Multi-tone (N tones)

FDM Set

CH1   CH3  

CH2  CH4

Freqfc

(a) Full-tone allocation.

Images

Multi-tone (N/4 tones)

FDM Set

CH1      CH2     CH3    CH4

2ndHarm

Freqfc

(b) Quarter-tone allocation.

Fig. 5. Passband spectra of two multitone allocation modes.

where k2 = ⌊ k′

Md
⌋ (⌊g⌋ denotes the greatest integer less than

g), and Md and Mofs denote the reducing factor and the
offset value from DC, respectively. For example, the quarter-
tone allocation (Md = 4) with a single sub-carrier offset
(Mofs = 1) in the same frequency resolution allows the image
components’ sub-carrier locations to be controlled, as shown
in Fig. 5(b). As can be seen, the quarter-tone allocation induces
the image components to appear only at the empty tone sub-
carrier locations, so that the input tones are not interfered with
by the mirror image component, though it will also be distorted
by itself as in (45), in Appendix A.

Because the signal tones are not interfered with by the
corresponding mirror image components, similar to the case of
the IRR evaluation discussed in Appendices A and B, the k-th
tone distorted by transceiver IQI in the quarter-tone allocation
can be expressed as

Ỹ [k] =

(αrαtH[k] + βrβ
∗
tH

∗[N − k − 1])S[k] + Z[k], (41)

where the tone index N−k−1 indicates the mirror frequency
index of k if the set {H[0], ..., H[N/2 − 1]} at the positive
side and the set {H[N − 1], ...,H[N/2]} at the negative side
are allocated symmetrically to the center frequency with an
offset. We can see that the channel transfer function scaled by
a constant αrαt can be approximately obtained by dividing
both sides of (41) by S[k], because |βrβ

∗
t | usually yields a

sufficiently small value. The physical meaning of the scaled
transfer function is not changed from that of the original one;
thus, it is seen that the quarter-tone allocation can greatly
relax the requirement of the transceiver IQI compensation
level, which is a very complicated and time-consuming task.
The advantage of the quarter-tone allocation is deduced from
the NMSE for the scaled channel transfer function, which is
derived as

NMSEscaled =

∑
k

∣∣∣Ĥ[k]− αrαtH[k]
∣∣∣2∑

k |αrαtH[k]|2
=

|βrβ
∗
t |2

|αrαt|2
, (42)
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Fig. 6. Used channel model; the left and right figures show H11(f) and
h11(τ), respectively.

where

Ĥscaled[k] = αrαtH[k] + βrβ
∗
tH

∗[N − k − 1], (43)

which indicates the estimated channel transfer function in the
quarter-tone scheme without noise. As discussed above, (42)
becomes a much smaller value than (37) because |βrβ

∗
t | is

usually very small. If there is no receiver IQI, (42) is simply
reduced to zero.

Moreover, it is also robust to carrier leakage and the second-
order harmonic components. It is noted that the sounding
symbol in the quarter-tone allocation is shortened by 1/Md

and is repeated Md times, which provides an additional gain
in output SNR by Md.

B. Phase Noise (PN) Effect

As is well documented in a rich literature, e.g., [20], [22],
the phase noise of the local oscillator’s PLL (phase lock
loop) causes the inter-carrier interference (ICI) to distort the
multi-carrier signals. PN, which is classified as a random
noise effect, has also been mathematically modeled in many
literatures, e.g., [21], [23]. Obviously, the multitone signals in
the proposed channel sounding scheme are also significantly
affected by the phase noise. Mitigation techniques for the
PN effect have been intensively studied for multi-carrier data
transmission.

Such techniques, however, cannot be applied for purposes of
channel measurement due to the inseparability of the channel
and the hardware effects. Therefore a high-precision PLL is
required in order to accurately measure the channel transfer
functions within a relatively long symbol duration as compared
with the phase drift caused by the PN, and to measure the
dynamic channel properties such as Doppler characteristics
from consecutively measured snapshots.

V. EVALUATION OF MEASUREMENT ACCURACY

In this section, the NMSE performance of the channel
measurement accuracy in the presence of impairments of the
RF front-end is analyzed by Monte Carlo simulation.

A. Simulation Parameters

Table I presents the simulation parameters based on the
specifications of the MIMO channel sounder, which has been

TABLE I
SIMULATION PARAMETERS.

Unit configuration
No. Tx units (NUtx) 1, 2, 3, and 6
No. Rx units (NUrx) 1, 2, 3, and 6

No. antennas per unit (NA) 4
Multitone signal

Carrier frequency 11 GHz
Signal bandwidth (2B) 400 MHz

Sampling rates (fs) 800 MHz (Rov=2)
No. tones (N ) 2, 048

Tone spacing (∆F ) 195 kHz
Fundamental symbol duration 5.12 µs

FFT length (Nf ) 4, 096
GI length (NGI) 800

FDM
FDM channels (L) NA

FDM tone spacing (∆f ) 48.8 kHz
FDM FFT duration 20.48 µs (= LNf/2B)

FDM GI duration 4 µs (= LNGI/2B)
FDM symbol duration (TFDM) 24.48 µs

STDM
STDM channels NUtx

Beamforming weight DFT beam
STDM symbol duration (TSTDM) 24.48, 48.96, 73.44, and 146.88 µs

Rayleigh fading
Channel model 20-path exponential power decay,

delay spread = 0.5µs

developed to characterize the radio channel property for future
MIMO cellular systems beyond IMT-Advanced. To realize
data transmission throughput above 30 Gbps, a further increase
in frequency bandwidth is crucial, in addition to the number of
spatially multiplexed streams in MIMO OFDM transmission,
where we assume a wide bandwidth of 400 MHz at 11 GHz
as a new candidate frequency that is higher than 5 GHz and
with up to a 24× 24 MIMO configuration.

The number of tones in the multitone signal is 2, 048 over
the signal bandwidth; thus, the tone spacing is 195 KHz. The
tone spacing of a 4-channel FDM is reduced by a quarter (48.8
KHz), and the FDM symbol duration is 24.48 µs, consisting
of FFT (20.48 µs) and GI (4 µs) durations which are 4 times
the values of the fundamental multitone signal.

In this paper, a widely accepted channel model is used
to evaluate the estimation accuracy of the channel transfer
function in the presence of transceiver imperfections. In our
simulations, an i.i.d. MIMO channel was generated by a
Rayleigh fading model with an exponentially decaying power
delay profile of ρ−d/(Npath−1), where d = 0, ..., Npath − 1
and ρ denotes the power ratio of the first and last path.
Here, Npath = 20, ρ = 30 dB, and the delay spacing was
10 samples (The maximum delay spread is 0.5 µs, which
was empirically chosen in the measurement at 11 GHz.)
For each path, Rayleigh fading was generated by adding 5
ray components with equal power but random phases. It is
also assumed that the channel responses are static during the
measurement, i.e., the Doppler frequency was neglected. The
generated channel transfer function and impulse response are
shown in Fig. 6.
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Fig. 7. Transceiver IQI effect on the channel measurement accuracy in
proposed scalable architecture (γ0 = 30 dB).

TABLE II
PHASE NOISE MODELS.

[dBc/Hz] 1 kHz 10 kHz 100 kHz 1 MHz 10 MHz
Model 1 −62 −68 −97 −120 −140
(normal)
Model 2 −103 −112 −117 −133 −140

(high-precision)

B. Performance Bound and Processing Gain

It is obvious that the NMSE will decrease with an increase
in γ0, the average SNR per transmit antenna if there are
no other imperfections. As described in (36) in Section II,
the proposed scheme basically has multiplexing gains (Gmux)
in the output SNR; thus, the NMSE along with γ0 will
decrease to a much greater degree than in the conventional
TDM transmitter switching scheme, thanks to the simultaneous
multiple transmission, which transmits as many times as the
total number of transmit antennas (NT = LNUtx). Each
transmit signal can be separated by FDM and STDM signal
processing at both the transmitters and receivers, where the
multiplexing gain in an output SNR of

Gmux[dB] = 10 log10 L+ 10 log10 NUtx (44)

can be achieved. It is noted that the transmitting power per
antenna is assumed to be the same in both cases of single and
multiple transmit antennas.

If over-sampling in ADCs at a rate of Rov is considered in
an actual implementation, an additional gain of 10 log10 Rov

dB can be achieved by discarding the noise component at the
upper band and extracting only the tones in the lower band
in the frequency domain. Finally, the gain produced by the
quarter-tone allocation yields 10 log10 Md dB. Therefore, in
a 24 × 24 MIMO configuration where NUtx = NUrx = 6
and L = 4, the processing gains for full-tone allocation and
quarter-tone allocation are approximately 17 and 23 dB in all,
respectively.
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(a) Temporal phase drift due to the phase noise between the LOs in
transmitter and receiver (randomly generated based on the models of
Table. II).
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Fig. 8. Temporal phase drift for 146.88 µs (measurement duration in case
of NUtx = 6) and scalable measurement durations.

C. Effects of I/Q imbalance and Phase Noise

1) I/Q imbalance: As a combined effect of the phase
imbalance and relative amplitude difference (θ and ε), consider
the power ratio of the image component to the signal, namely,
IRR [17]–[19]. Fig. 7 shows the transceiver IQI effects on
the channel measurement accuracy for various scalable unit
configurations that were evaluated in terms of an IRR level
with γ0 = 30 dB, where IRR includes both the transmitter
and receiver IQIs. In full-tone allocation, it is seen that the
NMSE linearly decreases along with a decrease in IRR when
IRR is large, and approaches the ideal value for a given SNR
with a gain of the number of transmitter units (NUtx) in (36).
The NMSE is almost twice the IRR when the receiver IRR is
small (to be exact, both IRRs at the transmitter and receiver
are small in this simulation), as discussed in Section IV-A. It
is seen that the NMSE was not influenced by increasing the
number of units in a large IRR (when the IRR is dominant
over the noise effect), because the IQI generates only self- and
inter-channel interference between the FDM channels. From
the results, it can also be seen that a NMSE of approximately
2.0×10−4 (EVM is equivalently 1.4 %) can be achieved if the
IRR levels at both the transmitter and receiver are compensated
for below −40 dB.
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On the other hand, the quarter-tone allocation shows good
robustness against the IQI effect because the NMSEs have
almost ideal values for a given SNR until an IRR of around
−30 dB where the constant distortion (i.e., αtαr in (42)) across
the signal bandwidth due to the IQI were ignored and were not
included into the NMSE calculation. As can be seen from the
results, the quarter-tone allocation scheme still suffers from the
receiver IQI, though it can perfectly mitigate the transmitter
IQI. However, it can also be seen that the receiver IQI causes
interference from the image of the image component; thus, it
is usually not very significant up to IRR=−30 dB, at which
point the power of the image component is usually negligible.

2) Phase Noise: Next, the phase noise effects on the chan-
nel measurement accuracy were evaluated in various scalable
unit configurations. In the simulations, the temporal phase drift
due to the phase noise effect was generated by filtering the
Gaussian noise with the spectrum shape of the model presented
in Table II, in which two phase noise models corresponding to
normal and high-precision PLLs are specified. Fig. 8 shows an
example of phase drifts for 146.88 µs (measurement duration
in NUtx = 6 (NT = 24) configuration) that are randomly
generated based on these models. Fig. 9 shows the NMSEs
without noise in terms of the peak value K at 1 KHz,
where the spectrum shape of Model 1 was used. It is seen
that the NMSE performance was degraded as the number of
units increased, because the symbol duration of FDM-STDM
became lengthened such that it was strongly affected by long-
term phase rotation, as shown in Fig. 8(b). It is noted that
this simulation assumed that one LO is used commonly in
all transmitter units, and another LO is used commonly in all
receiver units, respectively; thus, all pairs of transmitter and
receiver units are affected by an identical phase noise effect.
However the results become worse if each unit has a different
LO, because each STDM symbol is affected by an independent
phase drift. In the quarter-tone allocation, it is noted that the
short symbol duration (large sub-carrier spacing) in the 4× 4
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Fig. 10. NMSE performance with transceiver imperfections where IRR =
−40 dB.

MIMO configuration results in noticeably better NMSE than
other configurations.

D. Measurement Accuracy with Transceiver Imperfections

To gain insight into the degree of measurement accuracy
under more practical conditions, NMSEs in the presence of
transceiver impairments of IQI (IRR=−40 dB at both the
transmitter and the receiver) and PN (Models 1 and 2) were
evaluated in terms of the average SNR per transmit antenna
(γ0). Figs 10(a) and 10(b) show the NMSEs in 4 × 4 and
24 × 24 MIMO configurations, respectively. As can be seen
from both sets of results, the phase noise effect is a critical
factor in the channel measurement accuracy according to the
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measurement duration, where we assume that the receiver
IQI is reasonably compensated for by an IRR of −40 dB.
Moreover, the IQI effect is not significant because the noise is
quite dominant during evaluation of the performance up to a
SNR of 30 dB. We can see in Fig. 10(b) that in the presence
of IQI and PN (Model 1), the NMSEs in 4 × 4 and 24 × 24
are not improved even with a SNR larger than 30 dB, which
are below around 0.001 and 0.006 and roughly corresponds to
EVMs of around 3.16% and 7.75%, respectively. On the other
hand, the PN effect is almost perfectly mitigated by the use
of high-precision PLL in both results. As regards only PN, as
expected, the NMSEs in the 24 × 24 configuration are much
more degraded than those in the 4 × 4 configuration due to
its long measurement duration. Finally, it is seen that the IQI
effect is completely removed in the quarter-tone allocation.

VI. CONCLUSION AND REMARKS

This paper has presented a new concept of a scalable
MIMO channel sounding technique with parallel transceiver
architecture, in which a layered scheme of FDM and STDM
is employed for both the directional MIMO channel and
multi-link MIMO channel measurements. In this technique,
a quarter-tone allocation scheme was developed in order to
efficiently mitigate IQI effects. Moreover, from a channel
sounding point of view, the design and implementation issues
were comprehensively discussed. Using computer simulations,
the channel measurement accuracy in the presence of two
critical impairments of RF front-ends, I/Q imbalance and
phase noise was evaluated using NMSE. From the quantitative
evaluation results, it was seen that IQI can be completely
mitigated by the quarter-tone allocation, and a high-precision
PLL is necessary to reduce the phase noise effect sufficiently.

Using the proposed technique, we have initially developed
the basic configuration with a 4× 4 MIMO system [10], i.e.,
L = 4 and NUtx = NUrx = 1, and it has been extended by a
24×24 MIMO configuration where NUtx = 6 and NUrx = 6.
The aim of the study is to achieve wideband radio channel
characterization with a bandwidth of 400 MHz at 11 GHz in
various measurement scenarios, and it has been conducted as
a fundamental study for the next generation wireless mobile
communication systems.
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APPENDIX A
NMSE FOR TRANSCEIVER I/Q IMBALANCE (SISO)

Assuming a frequency-independent IQI at both the transmit-
ter and receiver, we consider the k-th probing tone (N tones
in all), as discussed in Section III-A. The tone distorted by the

quadrature modulator’s IQI at the transmitter [17], [19] can be
expressed as

S̃[k] = αtS[k] + βtS
∗[N − k − 1]. (45)

The tone index N−k−1 indicates the mirror frequency index
of k if the tones {S[0], ..., S[N/2 − 1]} at the positive side
and the tones {S[N − 1], ..., S[N/2]} at the negative side are
allocated symmetrically to the center frequency.

Similarly, the signal that is received through the channel
is distorted again by the quadrature demodulator’s IQI at the
receiver can be expressed as

Ỹ [k] = αrH[k]S̃[k]+

βrH
∗[N − k − 1]S̃∗[N − k − 1] + Z[k]. (46)

Using (30), the estimated channel transfer function distorted
by transceiver IQI is written as

Ĥ[k] = η1[k]H[k] + η2[k]H
∗[N − k − 1] + Z[k]S−1[k], (47)

where

η1[k] = αrαt + αrβtS
∗[N − k − 1]S−1[k], (48)

η2[k] = βrβ
∗
t + βrα

∗
tS

∗[N − k − 1]S−1[k], (49)

and we assume that T [k]R[k] = 1,∀k. Then, assuming that
1
N

∑N−1
k=0 |H[k]|2 = 1, the NMSE for the transceiver IQI can

be simply derived as

NMSE =
1

N

N−1∑
k=0

∣∣∣ (η1[k]− 1)H[k] +

η2[k]H
∗[N − k − 1] + Z[k]S−1[k]

∣∣∣2 (50)

≈ 1

N

N−1∑
k=0

(∣∣η1[k]− 1
∣∣2∣∣H[k]

∣∣2 +
∣∣η2[k]∣∣2∣∣H∗[N − k − 1]

∣∣2) (51)

where the approximation of (51) can be made when∑N−1
k=0 H[k]H∗[N−k−1] = 0 (the channel transfer functions

at any frequency k and the mirror frequency N − k − 1 are
uncorrelated) and the SNR is large enough. By replacing NPM
Ψk with S[k], (51) can be further approximated as

NMSE ≈ |αrαt − 1|2 + |αrβt|2 +
|βrβ

∗
t |2 + |βrαt|2 +Ω+Ω∗, (52)

where

Ω =
1

N

N−1∑
k=0

(
|H[k]|2 + |H[N − k − 1]|2

)
ΨkΨk+1 (53)

which usually yields very small value if the power sum of the
channel transfer functions at frequencies that mutually mirror
one another can be regarded as being approximately constant,
since 1

N

∑N−1
k=0 ΨkΨk+1 ≈ 0.

On the other hand, the image rejection ratio (IRR) as mea-
sured by a single tone input S[k] (without a mirror frequency
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tone, i.e., S[N − k − 1] = 0) is calculated by

IRR =

∑
k |Ỹ [k]− Y0[k]|2∑

k |Y0[k]|2
(54)

=
1

N

N−1∑
k=0

∣∣∣(αrαt − 1)H[k] +

βrβ
∗
tH

∗[N − k − 1] + Z[k]S−1[k]
∣∣∣2 (55)

≈
∣∣∣αrαt − 1

∣∣∣2 + ∣∣∣βrβ
∗
t

∣∣∣2 (56)

where

Y0[k] = H[k]S[k], (57)
Ỹ [k] = (αrαtH[k] + βrβ

∗
tH

∗[N − k − 1])S[k]

+Z[k]. (58)

In (56), the approximation can be made because the product of
(αrαt−1) and βrβ

∗
t usually yields a very small value. Finally,

it is seen that the NMSE in (52) is approximately twice the
IRR in (56) when the receiver IQI effect is small enough, that
is, αr ≈ 1 and βr ≈ 0.

APPENDIX B
NMSE FOR TRANSCEIVER I/Q IMBALANCE (MIMO)

Consider the NMSE for the case of MIMO in which,
for the sake of simplicity, the IQI parameters for each pair
of transmitters and receivers are identical for all MIMO
channels. Similar to the case in Appendix A, if we assume
that 1

NUtxNRN

∑N−1
k=0 ∥H((l))[k]∥2F = 1, the NMSE in MIMO

can be represented by averaging those for each FDM channel
as

NMSE =
1

L

L∑
l=1

NMSE((l)) (59)

where

NMSE((1)) =

1

NUtxNRN

N−1∑
k=0

(∥∥∥(η((1))1 [k]− 1
)
H((l))[k]

+ η
((1))
2 [k]H((1))[N − k]

+Z((1))[k]
(
X((1))[k]

)−1 ∥∥∥2
F

)
, (60)

NMSE((2)) + NMSE((4)) =

1

NUtxNRN

(
N−1∑
k=0

(∥∥∥(η((2))1 [k]− 1
)
H((2))[k]

+ η
((4))
2 [k]H((4))[N − k − 1]

+Z((2))[k]
(
X((2))[k]

)−1 ∥∥∥2
F

)

+
N−1∑
k=0

(∥∥∥(η((4))1 [k]− 1
)
H((4))[k]

+ η
((2))
2 [k]H((2))[N − k − 1]

+Z((4))[k]
(
X((4))[k]

)−1 ∥∥∥2
F

))
(61)

and

NMSE((3)) =

1

NUtxNRN

N−1∑
k=0

(∥∥∥(η((3))1 [k]− 1
)
H((3))[k]

+ η
((3))
2 [k]H((3))[N − k − 1]

+Z((3))[k]
(
X((3))[k]

)−1 ∥∥∥2
F

)
. (62)

where

η
((l))
1 [k] =

{
αrαt + αrβtΨ

∗
kΨ

∗
k l = 1

αrαt + αrβtΨ
∗
kΨ

∗
k+1 otherwise

, (63)

η
((l))
2 [k] =

{
βrβ

∗
t + βrα

∗
tΨ

∗
kΨ

∗
k l = 1

βrβ
∗
t + βrα

∗
tΨ

∗
kΨ

∗
k+1 otherwise

. (64)

From the fact that the tone allocation in FDM CH 1 uses DC
(the center frequency in passband), it is noted that its inter-
ference pattern differs from that of the other FDM channels,
and that FDM CH2 and CH4 interfere with each other; thus,
the NMSE should be expressed in a merged form of the two.
Further, if we assume that the individual MIMO channels are
statistically independent and identically distributed and SNR
is large enough, then (59) can be approximately rewritten as

NMSE ≈ |αrαt − 1|2 + |αrβt|2 +
|βrβ

∗
t |2 + |βrαt|2. (65)

Moreover, the IRR for the MIMO case is also identical to (56)
as

IRR ≈
∣∣∣αrαt − 1

∣∣∣2 + ∣∣∣βrβ
∗
t

∣∣∣2. (66)
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