
Vol. 72 | No. 7 | Jul 2016 International Scientific Researches Journal

316

Rural Grain Production Forecast Based on Combination 
Forecasting Model 

Ming-Chang Lee1,*, Li-Er Su2 

1National Kaohsiung University of Applied Science, Taiwan 
2Shih Chien University, Kaohsiung Campus, Kaohsiung Taiwan 

*Corresponding Author 

 

 

Abstract: Econometrics forecasting exists accuracy problem, general rural grain production forecast 

method have Cobb-Douglas production function model, multiple linear regression model. With the 

difference of forecasting results between these two methods, therefore, in this paper introduces 

combination forecasting model to solve the above problem.  Combination forecasting model adopted 

to improve prediction accuracy.  The contributions of this paper build Cobb-Douglas production 

function model, multiple linear regression models, and combination forecasting model and offered 

procedures in its entirety solutions.  This paper indicates combination forecasting model optimal 

solution and uses the calculated error metrics to measure the accuracy of these three prediction 

methods.  By analyzing different indicators, we find that the combination forecasting model is 

superior to two other models in application.  This paper can be used as an example about the forecast 

theory and practice problem.  
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1. Introduction 
In the complex socio-economic system, there will be many complex factors influence. Forecasters 

often on the same prediction, in different forecasting methods, there have different conditions 

hypothesis.  Forecasters use different forecasting methods and establish variety of forecasting models.  

Selection the best statistical hypothesis testing results of a variety of model, and to exclusion of other 

prediction models; this is not the best way to improve forecast accuracy.  This study use combination 

forecasting model, and verify that it is the best way to predict accurate. 

Regional Farmers grain production forecast methods are Cobb-Douglas production function model 

(Cobb and Douglas, 1928 ), ARIMA model (Sohail et al., 1994,), multiple linear regression model 

(Mehnatkesh et al. 2010), Artificial Neural Networks (Cheng et al. 2011), Grey Neural Network 

Model (Zhu et al. 2011), ARIMA Model (Raghavender, 2010), Combination Forecasting Model 

(Sohail et al. 1994; Ding, 2007).  Xiang and Zhang (20213) use weighted Markov chain model, 
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regression model, and grey method to predict grain production.  Chen et al. (2011) utilizes ARIMA 

model, BP neural network and the combination of stepwise regression analysis with BP neural network 

to predict the grain production. Dong et al. (2010) use regression method based on SVM classification 

in grain production forecasting.  Hossain et al. (2012) considers Cobb-Douglas production function 

with error residual and Multicollinearity error term.  Yang and Li (2015) use the combination 

forecasting of grain production based on stepwise regression method and RBF Neural network.  

Prediction model based on econometric methods can be broadly divided into two categories.  One is 

structure prediction model, which uses a priori laws of economic theory or mathematical statistical 

model established between the numbers of variable relationships. Another is non-structure prediction 

model, namely the use of economic variables among the number of time-series. In this study, two 

structures prediction model, Cobb-Douglas production function model and multiple linear regression 

models. 

 

2. The specific modeling steps of OLS estimate 
The specific modeling 7 steps of ordinary least squares (OLS) estimate as follows: 

Step 1: Initial smooth test.  Selection the predictive variables, use time series of the scatter or line 

chart of the sequence to determine the initial smooth.  

Step 2: Testing multi-collinearity 

Multicollinearity is said to be problem when variance inflation factors of one or more predictors become 

large.  If some covariates are collinear, the ordinary least square (OLS) estimates of these parameters will have 

a large variance. (Kennedy 2008).   There are two common ways to examine the phenomenon 

(multicollinearity). (1) Scatter, plot this way a scatter plot is constructed and if multicollinearity exists the 

measurements should be scattered around a straight line. (2) A formal detection-tolerance or the variance 

inflation factor (VIF) for multicollinearity:  

                       
21

1

iR
iVIF
−

=                        (1) 

Where 2
iR  is the coefficient of determination of a regression of the ith predictor on all other 

predictors, and iVIF  is the variance inflation factor associated from the ith predictor.  

When 10≥iVIF , it shows that ix  is almost linear combination of several other independent 

variables.  So, ix  can be considered removed from the model (Haan, 2002).  

Step 3 Model parameters estimation use EViews software 

 (1) Regression coefficient test (t-statistic, p-value) 

Regression coefficient test is the use of t-statistic. Select the regression coefficients, all 

explanatory variables are included in the model, and then one by one the ability to explain not 

significant explanatory variables (that is, after the explanatory variables are not significant, 

namely, the value of p-value less than 0.05).  
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(2) Goodness of fit mode -- (2R R-squared) 

R-squared is to predict the goodness of fit mode degree.  R-square can take on any value 

between 0 and 1, with a value closer to 1 indicating that a greater proportion of variance is 

accounted for by the model.  The bigger value of R has a better fit model.  Goodness of fit 

mode is the use of F-statistic.  

                          
SST
SSE

SST
SSR

R −== 12                       (2) 

              2
aR  = 1 � ( 1 - 2R ) � [( n � 1 ) / (n � p )]         (3) 

              
 (3) Autocorrelation of residuals--(DW test) 

The DW statistics test for autocorrelation of residuals, specifically Lag-1 autocorrelation. 

Assume the residuals flow a first- order autoregressive process tntpeie +−= 1 , where tn  is 

random and p  is the first-order autocorrelation coefficient of the residuals.  The test for 

positive autocorrelation of residuals, the hypotheses for the D-W test can be written: 
                                :0H 0=p                            (4) 

:1H 0>p  

 The DW statistics is given by 
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Ostrom (1990) showed that the residuals flow a first- order autoregressive process, d is the related to 

the first-order autocorrelation coefficient, p, as follows 

                             )1(2 pd −=                             (6) 

(4) Regression coefficients are equal to zero tests (F-statistic, Probe (F-statistic). 
:0H  All regression coefficients are equal to zero 

:1H  At least one does not. An equivalent null hypothesis is that R-squared equals zero.   (7) 

The F-test determines whether the proposed relationship between the response variable and the set of 

predictors is statistically reliable, and can be useful when the research objective is either prediction or 

explanation 

                          
)/(
)1/(

pnSSE
pSSR

F
−

−
=                            (8) 

(6) Statistical model goodness fit --Akaik info criterion (AIC)  
AIC is to assess the complexity of the statistical model and the statistical model to measure the 

"goodness fit".  The value of AIC or SC is as small as possible.  The AIC value of the model is 
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the following.  

                       )ln(22 LpAIC −=                       (9) 

Where p is the number of parameters, L is the likelihood function. It assumes that error model of 

independent obey normal distribution.  Let n be observation number and RSS is the residual sum 

of squares.  The AIC value of the model can define as: Akaike, 1973; Aho et al. 2014) 

                          )(2 n
RSSnLogpAIC +=                  (10) 

The Schwarz Information Criterion (SIC) is a measure to help in the selection between candidate 

models. Using this criterion, the best model is the one with the lowest SC.  This criterion takes 

into account both the closeness of fit of the points to the model and the number of parameters used 

by the model (Schwarz, 1978). 

                          
n

npLog
n

LLog
SIC +−= )(2                    (11) 

Step 4 Calculate the prediction error matrix E. 

Step 5 Establish the convex quadratic programming model.  

Step 6 (a) Does not Consider the weighting coefficient is non-positive, calculate 
RETR

RE
L

1

1

−

−

=  

      (b) Consider the weighting coefficient is non-negative, use Mathlib software to solve model 

(24). 

 Step 7 Calculate the common error indicators, it measure combination forecasting accuracy. 

(a) Sum of the squared errors (SSE) 

(b) Mean squared error (MSE) 

(c) Mean absolute error (MAE) 

(d) Mean absolute percentage error (MAPE) 

(e) Square root of the average of the summing square forecasting errors (RMSE) 

3. Building mode 

3.1 Cobb–Douglas production function  
Cobb–Douglas production function is a particular functional form of the production function, widely 

used to represent the technological relationship between the amounts of two or more 

inputs, particularly physical capital and labor, and the amount of output that can be produced by those 

inputs. Cobb–Douglas production function (Cobb and Douglas ,1928) model� 

                           βα KALY =                            (12)                   
, where L, K, respectively, for the production process of labor and capital inputs, Y is the largest 

product. 

Consider actual regional grain production, grain production selected as output variable Y. Crops sown 

area (S), Agricultural machinery total power (K), amount of fertilizer (H), Irrigated area (G), 

Agricultural labor (L) is input variables.  The model is: 
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tLb

tGb
tHb

tKb
tAStY 54321=                     

This formulation implies that technical change is exogenous and disembodied.  The above equation is 

usually estimated as 

follows: tutLbtGbtHbtKbtSbAty loglog5log4log3log2log1loglog ++++++=    (13) 

Where tu  is an error term.  

3.2 Multi- linear regression model 

3.2.1 Multiple linear regression method 
Some research on standard reference of multiple linear regression method are a monograph on 

regression in time series context (Ostrom, 1990), a statistical text on regression (Weisberg, 1985).  

Multiple linear regression method used to model to linear relationship between the dependent variable 

and one or more independent variables.  The model is: 
       teptxpbtxbtxbbty +++++= ....22110                   (14) 

itx = value of ith predictor in year t 

=0b Regression coefficient 

=bi  Coefficient on the ith predictor 
=p  Total number of predictors 

=ty  Predicted in year t 

=te Error term 

The fitted values pbbbb
~

,,....2
~

,1
~

,0
~

estimate the parameters pbbbb ....,,2,1,0 of the population 

regression line.� �  The residuals te are equal to tyty
~
−  the difference between the observed and fitted 

values.  The sum of the residuals is equal to zero. 

The variance 2∂ may be estimated by 
1

2
2

−−
=

∑
pn
te

s , also known as the mean-squared error� � � � �� � � � 	 � � �

In multiple linear regression method have six basic assumptions for regression model (Ostrom, 1990).  
(1) Linearly: multiple linear regression models applied to a linear relationship.  If the 

relationship is not linear, there are two resources: (1) transformed data, so that a linear 

relationship, or (2) the use of other statistical models (for example, neural networks, binary 

classification tree). 

(2) Nonstochastic X: The errors are uncorrelated with the individual predictors. i. e. 
.0),( =itxteE  

(3) Zero mean: The expected value of the residuals is zero. i. e. .0)( =teE  

(4) Constant Variance: the variance of the residuals is constant. i. e. .2)2( σ=teE  

(5) Nonautoregression: the residuals are random, or uncorrelated in time. i.e., 
0,0),( ≠=+ mmieieE  

(6) Normality: the error term is normal distributed. 
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3.3 Combination forecasting model 
Let n be the kind of prediction methods individual arithmetic weighting factor il  (i = 1,2, ..., n). The 

combination for forecasting of theoretical models: 

         ntxnltxltxlty +++= ........2211 , and ∑
=

=
n

i
il

1
1          (15) 

Weighting factor il for the selection method have arithmetic average, standard deviation method, 

variance reciprocal method, AHP method, Delphi method, the optimal weighting and combination 

forecasting method.  Combination forecasting method is the best theoretical prediction method.  

Let itx be the solution of ith period in tth model (method), ...,,2,1,,3,2,1 Ntmi ==   

),...,2,1( nlll : Arithmetic weighting coefficient of n kinds of single forecasting methods. 

∑
=

=
n

i
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1
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tx = combination forecasting value of tth period. 

)( itxtxite −=  

The square sum of combination prediction error: 
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Where, T
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Assume T
imeieieieTR )......,,2,1(,)1.......,,1,1( ==  

L  is a column vector of combination weighting coefficients, R  is an m-dimensional row vector 

whose elements are 1.  The following quadratic programming model� 

                                ELTL=δmin                           (18)       

                    s. t.            1=LTR  
 

By Appendices A1 and A2  
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The solution of simultaneous equations is 
RETR

RE
L

1

1

−

−

= .                       (19) 

The stationary point of model is optimum solution.  
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The above prediction mode combination of computing weighting coefficients may occur weighting 

coefficient is negative.   In forecasting practice, the negative interpretation of weighting coefficients 

in academia not achieved consensus.  Therefore, combined forecasting model must be considered 

negative coefficients. 

                                   ELTL=δmin                       (21) 

                    s. t.            1=LTR  
                                    0≥L  

This model is a nonlinear problem.   

Eq. 21 is a convex quadratic programming problem.  The solution of convex quadratic programming 

problem by uses Kuhn-Tucker (K-T) conditions.  The K-T necessary and sufficient conditions are the 

optimum solution�  

 
02 =−− UREL λ  

                            1=LTR                            (22) 

01 =TU  
0,0 ≥≥ UL  

Where, λ is the Lagrange’s multiplier of constraint of 1=LTR . U is k-T multiplier of the constraint 
of 0≥L .  The above conditions transform into linear programming model is: 

vmin  

                s. t. 
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                  (23) 

The solution of Eq. 21 can be used SPSS, STAT, MATLAB software package etc. 

 

4. Illustration  

1994 - 2011 grain production selected as output variable Y, Crops sown area (S), Agricultural 

machinery total power (K), amount of fertilizer (H), Irrigated area (G), Agricultural labor (L) is input 

variables(see appendix). 

4.1 Cobb–Douglas production model (C-D) 
The sample data 1994-2004 input into (3), and use of econometric software EViews.  The result of 



Vol. 72 | No. 7 | Jul 2016 International Scientific Researches Journal

323

calculation is found that agricultural machinery total power (K), agricultural labor (L) is not 

significant at the reliability of 95%.  We remove variable agricultural machinery total power (K) and 

agricultural labor (L).  The outputs of econometrics’ software are showed on table 1.  

 
Table 1: Data fitting of Cobb–Douglas production model 
Variable Coefficient Std. Error t-Statistic Prob. 
Log A 
Log S 
Log G 
Log H 

1.1458 
1.8325 
0.6274 
0. 4663 

0.15483 
0.12335 
0.16058 
0.04142 

2.38540 
9.6165 
3.9077 
11.2584 

0.00023 
0.0000 
0.0000 
0.0000 

R-squared 0.93864 Mean dependent var. 10.36575 
Adjusted 
R-squared 

0.93373 S. D. dependent var. 0.12358 

S. E. of 
regression 

0.03317 Akaike info criterion -3.5482 

Sum square 
residual 

0.02751 Schwarz criterion -3.4302 

Log likelihood 52.7715 F-statistic 142.492 
Durbin –Watson 
stat. 

1.0356 Prob (F-statistic) 0.0000 

 
From the table 1, we observe that all the coefficients are significant at the reliability of 95%.  The 

R-squared is 093864 and Adjusted R-squared is 0.9386�� � � Akaike info criterion is smaller than the Schwarz 

criterion.  This shows that the model is good fitting.  Log A, Log S, Log G and Log H � � � �� � � 	 
 � �� 
 �   	 � 	 � � � � �
� �� �� 
 � �� � � � � �� 
 �� � �
 �� � � � � � �

�

           tHtGtSty log4663.0log6247.0log8325.11458.1log +−+=           (24) 

4.2 Multi- linear regression model (MLR) 

Since the correlation coefficient for each input variable (Crops sown area (S), Amount of fertilizer (H), 
Irrigated area (G)) with output variable tY could approximate linear representation.  We can build a 

Multi- linear regression model to analysis and prediction.  

                   tHtGtSty 3210 ββββ +++=                   (25) 

Where, 3,2,1,0 ββββ  are multi- linear regression coefficients of this model. 

The sample data 1994-2004 input into Eq. 25, and use of econometric software EViews. The result of 

calculation is found that agricultural machinery total power (K), agricultural labor (L) is not 

significant at the reliability of 95%.  The outputs of econometrics’ software are showed on table 2.  

�

Table 2: : Data fitting of multi- linear regression production model 
Variable Coefficient Std. Error t-Statistic Prob. 

0β  

1β (S) 

(2β G) 

)(3 Hβ  

14.284 
0.0207 
0.382 
1.752 

15.48325 
0.12335 
0.16058 
0.04142 

2.3704 
10.6927 
3.4561 
10.2844 

0.00023 
0.0000 
0.0000 
0.0000 
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R-squared 0.93830 Mean dependent var. 10.36575 
Adjusted 
R-squared 

0.92548 S. D. dependent var. 0.12358 

S. E. of regression 0.03456 Akaike info criterion -2.4785 
Sum square 
residual 

0.02815 Schwarz criterion -2.2178 

Log likelihood 50.2146 F-statistic 159.19 
Durbin –Watson 
stat. 

1.12453 Prob (F-statistic) 0.0000 

The R-squared is 093830 and Adjusted R-squared is 0.92548 � � � Akaike info criterion is smaller than the 

Schwarz criterion.  This shows that the model is good fitting.  Constant, S, G and H�
  ��� � �� � � 	 
 � �� 
 �   	 � 	 � � � � �

� �� �� 
 � �� � � � � �� 
 �� � �
 �� � � � � � �

          tHtGtSty 752.1382.0207.0284.14 +++=               (26) 

4.3 Combination Forecast model (CFM) 
The forecast results of Cobb-Douglas production model and Multi- linear regression model by use 

2004-2014 data shown in Table 3.  The error vector of Cobb–Douglas production model is 

(1 =E -20.1, -97.9, -37.1,106.2, -40.6, -13.5,-33.2 , -13.9, -13.1, 12.8). The error vector o Multi- linear 

regression model is (2 =E -0.7, -5.4, 1.9, 107.1, -137.4, 18.7, -16.6, 5.5. -3.5, -5.9)� 
Table 3: The error vector of Cobb–Douglas production model and Multi- 
linear regression model 
Year Actual 

output 
�1  

C-D model 
Data fitting 
�2  

MLR model 
Data fitting 
�3  

1E =�2 -�1  2E =�3 -�1  

2005 
2006 
2007 
2008 
2009 
2010 
2011 
2012 
2013 
2014 

45649 
44510 
46662 
50414 
49457 
51210 
50839 
51228 
50828 
46217 

45628.9 
44412.1 
46624.9 
50520.2 
49416.4 
51196.5 
50805.8 
51214.1 
50814.9 
46229.8 

45648.3 
44504.6 
46663.9 
50521.1 
49319.6 
51228.7 
50822.4 
51233.5 
50834.5 
46211.1 

-20.1 
-97.9 
-37.1 
106.2 
-40.6 
-13.5 
-33.2 
-13.9 
-13.1 
12.8 

-0.7 
-5.4 
1.9 
107.1 
-137.4 
-18.7 
-16.6 
5.5 
-3.5 
-5.9 

 




==
78.2610499.31084

99.3108425.17617
)2,1()2,1( EETEEE   




−−−
−−−=−

055733.50817227.2

0817227.20547904.31
EE

EE
E  

From Eq.19 
RETR

RE
L

1

1

−

−

= = 



5970136.0

4029864.0
 

                  5970136.02,4029864.01 == ll                   (27)  

Combination Forecast model is: 
MLRDCy *5970136.0)(402984.0 +−∗=  

4. Results and Discussion  

Two types of error measurement are used in this study, which are MAPE, and RMSE.  The MAE is percentage 

of the mean ratio of the error to the original data, which has been widely used as a performance measure in 

forecasting. RMSE is square root of the average of the summing square forecasting errors.  The related 
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formulas are expressed as followings: 

                               ∑
=

−=
n

i
i yy

n
RMSE

1

2)(
1 )

                       (28) 

∑
=

×
−

=
n

i iy
yiy

n
MApE

1
100

~
1  

The actual grain production and the forecasting production from 2005-2014 are compared.  

Contrasting the results of Combination forecasting model which is based on the Cobb-Douglas model and 

multiple regression models, the result are listed below. The comparison results are shown in Table 4. 

 

 
Table 4: Forecasting results of different models 
Year Actual grains 

production 
 

Cobb-Douglas 
model 

Multiple 
regression model  

Combination 
forecasting 
model 

2005 
2006 
2007 
2008 
2009 
2010 
2011 
2012 
2013 
2014 

45649 
44510 
46662 
50414 
49457 
51210 
50839 
51228 
50828 
46217 

45628.9 
44412.1 
46624.9 
50520.2 
49416.4 
51196.5 
50805.8 
51214.1 
50814.9 
46229.8 

45648.3 
44504.6 
46663.9 
50521.1 
49319.6 
51228.7 
50822.4 
51233.5 
50834.5 
46211.1 

45640.46 
44467.31 
46648.16. 
50520.71 
49358.58 
51215.70 
50815.66 
51225.88 
50820.61 
46218.61 

 
Contrast analysis of the Cobb-Douglas model, multiple regression model, and Combination 

forecasting results and the error test. The results are listed below.  Table 5 is denoted as comparison 

of three models. 

 
Table 5: Comparison of three models 

Model Cobb-Douglas 
model 

multiple regression 
model 

Combination 
forecasting 

Root mean 
squared error 

(RMSE) 

51.092 55.753 48.784 

MAPE 0.08085 0.0607 0.0603 

All single model’s RMSE and MAPE is large than Combination forecasting model’s RMSE.  It says that the 

combined forecasting model more effectively improves the prediction accuracy  

5. Conclusion 
This paper respectively makes use of Cobb-Douglas model and multiple regression model and 

combination forecasting model to establish forecasting model. Use train data (1994-2004) to establish 

Cobb-Douglas model and multiple regression model.  We found that three major factors that 

influence grain production are sown area, irrigated area, and the amount of fertilizer.   Increasing 
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grain production is important to ensure that rural grain safety measures.  Based on combination 

forecasting theory, the novel combination forecasting model of rural grain production has been 

established and we apply this kind of model to forecast the grain production during the 2005-2014. 

The numerical example proved that the combined forecasting model is superior to Cobb-Douglas 

model and multiple regression modes.  The combined forecasting mode can ensure that rural grain 

safety measures. 
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Appendix: 1994-2014 Related Data 

Year Actual 
grains 

production 
 (Y) 

Crops 
sown area 

(S) 

Irrigated 
area  
(G) 

amount 
of 

fertilizer 
(H) 

Agricultural 
labor  
(L) 

Agricultural 
machinery 
total power 

(K) 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
2004 
2005 
2006 
2007 
2008 

32502 
35450 
38728 
40731 
37911 
40298 
39408 
40755 
44624 
43528 
44266 
45649 
44510 
46662 
50414 

11723 
11495 
11346 
11404 
112884 
10884 
11093 
11126 
11012 
11220 
11346 
11231 
11056 
11050 
10954 

4488 
4457 
4417 
4464 
4445 
4403 
4422 
4440 
4437 
4491 
4740 
4782 
4859 
4872 
4875 

1269 
1406 
1513 
1659 
1739 
1775 
1930 
1999 
2141 
2357 
2590 
2805 
2930 
3151 
3317 

14745 
15679 
16614 
18022 
19497 
20912 
22950 
24836 
26575 
28707 
29388 
30308 
31816 
33802 
36118 

7956 
7990 
8017 
8073 
8034 
8075 
8114 
8162 
8236 
8316 
8413 
8462 
8499 
8534 
8668 
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2009 
2010 
2011 
2012 
2013 
2014 

49457 
51210 
50839 
51228 
50828 
46217 

11006 
11250 
11291 
11378 
11316 
10608 

4958 
5038 
5123 
5229 
5315 
5382 

3593 
3827 
3980 
4083 
4124 
4146 

38546 
42015 
45207 
48996 
52575 
55172 

85947 
8508 
8475 
8315 

82038 
8083 

 
 
 
 
 
 
 
 
 
 
Appendices 
A1� E is positive definite, then E has an inverse matrix. 

Proof:  Assume ),,....,2,1( meeeA = then 

=ATA E

memeemee

meeeee

meeeee

=



















2
21

2
2
212

121
2
1

 

Since E is symmetric matrix.  Assume ),...,2,1( mxxxx = , 0≠x  then 0≠Ax  otherwise, it exists 

mxxx ,...,2,1 not all zero, such that 0....,2211 =+++= memexexAx  

This is contradicted that mxxx ,...,2,1  is linearly independent. 

When 0≠x  and 

0)()( >== AxTAxAxTATxExTx  

Thus ExTx is positive definite, this say the combination forecasting matrix E is positive definite 
matrix. 
 

A2�The Hesse matrix oft he objective function ELTL=δ  is positive definite, then this model have an 

optimum solution. 

Proof:   

The model is a quadratic programming problem containing constraints condition.  Use Lagrange 

function  
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)1(),( −+= LTRELTLLF λλ                         (1) 

The necessary conditions for Eq.1: 

                          02 =+=
∂
∂

REL
L
F λ                (2) 

01 =−=
∂
∂

LTR
F
λ

 

From theorem 1, we know that E is positive definite, then there have 1−E  

From Eq.2, the solution of simultaneous equations is 
RETR

RE
L

1

1

−

−

=                (3) 

The Hesse matrix of objective function ELTL=δ  is 

=×∂∂
∂= nm

jlil
H )

2
()(

δδ E

memeemee

meeeee

meeeee
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2
1

 

The stationary point of model is optimum solution.  
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