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Medicine: The Decisive Test
of Anticipation

Mihai Nadin

Abstract Given the life and death extremes at which medicine operates, no other
human activity is of higher significance to members of society, and to society itself.
Therefore, it is surprising that, instead of aligning itself with the anticipatory
condition of life, medical practitioners at all levels approach health from the physics
perspective of reaction and reductionism. On the other hand, anticipation—defin-
itory of the living—could prove to be consequential if the perspective it opens
would become the backbone of medicine. The study discusses the reported negative
effects of healthcare and medical practice based on the mechanical model provided
by physics-dominated science. Acknowledging technological progress in medicine,
the study also provides actual expressions of anticipation important for the theory
and practice of medicine. Complexity is examined as a characteristic of anticipatory
systems. Lastly, the study suggests concrete steps towards an anticipation-grounded
medical education.

Keywords Anticipation � Complexity � Control � Fractionating �
Mechanics-based medicine � Education

“Death by Medicine” is the alarming title of a book published in 2004 [1]. The book
is based on sound research from respected medical publications (e.g., Journal of the
American Medical Association, New England Journal of Medicine, National Vital
Statistics Report, among the 152 listed in the Bibliography). The 2016 study
appearing in the British Medical Journal confirms these findings [2, 3]. They all
bring to light some of the consequences of industrial-mechanistic medical practice.
There is no denying the spectacular contribution of physics- and chemistry-based
technologies in medicine and healthcare. Spectacular successes in mechanistic
medicine—organ transplants, prostheses, intra-uterine spina bifida operations—
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have never matched the success of the anticipation-grounded polio vaccine.
Proactive means and methods—e.g., herbs, teas, exercise, anticipatory diagnoses
(based on odor, for instance)—were practiced for millennia in virtue of empirical
observations transmitted from one generation to the next. This “self-care” helped
reaction-driven medicine to avoid an even worse record of contributing to death as
much as, if not more than, cancer and heart disease.

Challenged by conditions beyond the traditional boundary of illness, medicine is
discovering that the living is less simple than what the physics paradigm implies.
Niels Bohr [4] acknowledged the inadequacy of physics to describe the life. Erwin
Schrödinger suggested that a new type of physics is necessary to explain life [5].
Walter Elsasser [6] tried to provide biology with a scientific foundation not in
opposition to physics, but rather in its spirit. This study makes the case for inte-
grating physics-based medicine and anticipation-grounded medical practice.

1 Preliminaries

The decisive test of understanding anticipation as definitory of the living [7] is
medicine. It is also a meaningful test of usefulness: Why study anticipatory pro-
cesses if they are of no practical consequence? In medicine, where life and death are
at stake, the philosophical dispute of whether the condition of the living is different
from that of the physical might be of immediate concern. Yet over time, antici-
pation expression of all kinds—i.e., successful actions that preserve life and help
reach desired outcomes—have afforded a rich body of empirical evidence. In recent
years, data pertinent to anticipatory processes have been accumulated in a variety of
fields of knowledge [8]. This evidence triggered a plethora of explanatory attempts
—some anchored in science of unquestionable integrity; the majority, however,
rather speculative, usually derived from ill-defined concepts or through less than
grounded generalizations. In particular, the notion of “anticipation” itself is usually
confused with other forms of dealing with change, such as forecasting, expectation,
guessing, etc., and especially prediction. It is rarely understood that they are dif-
ferent in nature from anticipation [9]. Conceptual clarity, more than instrumental
obsession (so typical of this particular time) is necessary. When everything is
measured—because it can be—in the hope that “big data” technology will reveal
“secrets” behind the data, the expectation is that processes are reducible to data—as
prediction, forecasting, guessing, etc. are. Totally ignored is the fact that actions
informed by anticipation are the expression of significant data—usually “little”
data, generated ahead of the action. Moreover, the emphasis in anticipatory pro-
cesses is on meaning more than on quantitative descriptions based on the use of
numbers.

2 M. Nadin



1.1 A Question of Scientific Legitimacy

It was not an apple falling from a tree (and the equation describing it) that gave
legitimacy to the law of gravity. Newton advanced an understanding of physical
law that revolutionized science, and continues to have practical relevance. The same
can be said in respect to the theory of relativity: Einstein became more famous for
e = mc2 than for the revolutionary view of the universe that his mathematics
advanced. It might be that quantum mechanics, still at the forefront of science
today, qualifies as well as a revolution in thought and discovery. The fact that
particular aspects of quantum mechanics (such as entanglement and non-locality)
fascinate the public (and even some scientists) should not affect awareness of a
totally new view of reality.

Human dedication to understanding the world, within which the living unfolds,
eventually crystalizes in revolutionary views—this in itself is worth celebrating. But
it invites reflection as well. Nothing comparable, not even the famous DNA helix, is
on record in explaining life itself. Newton, Einstein, the quantum mechanics
visionaries (Heisenberg, Schrödinger, Bohr, Feynman, among others) are present—
and rightly so—in the explanation (as tentative as it still is) of the beginnings of the
universe. But the beginning of life is still in the fog of confusion. The attempts to
start life from non-life, almost as seductive as alchemy (Newton was one of its
proponents) was long ago, persist through new technologies (Venter’s claim [10,
11] is only one among many). They entail a rather disconcerting surrender, cele-
brated as victory: since the living itself is embodied in matter, the more physics we
know—and the more physics-based biology we use—the better we will understand
life. Nobody ever proved this reduction. The obsession of particle physics (i.e.,
know the particles and you will know all about the whole they are part of) translated
into the hope that molecular biology or genetics will eventually solve all the
mysteries of disease and, eventually, life.

Obviously there is much more nuance to all of this. Albeit, science consists
mainly of convincing physics theories and their extension into particular phe-
nomena (chemistry, for instance). A large body of generalizations from the physical
to biology converges in what seems an inevitable, but false, conclusion: the living is
a machine. The material substratum is acknowledged without reservation; omitted
is the understanding that the dynamics of the physical and of the living are different.
Also absent is the distinct effort to advance a view of the living that defines its own
characteristic causality. This might integrate the science of the physical—e.g.,
physics, chemistry, geology, astronomy, meteorology—without discarding what
defines a science of the living proper. The epistemological effort that I argue for
might even arrive at the realization that physical causality (explaining change in the
nonliving) is ultimately a subset of the extremely rich types of causality that
explains the change of life [12].

For accomplishing such a daunting task, the focus should be on dynamics: how
and why change takes place. Empirical evidence suggests that change in the
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nonliving realm takes place at a timescale different from the timescales character-
istic of living processes. Moreover, in the physical, the timescale is relatively
constant, while in the living it varies under the influence of context—sometimes
defined as Umwelt [13, 14], i.e., the perceptual world of a specific being:
“Organisms are subjects interpreting their life worlds, not mechanical objects
reacting to external forces” [15]. There is no birth and no death (short of misap-
propriated metaphors applied to stars and black holes) in the physical. And there is,
contrary to poetic license, no intentionality to be either observed or experimentally
documented. In its admirable dedication to exploring levels of reality ever more
deeply, physics (and its close relatives) progressively surrendered a unified view of
reality, while it was searching for a unified theory of its own domain. Those who
study the living with the purpose of understanding its irreducible condition cannot
afford the simplifying effort of ignoring the whole, as does reductionist-based
physics. (On the subject of holism, see Nadin.1)

A science of the living can only be holistic, because the dynamics of the living is
the expression of its change as a whole over time. As already mentioned, the
realization that physical causality could be a subset of natural causality might entail
the need to understand “Nature” beyond Newton’s unifying view that aggregates
the living and the physical and declares the laws of physics—reflecting God’s
control over the universe—as universal. Eliminating God from the picture,
Darwin’s Origin of Species [16] was celebrated as the equivalent of Newton’s
foundation of physics (Philosophiae Naturalis Principia Mathematica, [17]).
Natural selection describes the implicit dynamics of the living, of a different pre-
cision, less precise, but more expressive than that described in Newton’s equations.
If the past (as a state) defines the future of physical systems, the future (as a possible
state) expressed in anticipatory processes, is the vector of evolution.

Determinism, the characteristic causality of physical phenomena, is also relevant
to the physics of the living, even though it returns an incomplete explanation of life
as change. Just to present an example along this line of reasoning: physical forces
(e.g., pulls, compressions and stretching, distortions) applied to a cell can further
affect it, probably more than the inherited genetic code does [18, 19]. Taking both
physical forces and the genetic code into consideration affords an understanding of
cell changes that neither can deliver alone. Non-determinism, describing a relation
between cause and effect offering a multitude of possible outcomes, pertains to
change as an expression of something being alive. Indeed, changes due to physical
forces applied on cells (e.g., a cut or a blow)2 and genetic processes governing all
dynamics are interwoven. There is no way to unequivocally predict whether the cell

1Nadin, M.: Anticipation and the Brain. In: Nadin, M.: (ed.) Anticipation and Medicine, pp. 135–
162. Springer, Cham (2016).
2Genetic manipulation of gene expression for turning mature cells into pluripotent stem cells
brought Shinya Yamanaka a Nobel Prize in 2012. Nevertheless, physical-chemical manipulation
has so far proven to be less successful. In 2014, he had to retract his findings. (See: http://blogs.
wsj.com/japanrealtime/2014/04/28/japanese-nobel-winner-latest-to-apologize-over-stem-cell-
research/).
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becomes cancerous or simply divides in a process of self-healing. De la Mettrie’s
man-machine metaphor [20], to which science since 1748 remains literally
enslaved, is but one consequence of a rudimentary view of causality. Only since the
advent of quantum mechanics was this view somehow questioned. Stochastic
aspects of dynamics were introduced, and indeterminacy accepted as a qualifier for
processes less than very precise. Everything that can be fitted to the time series
describing the functioning of a machine operates under the expectation of perfect
repetition—even though the living is the domain of “repetition without repetition”
[21], i.e., non-monotonic change.

1.2 Life Is About Meaning

The question of legitimacy, as it pertains to the anticipatory perspective, transcends
the theoretical. It has consequences for the way we conceive of means and methods
for maintaining life: the domain of medicine.

To know how the physical (i.e., nonliving entities) changes is to infer from a
quantitatively described past state to a future state, under assumptions usually
defined as initial conditions (also expressed numerically). To know how the living
changes is to integrate inferences from past states with interpretations of the
meaning of possible future states. No falling stone will get hurt (not to say die); a
living falling (cat, human being) can get hurt (and even die). The framing of change
within the respective consequences, not the same in the physical and in the living, is
key to understanding their difference. The causality specific to interactions in the
physical realm is described in Newtonian laws—action-reaction, in particular. The
causality specific to interactions in the living includes, in addition to what Newton’s
laws describe quantitatively, the realization of meaning in connection to the pos-
sible future, i.e., anticipation.

Falling on ice or landing on a hot surface are different not in the physics of the
process of falling, but in the meaning for the living, that is, the consequences.
Evidently, this is pertinent to the hope that understanding change makes possible its
description ahead of time, before it actually takes place. For this purpose, physics
seeks descriptions, usually in mathematical form, similar to the human construct
called law: a rule to be obeyed by those adhering to it. The laws of physics
encapsulate descriptions of change that are necessary by nature. The fact that the
living, in addition to the constraints of physics, is subject to contingent rules of
behavior is usually brushed aside.

Reductionism postulates the identity of the physical and of living, to the detri-
ment of a better understanding of the dynamics of the living. The same takes place
within the epistemology based on the machine metaphor. Karl Popper [21, p. 224]
noticed that in this sense, “…the doctrine that man is a machine has perhaps more
defenders than before among physicists, biologists, and philosophers, especially in
the form of the thesis that man is a computer.” Popper (otherwise an over-rated,
opportunistic philosopher) was either unaware of, or unwilling to embrace, the even
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more radical view of Newell and Simon: “Men and computers are merely two
different species of a more abstract genus called information processing systems,”
[22, p. 234].

Machines, regardless what kind, (from clocks to hydraulic pumps to engines to
computers), are constructs meant to function in a predictable manner. Humans
make them. If religion postulated that the human being was created in the image of
the Creator, machinomorphism establishes the religion of the human being made to
function like the machines humans conceived. It is a solipsistic view: the making of
something (e.g., machine) is the proof of the equivalence between the makers and
the made. As already mentioned, for Newton, the mechanism of the universe,
whose dynamics were precisely described in his equations, was the proof that
everything in this universe behaved, at God’s will, like a mechanism. If the clouds
(Popper’s metaphor) “are highly irregular, disorderly, and more or less unpre-
dictable”—examples are molecules in a gas, or gnats—clocks are precise and
predictable. Still, for determinists, clouds are clocks. In their view, with enough
knowledge, what appears as indeterminate proves to be as determinate as the
universe, or as the structure of matter. The language describing their functioning is
mathematics built upon the construct we call numbers, which ultimately describe
quantities. The automation of mathematics (or at least part of it) through compu-
tation gave this tendency a new, more specific, though ultimately illusory, viability.

Machines embody the cognitive construct of numbers, i.e., descriptions of
quantities. They are representations of the human activity that the machine replaces
or augments. The arm and the lever used together to move objects is one simple
example. Like any representation, they are, by their condition, incomplete [23]. To
ascertain that a representation—the machine—is identical to the represented makes
sense only for entities with clear boundaries. A billiard machine is equivalent to a
billiard table in which, given the initial and boundary conditions of the billiard
balls, the characteristics of the table (size, texture), we can, using the laws of
motion, “calculate” the game. Laplace [24] was sure that given the positions and the
momenta of all particles in the universe, we could, using Newton’s laws, fully
describe the past, present, and future of the universe.3 After all, the universe as a
clock, i.e., a machine, is what physics-based determinism ascertains.

But a pump is not equivalent to a heart. For extreme conditions—entailing a
number of serious limitations—a pump might be used in order to help resuscitate
someone, or extend someone’s life—usually in an impaired mode. Moreover, the
dynamics of the human being transcends expression in differential equations.
Actually, not only isn’t Laplace’s deterministic view inadequate for describing life,
but worse, it leads to aberrations. The fact that biology, and medicine in particular,
took the deterministic path is understandable. Explaining away what we don’t fully
grasp is easier than assuming the responsibility to seek alternatives. Moreover,

3“une intelligence…rien ne serait incertain pour elle, et l’avenir comme le passée, serait présent à
ses yeux.” [An intelligence…nothing would be uncertain for it, and the future as the past, would be
present to its eyes.]
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simpler explanations afford the immediacy of practical methods, sometimes
informed more by urgency than by anything else.

The anticipatory perspective is the alternative—a new Cartesian revolution [7].
But it is not as comfortable as the beaten path of physics and its promise for
technology. It took over 200 years (more precisely, since Newton, Descartes, and
Laplace) for scientists and scholars to realize that the beaten path at best offers
partial answers (often wrong) to the question of what change means in the living.
One cannot expect abrupt abandonment of the huge investment (time, energy,
money, human lives, and the lives of animals used in experiments) in following the
wrong path. Against the background of scientific advancement, we can hope for a
shorter time for ascertaining a complementary view, and to start applying it to
situations for which physics-based medicine is not adequate. The aging of the world
population is only one aspect; the degeneration of the species—expressed in,
among other ways, systemic disorders and debilitating spectrum conditions—is
probably an even more critical problem.

1.3 Man-Machine

Within the medical establishment, a joke is shared with patients complaining about
the high cost of medicine. The physician has work done on her BMW. The
mechanic, taking note of the expensive car, asks the doctor, “Listen, how come I’m
paid so much less than you, when actually we kind of do the same job? You bring
the car to me when it’s sick. I diagnose the defect and make it run for you.” The
doctor’s already heard the same question. “You’re right,” she says. “But can you do
it while the car is running?”

The punch line (Can you do it while it’s running?) only pushes the mechanistic
view that has shaped modern medicine to the extreme. Within the same view, the
annual check-up can be interpreted as the equivalent of the manufacturer’s
requirement: scheduled maintenance every 5000 miles and a fluid change (Fig. 1).

It turns out that what makes sense in extending the life of the car’s engine, or of
the car in general, is at least debatable when it comes to the human being. Modern
car maintenance facilities are equipped with automatic diagnostic devices. There are
many who believe that the same can be done with the human being (and with pets).
The physician becomes a mechanic. The “Precision Medicine Initiative” [25] is
based on this belief and promotes medicine as a form of engineering. It emulates the
control mechanism model of engines endowed with sensors and extends it to the
individual, claiming that it will eventually lead to individualized medicine.

On the other hand, Mehtotra and Prochazka [26] claim:

Reducing the use of annual physicals could also save money and time. Though on a
per-visit basis, the annual physical is not costly, it is the single most common reason that U.
S. patients seek care, and cumulatively these visits cost more than $10 billion per year —
similar to the annual costs of all lung-cancer care in the United States. Reducing the number
of physicals could free up another societal resource — primary care providers’ time.
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Approximately 10 % of all visits with primary care physicians are for annual physicals,
which might be crowding out visits for more urgent health issues. Poor access to primary
care has been cited as one reason why patients seek care in emergency departments for
low-acuity conditions. Finally, there are large societal costs to asking all 220 million adults
in the United States to spend several hours of their lives each year traveling to and waiting
for care, when they could use that time productively elsewhere. Given this evidence base, it
appears unlikely that annual physicals in their current forms lead to any substantive net
clinical benefit.

Missing from the list of arguments is the understanding that medicine as applied
physics will continue to be expensive, ineffective, and confusing. The brutality of
the “spare parts” understanding of medicine is not only limited to the procedure and
the rehabilitation (under heavy use of painkillers that affect overall health), but also
to the undermining of whatever health the patient still had before the intervention
became necessary. Medicine, in its industrial procedures, “heals” today and pro-
duces invalidity of deeper levels tomorrow.

1.4 Holism

Arguing in favor of descriptions appropriate to the functional behavior of biological
systems, Rosen [27] stated that such descriptions “bear no simple relation to the
structural observables which our physical technique can measure.” Without

Fig. 1 Most think of it as the human equivalent of a 15,000-mile checkup and fluid change, which
can uncover hidden problems and ensure longer engine life
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reproducing his arguments here, let us take note of the fact that the scientific
methodology of fractionating—break what is complex into simpler subsystems—
does not even apply universally to the physical. The three-body system problem,
notoriously unsolvable, could be fractionated into a variety of two-body and
one-body systems. But this does not ultimately produce the knowledge we need to
understand the dynamic characteristics of the initial system. Fractionation does not
afford the information we seek—and from a holistic perspective, it does not afford
any information.

All the media-hyped information on genetics that spurs hope in patients (see
Garzoni, Centomo, Delledonne4) is the result of ignoring a simple principle: health,
or its deterioration, is a matter of the whole. Some healing processes can be trig-
gered through identification of what might have caused an imbalance, but only if
the fractionation transcends physics and chemistry. Unfortunately, modern indus-
trial medicine is based on a view of the living and of health grounded in physics,
and sometimes chemistry. It treats the condition called “disease” with medication
and surgery: a cause-and-effect sequence within a reductionist view. Even physical
therapy is practiced in this spirit.

From a logical perspective, specialized medicine—which reports spectacular
successes never to be underestimated neither in price nor in helping patients—
collides with the holistic understanding of what health, or even disease, is. Every
year, the medical community celebrates the ten (or however many) greatest
accomplishments. There is no way to avoid the feeling of awe. Human lives are
saved under extreme conditions and amazing interventions of all kind, some
involving new drugs, genetic medicine, prostheses, and highly complicated pro-
cedures. The word “miracle” is the first to come to mind. But there is also the dark
side, where numbers of a different kind—such as incorrect diagnoses, botched
surgeries, questionable medications (to name a few)—add up. Adverse reactions to
prescribed drugs (in the millions), needless procedures (close to eight million a
year), unnecessary hospitalization (close to 10 million) are documented with the
aim of establishing some quality control criteria. Antibiotics—once the miracle
treatment for infectious disease—and opioids (hydrocodone, oxycodone, fontanel,
codeine, among many others) are rapidly becoming a curse [28] affecting the
genetic profile of the entire population (not to mention effects on the environment).
It is impossible to predict the long-term consequences of this situation, produced by
those who dedicated themselves to serving life, not undermining its viability.

Such examples evince the resistance to understanding healing within an antici-
patory perspective. To maintain an individual’s viability in the context of change
(e.g., aging, styles of work) is quite different from repairing abused bodies within
the framework of a mechanic’s shop.

4Garzoni, M., Centomo, C., Avinash, M.V., Delledonne, M.: Next Generation Sequencing for
Next Generation Diagnostics and Therapy. In: Nadin, M.: (ed.) Anticipation and Medicine,
pp. 78–92. Springer, Cham (2016).
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In the absence of a holistic view, the various parameters considered and the threshold
values are at best indicative of a measurement method that brings up another anecdote:

– What are you looking for?
– My keys.
– Did you lose them here, around the lamppost?
– No.
– Then why are you looking for them here?
– Because I can see better…there’s more light around the lamppost.

The internist takes note of higher blood pressure, the cardiologist prescribes pills
(Losartan or Lisinopril), a psychiatrist addresses a stress situation, a practitioner of
alternative medicine recommends red beet juice, a Chinese healer initiates a course
of acupuncture—each one looking around their own lamppost.

In the absence of a meaningful understanding of change, as it pertains to health,
this kind of medicine has a very low predictive performance. Indeed, it is quite
surprising that no one seems to notice that while the prediction of physical phe-
nomena is rather successful (and getting better), once the same view is applied to
the living, the performance is low—not far from the threshold of sheer guessing.
Therefore, despite all the statements to the contrary, medicine driven by physical
determinism has a very disappointing proactive success.

For example, tumor–patient–drug interaction remains quite ill defined.
Consequently, treatment success in oncology remains low, despite the enormous
effort of all involved. While cancer settled in as the main challenge to medicine,
only rarely are alternative treatment methods considered. Heart disease belongs to
the same area of reductionist-deterministic medicine marred by failure, despite the
awareness of its terrible consequences.

1.5 Clarity: The Premise for Dialog

These preliminary notes suggest a conceptual context for framing the discussion of
issues in anticipation and medicine. We have to take into account that the notion of
anticipation is used currently in medicine with a very precise description attached to
it. Anticipation describes a genetic disorder passed from one generation to another,
each time at an earlier onset (the so-called trinucleotide repeat disorders, such as
Huntington disease, myotonic dystrophy, dyskeratosis congenital, etc.). The oper-
ational definition of anticipation advanced in this study explains, after the fact, the
choice made by medical practitioners in trying to understand how the trinucleotide
repeat occurs and what is involved in the production of the mutant protein.

1.5.1 From Cradle to Grave

Nevertheless, the expression of anticipation is such that it covers the entire life of
the individual: from conception to death. In the context of a study that bridges
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between anticipation and medicine, my goal is to point to the variety of forms
through which anticipation is expressed in action. The various phases of the sexual
act, pregnancy, birth, etc. are only one example for the argument that medicine is
consubstantial with anticipatory expression. Medicine states that the variety of
processes associated with creation—sexual act, impregnation, pregnancy, giving
birth, nurturing—can be fully explained in terms of brain activity, the
neuro-endocrine systems, hormones, and the like (each taken independently).
Before revisiting some of the processes, let us take note of the concrete instantia-
tions of the fundamental thesis I advance: Anticipation, in the sense defined in this
paper (see Fig. 2) is definitory of the living. This assertion is connected to yet
another thesis: The living is that which reproduces itself: it is its own efficient cause.
Rosen’s formulation, in reference to Aristotle’s typology of causes, is “A material
system is an organism if and only if it closed to effective causation” [29, p. 144].
Evolution, as it describes natural selection in the context of change, acknowledges
sexuality as it relates to reproduction. The human being, in the new nature it made
for itself, added to the reproductive impulse sexuality as a goal in itself, most of the
time disconnected from reproduction. This defines the human in contradistinction to
the rest of the sexually reproducing living. Some of the processes identifiable in the
human are not identifiable in the rest of sexually reproducing nature: for example,
the cultural aspects of pregnancy and giving birth.

Sexual attraction and the sexual act engage the being’s totality. If, according to
models inspired by the analogy to the machine, the organism were in a state of

Fig. 2 Anticipatory process: The deterministic arrow of time from a past cause to a present effect
and the complementary arrow of time from a possible future to the current state of the system
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equilibrium, sexuality would throw it entirely away and result in changing all
parameters of physiological, cognitive, endocrine, etc. activity. In such case, to
even entertain the suggestion of homeostasis [30] is close to absurd. (Bernard
suggested this in 1865; Cannon [31] gave it the label in 1926). Think only about
how blood pressure changes from one moment to another. The alternative—al-
lostasis [32]—hypothesizing that the brain takes control and acts in anticipation is
more adequate in characterizing the dynamics of the living. The anticipation of all
that the sexual encounter affords (at times in extreme forms) is not explicitly the
reproduction, but the triggering of a process leading to it.

Hormones associated with pregnancy (those otherwise not present) influence the
process. The future organism has to be “shaped” in such a manner that it autono-
mously distinguishes between beneficial and detrimental factors. For example, the
placenta expresses an enzyme that prevents exposure to material corticoids. In their
details, these processes are of extreme subtlety. During the initial phase of preg-
nancy, the mother herself “functions” in a manner that protects the forming of the
new living entity. It is life from life, but in a context where what is good (or at least
not harmful) for the mother might be dangerous to the fetus. Danger itself is
implicitly acknowledged as immediate or pertaining to malfunctions in the future.
Susceptibility to metabolic imbalance, of the future living, is a long-term projection
that leads to anticipatory action to prevent it. Once again: anticipatory processes,
being non-deterministic, some succeed (in balance, the majority), some don’t (and
there is a lot of evidence to document failed anticipation).

Doctors advise pregnant women that their diet influences the entire development of
the fetus. The hypothalamus pituitary adrenal activity protects the woman from stress
(psychological or physical). This protection is limited in time and is related to neuronal
activity. Physicians claim to have evidence that progesterone levels in the pregnant
woman’s brain are higher: “There is 51 to 40 times more progesterone and estrogen
marinating the brains during pregnancy” [33]. They also report on inhibitory activity in

Fig. 3 Anticipatory bodily
changes during pregnancy

12 M. Nadin



the hypothalamus, triggered by allopregnanolone. In non-pregnant women and in men,
natural opioids amplify responses to stimuli. In pregnant women, the effect is inhibitory.
(Naloxone, on whose basis the drug used to treat opioid overdose is designed, plays an
important role in the process described above.) Maternal oxytocin provides a control
mechanism in lactation; it promotes parturition (triggering contractions of the uterus) and
affects what are described as emotional states. Anticipatory expression in this case is
connected to neuro-cortical activity. The manner in which oxytocin is secreted (from the
posterior pituitary) is associated with the distension of the birth canal or by sucking.
Birth through the birth canal is favorably influenced by the specific biome populating it.

The description of processes here remains more at a macro-level. Let’s take note
of the following:

1. The body of the pregnant woman changes in anticipation of the pregnancy
load (Fig. 3).

2. The physiology changes ahead of the many challenges related to the woman’s
body and the integrity of the fetus.

3. New processes never before experienced are made possible (the process of con-
traction or the sucking rhythm described above) in advance of their actual need.

4. Lactogenesis is an anticipatory expression timed to the various phases of
pregnancy (early, mid-term, final, i.e., prepartum). Endogenous opioids inhibit
some neuronal activity and thus facilitate prolactin activity.

5. Maternal behavior—a term used to describe how a mother’s actions (preparations of
all kind, nursing, cleaning, etc.) is affected by hormonal priming of the medial pre-
optic area. Oxytocin, estrogen, progesterone, prolactin are released in various areas of
the brain, in particular the amygdala, which is associated with anticipatory activity.
Maternal behavior changes as pregnancy advances. For instance, the activation of
oxytocin release processes at giving birth diminishes anxiety but can lead to
aggressive behavior (for the management of which pregnant women are sometimes,
against the natural course, subject to medication when self-control is not enough).

No doubt, medical experts could provide more details. They discuss a variety of
other phenomena related to the creative act we call giving birth (i.e., reproduction).
Not discussed is the nature of the very rich and sometimes ambiguous processes
that aggregate in pregnancy. A recent study, for example, brings up creatine—an
intracellular metabolite partially derived from diet, but also endogenously synthe-
sized. As proved through experiments, the fetus is a “taker” of creatine [34].
Likewise, senescence (which Rosen studied to a certain degree) is the expression of
“exhausted” anticipation. But we shall not enter into the details here.

1.5.2 Conceptual Premises

The key to a successful conversation is not the passion of the arguments—and as far as
medicine is concerned, it is almost impossible to exclude passion—but the clarity of
concepts. Therefore, within the conference to which this volume bears witness, I took it
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upon myself to define the concepts. Only once we agree upon our understanding of
what words mean can we debate whether anticipation is or not significant. Those who
practice medicine, and even more those who contribute to a science of medicine meant
to overcome the limitations inherent in generalizing physics (and the notion of
machine) in the living domain will agree on the need for conceptual clarity.

In the diagram (Fig. 2), the past is solidified in the anamnesis. Nobody can change
his or her medical past. The future is one of possibilities, some that will be realized,
others that will either disappear or extend further in time. This is where the question of
context arises: the environment (in the broadest sense, nature, society, culture, etc.), as
well as epigenetic factors. The diagram contains the following definition:

The current state of an anticipatory system depends not only upon previous states, but also
upon possible future states.

The diagram and the definition do not express the holistic view, which entails the
fact that the reductionist method will always return a partial understanding of the
process. Indeed, health, as well as loss of it, is the expression of the whole called
human being, the physical embodiment (of the biome shadowing it) and the spir-
itual expression of the non-physical state (consciousness, preparedness, self-control,
etc.). Affecting as little as one cell’s condition, or that of the viruses, microbes, and
bacteria making up the biome, might, under certain circumstances, trigger a mul-
tiplicity of processes, some of extreme consequences, others of episodic nature.

For the sake of the argument, let’s take Methicillin-Resistant Staphylococcus Aureus
(MRSA). As it is already established, MRSA, caused by the staph bacterium, can affect
people who have spent time in “health factories” (e.g., hospitals, nursing homes) or at
“health shops” (like dialysis centers). Invasive procedures, such as surgery, intravenous
tubing, implantation of artificial knees and hips, and kidney and heart transplantations
can trigger infections that prove to be resistant to antibiotic treatment. Physics-based
devices of all kinds—all the gadgets and engines we use—also get “sick,” that is, they
malfunction. But the rate of success in fixing machines is as high as it can get, while the
success rate of healing is increasing only slightly (despite the spectacular successes of
extremely complicated cases that the media report). The idea that medicine’s funda-
mental perspective might be deficient has not led practitioners to question it, and has not
resulted in a vigorous attempt to change it.

Two assumptions ought to be made at this juncture:

1. Medical practitioners will find value in stepping out of their comfort zone
(where all they read are medical news and prestigious journals close to their
fields of expertise).

2. Those dedicated to research of anticipatory processes will deliver clear assess-
ments of practical consequence to their colleagues in healthcare.

If both are realized, medicine will change. Otherwise, it will take a deeper crisis
than the current one before medicine progresses from reaction-driven physics-based
practice (“fixing” the patient) to a proactive, anticipation-based dedication to the
well-being of the whole person.
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Anticipation-based medicine implies a number of possibilities. As opposed to
reaction, which is usually swift and short, anticipation unfolds within the timescale of
the process involved. The immune system is anticipatory. Vaccination is designed to
engage the immune system in order to avoid certain conditions (e.g., the success of the
polio vaccine). Its components (antibodies, white blood cells, lymph nodes, T-cells,
bone marrow, spleen) evolve according to the specific dynamics of the bacterial and
viral expression they address. Nothing is immediate. The possible infection—a future
state that the organism would rather avoid—is identified before onset. Immunotherapy
is still in its early stages; but it is the closest we have come to an anticipatory
perspective in medicine. Among others, Miroslav Radman, expert in DNA repair,
alluded to the anticipatory characteristics of the immune system. A knee replacement
—of course, sometimes necessary within medicine’s emergency model—takes less
time to be performed and become the “new knee” than what genetic healing—still
more a promise than reality—might one day take. Mechanical interventions introduce
the clock of physics where in the reality of the organism many time scales exist.

1.6 A Questionable Ultimate Aim

Is there one identifiable overarching reason for the reductionist-deterministic path
taken by medicine? Someone dedicated to understanding anticipatory processes
will not be among those searching for the one reason, where evidently many factors
are involved. If we agree that anticipation is couched in complexity [35], one
consequence cannot be avoided: as a result of medicine’s surrender to the physics,
both medicine and the patient suffer. Indeed, life is the expression of the complex
nature of the living. Claude Bernard (1813–1879), iconic figure of modern medi-
cine, echoed Descartes when he wrote, “When faced by complex questions,
physiologists and physicians … should divide the total problem into simpler and
more and more clearly defined partial problems” [36, p. 72]. In the same spirit,
Francis Crick postulated, without any proof, that, “The ultimate aim of the modern
measurement in biology is to explain all biology in terms of physics and chemistry”
[37]. This thought continues, “Consciousness and mental states can be reduced to
chemical reactions that occur in the brain,” [38, 39].

Arguing from examples—how often do physicians err in reducing a problem to a
smaller one, or how many times the physics and chemistry were right, but the patient
died—is at best spurious. The broad image of medicine in these days of spectacular
scientific and technological creativity is such that even those inclined to defend its
record are not necessarily free of doubt concerning its progress. We landed on the
moon, an immense achievement based on physics and chemistry. But we don’t know
how to handle the flu. (Vaccination is successful at the 50 % level, which is more a
qualifier of guessing than of prevention.) We stuffed medical offices with expensive
technology and provided the physician with data acquisition and processing capabilities
of unprecedented precision. But we still don’t know why a patient in a coma might be
brought back to consciousness with Zolpiden (a sleep-inducing drug).
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To repeat, arguing from examples does not lead to knowledge, rather to questions.
These are the outcome of the daily activity of each physician. Very few cases are as
clear-cut as the patient, the insurance, the doctor, and society would like them to be.
Medicine is about life—such as in assisting a woman in giving birth—but also about
what happens when life is subject to change (beneficial or detrimental), when life
comes to an end. Physicians cannot avoid seeing themselves in each and every patient.
The art and science embodied in the practical world of medicine is the necessary result
of the condition of the living. If medicine were like physics or chemistry, society would
be entitled to expect perfection. If, to again quote Bernard (justifiably admired for some
of his work), “A living organism is nothing but a wonderful machine,” we would seek
the better mechanic and work on an automated machine-full body diagnostics (which is
already in the works, beyond the latest mobile device apps).

1.7 Bringing Together

The dialog between the “mechanics” of human health (the engineers) and those
trying to perceive it from a different perspective—healing as art and science—
ceased. The Anticipation and Medicine conference I organized is one of the very
few where at least an effort was made to bring together those who would crimi-
nalize, rather seek advice from, each other. To make dialog possible, a question was
addressed to all: Why does the same patient prompt many different answers from
different practitioners of medicine?

Competence level plays a role here, as do the means used for diagnosis. Culture
is important, too; so are the social, economic, psychological, and religious condi-
tions. But even assuming some common denominator—well-trained physicians,
good technology, relatively stable societal background—the assessment continues
to vary. Depending upon the condition examined—from flu symptoms to a variety
of inflammatory conditions, from diabetes or asthma to all kinds of insufficiencies,
and up to heart disease and cancer—the variability of evaluations is astonishing. It
speaks in favor of the profession that patients are sometimes advised to seek a
second opinion. More and more doctors interact, consulting with each other. Still,
as opposed to the mechanic (convinced that he does what a medic does), who gets it
right because the knowledge domain is limited—and there is no room for ambiguity
—physicians, themselves changing as they examine their patients, deal with a
subject that does not stay still—not even in a state of coma. The patient is an open
system, of a dynamics no physical entity comes even close to reaching.

2 Complexity and Anticipation

Health (or lack thereof) is an expression of the complexity that defines the living. The
meaning of the word (its semantics) is as well-defined as that of health. Leibniz [40]
seems among the first to examine science from a complexity perspective. In his view,
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laws should not be arbitrarily complex. If they are, the concept of the law becomes
inoperative. Medicine seeks simple definition for medical conditions, so that doctors
can use them without difficulty. Poincaré [41], and, closer to our time, Prigogine [42]
expressed interest in prediction (relation to future) as it is related to complexity (they are
mentioned in connection to “chaos” theory, i.e., dynamic systems theory). From the
anticipatory perspective under examination here, Rosen [43] remains the closest ref-
erence to the complexity intrinsic in living phenomena. In his view, there is no largest
model for complexity. A complex entity is not fractionatable. (For more on this topic,
see Staiger et al.5 and Louie [44].) On the pragmatic level, where medicine is anchored,
complexity is associated with efficiency, in particular, efficient treatment—regardless in
which form. Patients are not known for patience (no pun intended), although many end
up dependent upon life-long treatments.

The reductionist-deterministic model, useful in conceiving chemical means (i.e.,
pharmaceuticals) of extreme efficacy, is an expression of the attempt to understand
which representations of a disease, that is, which symptoms, are easily addressable. The
goal of explanations—e.g., how aspirin works—that is, measurements performed to
find out which processes are triggered by some medications, under the guidance of
reductionism and determinism, is to gain access to knowledge about phenomena
otherwise difficult (if not impossible) to explain. “What is a headache?” is such a
phenomenon (as common as it is different in its variety). The reductionist-deterministic
paradigm indeed led to significant technological and pharmaceutical progress. But this
does not eliminate the need to define complexity. A clear criterion (or criteria) for
identifying it is more urgent than ever before if we want medicine to overcome the
limitations inherent in its mechanistic practice. So far, the focus has remained on scale,
i.e., on quantity, while complexity actually defines quality. However, complexity, as
consubstantial with the living, is of high-order consequence for medicine. If the living,
in particular the human being, is complex, knowing the medical subject in its com-
plexity is of practical importance. (In a different context, I introduced a more general
understanding of complexity as it relates to the human being [45].) In what follows, the
concepts will be summarily defined and related to medicine.

3 “G-Complexity”—Where Medicine Starts

Let us start with a quote (of more interest to mathematicians than to healthcare
professionals):

5Staiger, T.O., Kritek, P.A., Blakeney, E.L., Zierler, B.K., O’Brien, K., Ehrmantraut, R.H.:
Implementing and Evaluating an Anticipatory Systems Model of Complexity for Improving Safety
in a Healthcare Organization. In: Nadin, M.: (ed.) Anticipation and Medicine, pp. 27–36. Springer,
Cham (2016).
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Any effectively generated theory capable of expressing elementary arithmetic cannot be
both consistent and complete. In particular, for any consistent, effectively generated formal
theory that proves certain basic arithmetic truths, there is an arithmetical statement that is
true, but not provable in the theory [46, p. 250]

This relatively simple text is based on Gödel’s magnificent work of 1931 [47].
His subject is not the world, not Nature, but the dyophantine number theory, i.e.,
arithmetic—as far as one can imagine from the work of a physician and surgeon.
However, the logical representation justifies the generalization from labels used in
the description of the world (numbers) to existence. Gödel ascertained, and
demonstrated, that some of our descriptions cannot be simultaneously complete and
consistent (Fig. 4).

The doctor acts on partial descriptions. These can be symptoms easily noticeable
even upon superficial examination, or based on elaborate measurement. In the last
ten years only, the number of measurements that technological progress has
facilitated has increased by many orders of magnitude. A high degree of sophis-
tication is reached in discriminating among many parameters, some interrelated (but
of variable interconnectedness), others incidentally correlated. To assume that the
practitioner, who examines thousands of patients, tries to keep abreast of the most
current knowledge in the field, or can keep pace with it, is naïve.
Technology-facilitated data acquisition is way ahead of our full understanding of its
means and methods. In the end, the attempt to fully describe, through data, change
in the living might never succeed. An open system cannot be fully characterized.
Even if it could, that will not change the fact that full description and consistency
are reciprocally exclusive. This is so because phenomena of G-complexity—to

Fig. 4 Neither the whole
body nor parts of it can be
described fully
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which the dynamics of the human condition belongs—escape both reductionism
and determinism as exclusive descriptions of their causality.

There is no effective decomposition rule; the consistency clause ascertains that
inferences implicit in determinism (same cause → same effect) do not hold for the
G-complex. There is nomedical practitioner who has not experienced this. Nothing is
cause-free; rather, in the living causality is expressed in forms that no longer submit to
the time sequence characteristic of determinism. Capturing the dynamics of life’s
physical substratum, determinism and causality, together with non-determinism and
a-causality (i.e., within a condition of complementarity, as Bohr defined it [4]; see also
Nadin6) afford a more adequate understanding of how life is expressed.

Based on all these arguments (abbreviated in view of the goal of this study), I
suggest the following shorthand for the implications of my broader views on the
nature of the living:

1. If decidability is the precise criterion for G-complexity, it follows that medicine
either settles for the domain of the complicated (a heart transplant, a knee
replacement) or triggers natural processes, such as genetic-driven methods of
repair and self-repair.
The knowledge domain of medicine is the undecidable. Above the threshold of
complexity, there are no degrees. A system is undecidable or not. If treated under
the complexity threshold, the system is equivalent to any physical system—and
the criteria for maintenance correspond to this condition. There is no room for
equivocation. If treated at the complexity level, healing and self-healing, i.e., the
repair function, (which is anticipatory) imply processes characteristic of the
living. It is encouraging that medicine is making serious efforts to become more
“natural,” to align its means and methods with the subject of its concern.
Immunotherapy was already mentioned as an example.

2. A G-complex system is characterized by the fact that its information level is
always higher than the information received from the environment; that is, a
G-complex system generates information. Every patient becomes part of the
interaction called treatment. In physics-based interventions, there is only one
answer, and therefore this co-participation is minimal. The space of possible
futures is where patient and physician can actively search for plausible answers.
What a physician “takes in” from medical education (pre-med, residency,
research fellowships) is quite different from what, on account of creativity (itself
based on interaction), is expressed in the practitioner’s activity. If only the effort
of individualization were to be considered, this would already confirm the idea.
Anticipation-driven medicine is by necessity individualized, because the living
is infinitely diverse. All machines are the same; no two persons are. All electrons
are the same; no two cells—from as many as the ca. 37 trillion making up the
human body—are.

6Nadin, M.: Anticipation and the Brain. In: Nadin, M.: (ed.) Anticipation and Medicine, pp. 135–
162. Springer, Cham (2016).
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3. G-complex systems are adaptive systems; physical systems are defined by
sameness; that is, they are not affected by context. For medicine this means the
understanding that disease itself is related to adaptivity. Moreover, the agents of
illness (microbes, viruses, food-born pathogens) are themselves adaptive.
Medicine fails when it ignores the complexity of these concurrent processes.
The consequences of the deterministic use of antibiotics were brought up; so
was the vicious cycle that generated the current opiate addiction (and the
mortality associated with it).

4. A G-complex system is not measurable. Understanding this particular condition
of living processes will allow the medical community to free itself from the
obsession with data and focus on the meaning of change in the patient.
A G-complex system is represented by its life record. Time series can capture
partial knowledge about specific aspects of the dynamics qualified through
partial measurements. (For example, after surgery, physicians measure tem-
perature, heart rate, blood oxygen levels, etc. Nonetheless, these variables
represent only a limited aspect of the patient’s state of health.)

5. G-complex systems have no effective copy procedures; everything in a
G-complex system is unique. The knowledge domain of entities and phenomena
characterized by G-complexity is the idiographic.7 For any such entity Ei—let’s
say a patient complaining about back pain, always different from any other, no
two back pains are the same—we can define a functional dynamic.

yEi ¼ fEi xEi tð Þ; IEi tð Þ; tf g ð1Þ

Take note that the function is entity specific (fEi). The simple equation says that
the state of the patient experiencing pain depends upon some parameters—let’s
say a certain movement—and the interaction of the patient in the context.
Interactions (IEi), part of the dynamics, are also specific. The fact that the
function is entity specific excludes generalizations. Evidently, the specific
dynamic of one identity actually differs in indeterminate ways from the dynamic
of any other entity. The aggregate value is therefore meaningless. G-complex
entities do not accept nomothetic8 descriptions.

6. G-complex systems are relational.

EiRijEj ð2Þ

Living entities are interrelated. Medical assessments that take relations into
consideration have to acknowledge their variety. An easy illustration is the state

7Of or relating to the study or discovery of particular scientific facts and processes, as distinct from
general laws.
8Of or relating to the study or discovery of general scientific laws.
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of a pregnant woman and that of her husband; so is the parent-child relation. The
mirror neurons represent a good example of how relational aspects are
expressed. The relational nature of the living translates into practical consid-
erations in the process of medical assessment. It is never the case that a
symptom can be examined independent of the relational space in which it
manifests itself. Physicians actually report on such factors when they seek
correlation: patient’s state, family relations, medical history of those constituting
the patient’s milieu, etc.

7. G-complex systems are endowed with self-evolving anticipatory processes in
which past, present and future are entangled.

x tð Þ ¼ fðx t�að Þ; x tð Þ; x tþ bð Þ
x t�að Þ previous state sð Þ
x tþ bð Þ future state sð Þ

x tð Þ present state

ð3Þ

Patients embody their history; the future, related to possible interactions (some
beneficial, others detrimental) is continuously anticipated. The preparedness of
each person is a matter of record, not a dreamed-up hypothesis. Aging, for
instance, is the example of the organism’s preparing itself for a new state. For
healthcare, the anticipatory endowment should translate into awareness of the
practical consideration informed by the shared awareness of both the patient and
physician. Again—not as an example, but illustration—the changed metabolism
associated with aging suggests a different diet, but also an appropriate program
for maintaining physical condition. The fact that doctors, eager to “keep the
machine going,” increasingly overwrite the self-evolving anticipatory process is
probably a matter of medical ethics. Age-defined “infertility” has its own sig-
nificance. A woman’s giving birth at age 60 (with the help of fertility drugs)
might give her doctor reason to be proud of the performance. However, in the
perspective of time, this performance will probably not make anyone happy.
Medicine should not compete with machine and drug-enhanced sports for
performance that goes against the condition of the living.

A G-complex system is an evolving record of entangled (not quantum entangled,
though) past states, current states, and possible future states. For the observer, such
as the house physician, the patient’s actions are the expression of successful or
failed anticipations. G-complex systems are open systems, of unlimited dynamics.
Medicine ought to comprehend the non-deterministic nature of both health and
disease. “I smoked and drank all my life and lived to be over 100,” expresses what
we are referring to (obviously in extreme form). Others pay dearly for being only
subjected to second-hand smoke.
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3.1 Complex Versus Complicated

Complicated systems—such as a replacement knee or a mechanical kidney—are
made of simple systems, or can be reduced to a limited number of simple systems.
Complicated systems are subject to observation and measurement: the surgeon must
inspect the integrity of the implant. To know such a system is to capture its
regularity, obvious or hidden. This regularity corresponds to the laws predicting the
behavior of such systems: eventually they will have to be replaced. The experi-
mental method as a source of knowledge about the physical—How do such devices
perform? What are the consequences for the rest of the body?—is based on the
assumption that competing explanatory models (i.e., hypotheses) can be empirically
tested. These considerations apply as well to the validation of chemical interven-
tions (e.g., pills, lotions, ointments, injections of fluids).

Experiments are always closed systems, within which variability (of parameters)
can be quantitatively described. The dosage for a medicine is such a variable. It is
reasonable to rely on them for knowledge acquisition when the dynamics examined
and the experimental timeline are congruent. Given the expectation of not doing
harm to the human being, many experiments are performed on living substitutes
(mice, rats, pigs, monkeys) or on simulations (digital or otherwise). The former case
is more realistic, although it implies an equivalent of a sort between the human—
who acquired self-awareness—and animals—complex entities, but lacking
self-consciousness.

There cannot be complete information about a G-complex system, i.e., about a
living entity, since it produces information as it evolves. The living adapts to a
variable world, and interacts with it. Life is interaction. Therefore, the experimental
model pertinent to the domain of the decidable (we can fully describe,
contradiction-free, the physics and chemistry underlying the existence of the living)
is not applicable in the G-complexity domain. To repeat: no two individuals are the
same, no two medical conditions are identical. The fact that experiments are carried
out and presented as trustworthy validations corresponds to the illusion that
reductionist-deterministic science generates significant knowledge. This
“data-and-experiment cult” is rather a component of the politics of science than an
intrinsic part of it. Even generalizations built upon statistical averages and proba-
bility distribution defy the nature of the entity subject to knowledge acquisition.
A doctor will not better address a patient’s health condition based on averaging.
(The pitfalls of averaging are discussed in [48].) These are very concrete aspects of
practicing medicine without looking through the “eyeglasses” of physics or
chemistry. The patient’s unique profile should be the source for describing his
condition. In particular, I would like to suggest the Anticipatory Profile [49].

The living can be simulated by computation in a nonliving substratum only
partially. The entire effort of embedding computation in artificial entities emulating
aspects of the living (synthetic neurons, artificial muscles, synthetic DNA, synthetic
cells, etc.) deserves respect for the gnoseological, scientific, and technological
effort. However, the outcomes of the computation on such substrata can only reflect
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the assumptions embedded in the emulated synthetic world. They confirm the
physics of the living, not its specific condition. Let us end these considerations with
one more observation: Physical and chemical processes have well-defined out-
comes. Living processes have multiple outcomes, some antagonistic. It is a known
fact that the same medication can be beneficial to some and (highly) detrimental to
others: the “paradoxical effect” of medication. One discussion, going back to 1975
[50], deals with benzodiazemines, which trigger aggressiveness instead of acting as
tranquilizers. The prevalent practice of medicine-as-deterministic—same drug
prescribed → same consequence—has led to serious repercussions in the very
young and in the elderly (the two groups usually omitted from testing procedures)
(Fig. 5).

4 Turning Ideas into Actions

It would be naïve to believe that practitioners of medicine would from one day to
another open up to the thoughts expressed in this study. The volume Anticipation
and Medicine, the first on record on the subject, should help in providing reference
material. It would be even more naïve to expect a rapid cycle of developing
methods and means for an anticipation-grounded practice of medical care. The
subject is more of economic, political, social, and cultural consequence than it is of
science or technology. (The pharmaceutical industry has over one trillion products
in the “pipeline.”) Having stated that physics-based medicine can unfold as fast as
physical interactions, but that anticipation-guided medical care has the same rhythm
as life, it is obvious that change, should it take place, will be slow, and will involve
not only the medical profession, but also patients. Ultimately, this change is
predicated upon a profound necessity: survival of the species. If this assessment
sounds exaggerated, consider some of the facts discussed, and especially some of
those only alluded to: degeneration of the species, of which aging is only a
symptom; sexual conditioning (no longer related only to reproduction); spectrum
disorders, the ever-growing catalog of morbidity, rarely only the product of better
identification methods.

Fig. 5 a Natural processes have multiple outcomes (image courtesy of Louie [44]). b Example of
multiple outcomes related to medication
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As an endeavor endemically optimistic, science can only bring to society’s
attention a worrisome situation, but cannot magically erase it—or postpone its
consequences. The place to start for making possible the fundamental change
suggested in this study is education. The continuing education of medical practi-
tioners is part of the process. The real chance, however, to change medicine from a
mechanistic reactive practice to a proactive, creative activity is connected to schools
and universities, to the new generations. Education has to be reconceived from the
ground up: solid scientific education in both the physics of the world and in the
biology grounded in anticipation is required. This in itself is a high-order endeavor,
since schools continue to indoctrinate new generations in the “religion of physics.”
It is amazing that climate change associated with human activity is reduced to the
physics of climate, where sustainability is a matter of choices, and improved
technology, instead of being framed in the anticipation perspective: i.e., patterns
of behavior, choices people make.

Medicine was always the art and science of healing. The science became more
and more a technology; the art was dropped altogether. If some medical practi-
tioners are better than others on account of more than the equipment they have
access to, it is considered as incidental. What distinguishes among doctors educated
under the same circumstances (same medical school, same internship, etc.) was and
should still be identified as talent. Society should offer equal access to medical care,
but this social goal does not automatically qualify all providers as equally talented
for the profession, or equally dedicated to it. To identify medical talent, dedicated to
patient well-being, is a function abandoned, since medical schools are not really
lacking applications and the medical establishment defends it turf (read: “return on
investment”).

Almost 100 years ago, Robert Lovett presented “A Plea for a More Fundamental
Method in Medical Treatment” [51]. We can repeat the gesture; we can even use his
words, if indeed “Fundamental Method” would be understood as considering the
human being from the complementary perspective of physics and biology estab-
lished within the framework of anticipation. The goals are clear: consider the
specific dynamics of the living. This will change the view on what diagnostics is,
what it means to relieve suffering, how proactive medicine—maintaining health
instead of patching what is broken—engage patient and physician, family, and
community. All these amount to a tall order.

The current profile of the physician mimics that of a data processing profes-
sional. Patients often mimic their doctors. But do-it-yourself medicine via access to
information can sometimes be confusing. Nothing against the patient assuming an
active role in healing, as long as it does not mean transferring responsibility
(concerning how we live) to machines and chemistry. Family is today more an
economic entity; so is community. Their role in addressing an individual’s health
concerns is diminishing.

Nostalgia for the time when doctors were “magicians,” when parents and chil-
dren were subject to a bond that made the child’s suffering a family concern, etc.—
illusions of wishful thinking realities—will not do. The answer is not in the past.
And in the present, individuals are subjected to the enormous pressure of changes

24 M. Nadin



that on the one hand shape us more dependent on society, and on the other less
responsible for our choices. It is in this context that the awareness of anticipation
will heighten. Or else. Medicine can lead in the process, because after all is said and
done, medicine is about life and death.
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Part I
Anticipation and Medical Care



A Conceptual Framework for Applying
the Anticipatory Theory of Complex
Systems to Improve Safety and Quality
in Healthcare

Thomas O. Staiger, Patricia A. Kritek, Erin L. Blakeney,
Brenda K. Zierler, Kurt O’Brien and Ross H. Ehrmantraut

Abstract Effective anticipation is a fundamental characteristic of highly reliable
organizations. In Rosen’s anticipatory theory of complex systems, all living sys-
tems and virtually all other complex systems require anticipatory models to
maintain an organized state. This paper provides an overview of Rosen’s antici-
patory theory of complex systems and presents a conceptual framework for
applying this framework to improve safety and quality in healthcare. Organizational
interventions based on this theory could include education of clinicians, patients,
and families on how anticipatory complex systems function and improve safety in
clinical environments, and systems interventions to promote optimal concordance
between a team’s model of a clinical situation and the actual clinical situation.
Enhanced general understandings of anticipatory complex systems and of their
failure modes could help reduce communications failures that are a common cause
of serious adverse events.
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1 Introduction

Clinical Scenario: A mother brings her 1-year-old son to an emergency department for
evaluation of his respiratory symptoms. Following an evaluation the treating physicians
advise her that it is safe for the child to be discharged. The nurses caring for the child
express concerns and say they don’t think the child should go home. While driving home
from the emergency department, the child exhibits increased respiratory distress. The
mother returns to the emergency department. The child is admitted, spends several days in
the intensive care unit, and makes a satisfactory recovery.

Substantial efforts are needed to further improve the quality and safety of
healthcare [1]. Communication failures are recognized to be an extremely common
contributing factor for adverse events [2]. Concepts from safety science are
increasingly being employed in efforts to create high reliability systems in
healthcare [1]. Some are applying theories from systems and complexity sciences to
further improve healthcare systems and processes [3]. Applying complexity prin-
ciples in healthcare can be challenging in the absence of a generally agreed upon
definition of complexity and without a shared understanding of optimal approaches
for applying these principles to improve outcomes [4].

A capacity for effective anticipation is recognized as a fundamental characteristic
of highly reliable organizations [5]. Theoretical biologist Robert Rosen made the
first description of an anticipatory system [6]. Mihai Nadin, another seminal con-
tributor to understanding anticipation [7, 8] has documented a substantial current
body of theoretical and applied research in anticipation. In Rosen’s anticipatory
theory of complex systems, all living systems and virtually all other complex
systems require anticipatory models to maintain an organized, far from equilibrium
state [9]. This paper provides an overview of Rosen’s anticipatory theory of
complex systems and presents a conceptual framework and implementation options
for applying this framework for improving safety and quality in healthcare.

2 Anticipatory Systems

In Anticipatory Systems: Philosophic, Mathematic, and Methodological
Foundations, Rosen defined an anticipatory system as containing “a predictive
model of itself and/or its environment, which allows it to change state at an instant
in accord with the model’s prediction pertaining to a later instant,” [6]. Nadin’s
definition: “An anticipatory system is a system whose current state is influenced not
only by a past sate, but [especially] by possible future states,” [9] connects to the
space of possibilities [10]. An anticipatory system cannot produce perfect models of
its future internal or external environments since the future is always somewhat
uncertain. In an anticipatory system, the system’s imperfect models of the future
influence how the system changes. Changes occurring in an anticipatory system can
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range from increased activation of regulatory enzymes to changes in individual or
group behavior based on anticipated future conditions.

Anticipatory systems differ fundamentally from recursive (simple/reactive)
systems, in which change is entirely due to the influence of forces occurring in the
past acting on the present state of the system. Recursive change in physical systems
was one of Newton’s key discoveries [11]. Recursion in Newtonian mechanics
means that what is occurring at a given instant in time (i.e., the positions, velocities,
and forces acting on a set of particles) determines what occurs at the next instant in
time. As Rosen wrote, “the heart of recursion is the conversion of the present to the
future, or the entailment of the future by the present.” In describing the Newtonian
paradigm and its impact on scientific thought, Rosen said:

The essential feature of that paradigm is the employment of a mathematical language with a
built-in duality which we may express as the distinction between internal states and
dynamical laws. In Newtonian mechanics the internal states are represented by points in
some appropriate manifold of phases, and the dynamical laws represent the internal or
impressed forces. The resulting mathematical image is what is now called a dynamical
system […] Through the work of people like Poincare, Birkhoff, Lotka, and many others
over the years, however, this dynamical systems paradigm or its numerous variants, has
come to be regarded as the universal vehicle for representation of systems which could not
be technically described mathematically: systems of interacting chemicals, organisms,
ecosystems, and may others. Even the most radical changes occurring within physics itself,
like relativity and quantum mechanics manifest this framework […] This, then, is our
inherited mechanical paradigm, which in its many technical variants or interpretations has
been regarded as a universal paradigm for systems and what they do. These variants take
many forms: automata theory, control theory, and the like, but they all conform to the same
basic framework first exhibited in the Principia [11, p. 78].

Louie, in “Robert Rosen’s anticipatory systems” stated:

Note, in contrast, that a reactive system can only react, in the present, to changes that have
already occurred in the causal chain, while an anticipatory system’s present behavior
involves aspects of past, present, and future. The presence of a predictive model serves
precisely to pull the future into the present; a system with a “good” model thus behaves in
many ways as if it can anticipate the future. Model-based behavior requires an entirely new
paradigm, an “anticipatory paradigm”, to accommodate it. This paradigm extends—but
does not replace—the “reactive paradigm” which has hitherto dominated the study of
natural systems. The “anticipatory paradigm” allows us a glimpse of new and important
aspects of system behavior [12].

Figure 1 depicts an anticipatory system. The system enclosed in the dotted box
could represent an organism, an organization, or a social system. S, M, and E are
components of the system depicted. M is a predictive model of S. Time variables in
M run faster than real time. As a result, any observable of M serves as a predictor of
a corresponding observable of S at a later instant. In addition, the “system M is
equipped with a set E of effectors that operate either on S itself or on the envi-
ronmental inputs to S” [12]. Louie describes how this system functions as follows:

We shall now allow M and S to be coupled; i.e., allow them to interact in specific ways. For
the simplest model, we may simply allow the output of an observable on M to be an input to
the system S. This then creates a situation in which a future state of S is controlling the
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present state transition in S. But this is precisely what we have characterized above as
anticipatory behavior. It is clear that the above construction does not violate causality;
indeed, we have invoked causality in an essential way in the concept of a predictive model,
and hence in the characterization of the system M. Although the composite system (M + S)
is completely causal, it nevertheless will behave in an anticipatory fashion [12].

2.1 Feedforward and Feedback

The concept of feedforward is closely linked to anticipatory systems. Feedforward
in biochemistry has been defined as: the anticipatory effect that one intermediate in
a metabolic or endocrine control system exerts on another intermediate further
along in the pathway; such effect may be positive or negative [13].

Descriptions of feedforward regulation include this example from glycolysis:

Control of a metabolic pathway by a metabolite of the pathway that acts in the same
direction as the metabolic flux, i.e., downstream or “later” in the pathway, e.g., the acti-
vation of pyruvate kinase by fructose 1,6-bisphosphate [14].

If the anticipatory features of glycolysis are represented in Fig. 1, E = pyruvate
kinase, M = Fructose 1.6 pyrophosphate, S = phosphoenolpyruvate (a substrate
catalyzed by pyruvate kinase). The level of Fructose 1.6 pyrophosphate serves as
predictor of subsequent levels of phosphoenolpyruvate. Increased Fructose 1.6
pyrophosphate levels upregulate the effector, pyruvate kinase. Pyruvate kinase then
catalyzes the transfer of a phosphate group from phosphoenolpyruvate to adenosine
diphosphate (ADP).

Louie has described the role of feedforward in anticipatory systems as follows:

Anticipatory behavior involves the concept of feedforward, rather than feedback. The
distinction between feedforward and feedback is important, and is as follows. The essence
of feedback control is that it is error-actuated; in other words, the stimulus to corrective
action is the discrepancy between the system’s actual present state and the state the system
should be in. Stated otherwise, a feedback control system must already be departing from
its nominal behavior before control begins to be exercised.

Fig. 1 Anticipatory system
(Modified from Louie [12])
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In a feedforward system, on the other hand, system behavior is preset, according to some
model relating present inputs to their predicted outcomes. The essence of a feedforward
system, then, is that the present change of state is determined by an anticipated future state,
derived in accordance with some internal model of the world.

We know from introspection that many, if not most, of our own conscious activities are
generated in a feedforward fashion. We typically decide what to do now in terms of what
we perceive will be the consequences of our action at some later time. The vehicle by which
we anticipate is in fact a model, which enables us to pull the future into the present. We
change our present course of action in accordance with our model’s prediction. The
stimulus for our action is not simply the present percepts; it is the prediction under these
conditions. I emphasize again that “prediction” is not prescience, but simply “output of an
anticipatory model”. Stated otherwise, our present behavior is not just reactive; it is also
anticipatory [12].

In the clinical scenario given above, the treating physicians and nurses had
different anticipatory models of the likely clinical course of the patient being
evaluated. These models strongly influenced their actions. A better-shared antici-
patory model by the clinical team would have led to a better outcome.

3 Simple and Complex Systems

While complex systems are described in a variety of ways, it is generally accepted
that the components (parts with a function) of a complex system are interrelated and
that fragmentation or decomposition of these components causes a loss of infor-
mation regarding the system [4, 15]. In Life Itself: A Comprehensive Inquiry into
the Nature, Origin, and Fabrication of Life, Rosen defined complex systems in
similar, albeit more precise, terms [11]. Rosen defined a simple system as one in
which all of the information can be captured in a single formal model and complex
systems as those in which all of the information cannot be represented by any single
formal model or any finite sets of formal models. More details about Rosen’s
extensive work on modeling relationships can be found in Louie’s brief summary
“Robert Rosen’s anticipatory systems” [12], or in Rosen’s Fundamentals of
Measurement and Representation of Natural Systems [16].

A brief summary of Rosen’s conceptual approach to simple and complex sys-
tems is as follows:

1. Simple systems:

a. Are non-living
b. All of the information about the system can be captured in a single model of

the system
c. The system can be fractionated (broken into parts) and reassembled without

loss of information about the system
d. A system may be complicated and composed of many parts (i.e., an aircraft

carrier) and still be “simple”
e. All change is recursive
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2. Complex systems:

a. All living systems are complex systems
b. No finite set of models can capture all of the information about the system
c. A complex system can’t be fractionated without destroying information

about the relationship of the components of the system
d. A primary characteristic of complex living systems is a capacity to adapt to a

changing environment
e. Complex living systems are anticipatory, meaning they have a capacity for

change based on inputs from their anticipatory models

3.1 Stability of Anticipatory Complex Systems

There are important differences governing the stability of simple and anticipatory
complex systems. To paraphrase Rosen, in a simple system every global failure
results from local failures in the component subsystems; however in a complex
system, a global failure is not necessarily associated with a local subsystem failure
[17]. Anticipatory complex systems may malfunction when a component in the
system fails. What distinguishes an anticipatory complex system from a simple
system is that its stability is also dependent upon the accuracy of its models or
representations of its present environment and of its anticipatory models of its
future environment. While a complex system cannot, by definition, have a perfectly
accurate and comprehensive model of its internal and external environments, the
more accurate an anticipatory complex system’s models are of the states of its
present and future environments, the greater the likelihood of the ongoing stability
of the system. Conversely, the greater the divergence between the models or rep-
resentations of an anticipatory complex system and the actual present and future
environments, the less adaptive will be the system’s responses to the present and
future environments, and the greater the likelihood of the system malfunctioning.

4 Application to Improving Safety and Quality
in Healthcare

If Rosen’s theory of anticipatory complex systems is correct, the following actions
would be appropriate approaches for improving the safety andquality of healthcare [18]:

4.1 Education for Clinical Teams

Members of clinical teams, including physicians, advanced practice providers,
nurses, pharmacists, social workers, and ancillary care providers, should be
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educated about the characteristics of anticipatory complex systems in clinical
environments. Key concepts would include the following:

a. All patient care encounters involve interactions between complex systems
(people).

b. A clinician or clinical team’s model/representation of a patient (complex sys-
tem) can never be absolutely accurate.

c. It is impossible for a team of clinicians, or a team of clinicians, patient, and
families to ever have a fully congruent shared mental model of a patient’s
complex clinical situation.

d. Clinicians, clinical teams, patients, and families are continuously generating
anticipatory models representing possible future events and risks [19]. Inputs
from the anticipatory models of clinical team members, patients, and families
may be useful for identification of and real time mitigation of some clinical
situations in which there is an increased risk of a future serious adverse
outcome.

e. Clinical experience is likely to contribute to a capacity for generating more
accurate anticipatory models. For example, nurses with more than 1 year of
experience were significantly more accurate in identifying patients at risk for
physiologic deterioration than those with less than 1 year of experience. (72 %
vs. 53 %, p < 0.05) [20].

f. Clinicians, clinical team members, patients, or family members who believe,
even if based only on a “gut sense” or intuition that the diagnosis or plan for a
patient is wrong or that a patient is at high risk for an adverse outcome, should
be encouraged to speak up.

g. Greater concordance between the models of the current situation and anticipa-
tory models of future states among clinical team members, and among the
clinical team, patient, and family increases the likelihood of attaining preferred
outcomes.

h. Better concordance between a team’s model of a clinical situation and the actual
clinical situation will occur if there is an opportunity for meaningful input and
for the expression of discrepant views from all team members and from patients
and families. A team environment that encourages the expression of divergent
input is likely to arrive at a better understanding of the current clinical situation
and to have an improved capacity to more reliably anticipate future events.

i. Significantly discrepant present-state or anticipatory mental models between
clinical team members or between team and patients/families may indicate an
increased risk for an adverse outcome. Recognizing and reevaluating when such
divergent opinions exist may provide opportunities to mitigate future risks.

j. Situational Awareness education could be enhanced by including the fact that
people (and other complex systems) are continually generating anticipatory
predictions of future outcomes and that these predictions can be useful for
guiding present decision making. This could help augment and strengthen the
approach promoted in situational awareness to “thinking ahead” based on an
extrapolation of information known about the current situation [21].
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4.2 Education for Patients and Families

Patients and families should be advised that: (1) Care maps represent what we
anticipate happening; (2) if they don’t agree with the clinical teams’ plans that they
should alert any care provider; (3) if things don’t seem to be going the way the
patient/family thought they should (either by a gut sense or something different
from the care maps) the patient/family should let any care provider know, because
the patient and family know the patient better than any of the clinical team and may
notice changes earlier than will members of the clinical team.

4.3 To Do List for Healthcare Institutions

a. Support systems for capturing the clinical team’s anticipatory predictions of risk
of deterioration or events and to encourage planning based on these predictions.
The I-PASS handoff tool, which encourages identification of patients requiring
additional monitoring and contingency planning, is an example of this approach
[22].

b. Encourage clinical team members to voice concerns about the understanding of
the current clinical situation and/or of the risk of future adverse events.

c. Promote a culture in which hierarchy and power gradients do not inhibit clinical
team members from sharing anticipatory predictions.

d. Reward clinical team members who express anticipatory predictions.
e. Provide Institutional support for structured clinical rounding, including patients

and family members, to create opportunities for information sharing and for
raising of questions, concerns, or identification of situations in which divergent
models may indicate an increased risk to patient outcomes and safety.

f. Encourage team briefs/huddles as team strategies for creating plan for the day.
g. Support increased availability of clinical decision making tools (e.g.,

dashboards/reports/summaries to use during rounding that would incorporate
real-time results of risk stratification models).

4.4 Measurement Possibilities

An agreement tool, such as one developed to assess a patient’s degree of agreement
with the clinical team about diagnosis, diagnostic plan, and treatment plan could be
administered to patients or patients and families and in one or more of the following
ways [23]:

i. Tracking incidence of significant disagreement on an ICU or inpatient unit,
providing an alert to clinical team members and assessing the frequency in
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which identification of significant disagreement resulted in a clinically impor-
tant change in management.

ii. To determine if a correlation exists between care coordination sensitive out-
comes (LOS, patient satisfaction, show rates at follow-up appointments) and
clinical teams with higher agreement scores.

iii. If a correlation between better agreement and care-coordination sensitive
clinical outcomes exists, feedback to teams about aggregated patient/family
agreement scores could be provided to determine if this resulted in improved
agreement scores and in improved care-coordination sensitive clinical
outcomes.

iv. A modified agreement instrument (do you agree with the team’s diagnosis,
diagnostic plan, and treatment plan) could be administered to interdisciplinary
clinical team members to determine if a correlation exists between teams with
higher agreement scores and improved care coordination sensitive outcomes
(LOS, patient satisfaction, show rate a follow-up appointments).

v. An agreement instrument could be employed in an outpatient setting to
determine if better agreement is associated with outcomes such as intention to
adhere to treatment, patient satisfaction, or symptom resolution. (In a pilot
study of 39 patients with new or worsening problems higher agreement scores
were correlated with both better patient satisfaction (p = 0.029), and intent to
adhere to treatment (p = 0.011) [24].

5 Conclusions

Healthcare organizations are complex adaptive systems in which improving safety
is an ongoing challenge and imperative. If Rosen’s and Nadin’s anticipatory sys-
tems hypotheses are correct, an enhanced understanding of the characteristics and
failure modes of anticipatory systems could supplement existing safety practices
and help an organization further reduce the risk of certain serious adverse events.
Organizational interventions based on an anticipatory theory of complexity could
include: (1) education of clinicians, patients, and families on how anticipatory
complex systems function and contribute to improving safety in clinical environ-
ments; (2) systems interventions to promote optimal concordance between a team’s
model of a clinical situation and the actual clinical situation; and (3) development of
measurement instruments to provide feedback to help improve performance in these
areas. An enhanced general understanding of anticipatory complex systems and of
their failure modes could help reduce communications failures that are the most
common root cause of serious adverse event.
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Environment, Genes, and Mental Health

Hans Jörgen Grabe

Abstract The vulnerability stress model, as related to mental disorders, has gained
much attention since it captures the multifactorial nature of the disorders. In the last
few years, research activities have aimed at identifying biological and genetic
components that interact with psychosocial factors, such as stressful life events and
city living, which according to this model increase or lower vulnerability to mental
disorders. Interplay between environmental factors and biological systems (e.g.,
stress-axis/hypothalamus-pituitary-adrenal-axis) and clinical outcomes will be
analyzed from an anticipatory perspective. Previous studies on brain structure and
childhood traumatization have implicated limbic regions like the hippocampus,
amygdala, anterior cingulate cortex, and frontal areas. Functional changes in those
areas are proposed to mediate the long-term risk of mental disorders. The societal
and clinical impact of those findings and models will be discussed.

Keywords Genetics � Childhood adversity � Mental disorders � Individualized
medicine � Prevention

1 Anticipating Depressive Disorders

Anticipation of the onset of disease is a very timely but complex topic of high
relevance to the course and outcome of psychiatric treatment. Anticipatory medi-
cine is concomitant with preventive medicine: both have the capacity to change the
usual approach to mental disorders. In the last decades, numerous risk factors that
contribute to the onset of mental disorders have been identified. For severe mental
disorders, like schizophrenia and bipolar disorder, several environmental factors—
such as antenatal maternal virus infections, obstetric complications comprising
hypoxia-related conditions or stress during neurodevelopment—were already
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discovered. Those factors converge in the disturbance of neuro-circuits within the
hippocampal [1]. Thus, knowledge of risk factors and their interaction could enable
clinicians to anticipate the risk of disorders such as bipolarism and schizophrenia.
Needless to state, real life is highly complex, and simple point-by-point associations
are rarely observable. The complexity in mood disorders may even be higher since
environmental factors seem to interact with the individual’s genetic vulnerability. In
major depressive disorders, psychosocial stress and traumatization during the
perinatal period, infancy, or adulthood are important risk factors. Genetic risk in
terms of less adaptive biological systems may put individuals at risk of disease in
stressful life situations. On the other hand, protective factors such as resiliency
might increase the likelihood of the ability to cope with stressful life situations and
thus facilitate better outcomes regarding mental and physical health.

2 Risk Factors

Major depressive disorders (MDD) belong to the prevalent causes of morbidity,
disability, and impaired quality of life. Previous studies have also provided robust
evidence that depression is a risk factor for type 2 diabetes (T2DM) [2, 3], car-
diovascular disease (CVD), and mortality [4–6]. Generally, abuse and mistreatment
during childhood (CA) are strong environmental risk factors for the development of
depressive disorders [7, 8]. Although a great deal of research has investigated the
immediate and delayed pathogenic effects of childhood abuse, only a small body of
literature has focused on adaptive outcomes in the aftermath of CA [9, 10]. Yet it
seems that in addition to trauma-related factors, such as frequency and intrusive-
ness, individual biological and psychological factors modify the risk of long-term
consequences of childhood abuse [11]. Research has consistently shown that a
considerable number of childhood abuse victims show little or no long-term psy-
chological damage [12].

2.1 Resilience

Over the years the vague term “resilience” was established to describe the
phenomenon mentioned above. There is no generally agreed upon definition of
“resilience”. One can assign the attempted definitions to (at least) two mainstream
thoughts: (1) the end result of a complex adaptation process; (2) the dispositional
ability to access and use resources in the face of traumatic events. Nadin [13]
describes resilience:

“the capacity to cope with unanticipated dangers after they have become manifest, learning
to bounce back.” Not surprising is the inference that “anticipation seeks to preserve
stability: the less fluctuation, the better. Resilience accommodates variability…”
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Wagnild et al. [14, 15] related resilience to a “dynamic personality trait” arising
in “the aftermath of adversity.” They acknowledged the existence of certain
inherent resources, which are, however, fluid and alterable rather than determined
and inflexible. In a recent empirical study, we investigated 2046 subjects between
the ages of 29–89 years (SD = 13.9) from a community-based sample who were
free of MDD during the 12 months prior to data collection. They had been
examined and diagnosed for Lifetime diagnosis of MDD by the Munich-Composite
International Diagnostic Interview (M-CIDI) according to Diagnostic and
Statistical Manual of Mental Disorders–(4th edition) (DSM-IV) criteria [7].
Childhood trauma and resilience were assessed with the Childhood Trauma
Questionnaire (CTQ) and the Resilience-Scale (RS-25). Both childhood maltreat-
ment and resilience were associated with MDD later in life. The detrimental effects
of low resilience on MDD were especially prominent in subjects with a history of
childhood abuse (odds ratio [OR] = 3.18, 95 % confidence interval [CI] [1.84,
5.50]), but also effective in subjects without CM (OR = 2.62, 95 %CI [1.41, 4.88]).
The findings supported the clinical assumption that resilient subjects may be partly
protected against the detrimental long-term effects of child abuse and neglect.

2.2 Gene-Environment Interaction

To date, it has been difficult to identify genetic factors that directly put individuals
at higher risk of depressive disorders. Although large-scale genetic studies with
sufficient statistical power are about to be published, clear-cut genetic risk factors
are missing. Nevertheless, research in the field of gene-environment interaction has
provided an important model of functional and dysfunctional adaptation to stressful
or averse experiences and life conditions.

Nadin [16] distinguishes the various discussions of the concept (including the
areas of behavior, cognition, neurology, and in medicine in general). Generally,
anticipation is described as behavior defined by possible future states as well as by
previous states [17].

In the field of gene-environment interaction research, I would propose a new
facet of the concept of “anticipation”: In light of the genetic variation at a given
genetic risk locus, one genetic variant increases the risk and the other one decreases
the risk of disease in stressful conditions. Those stressful conditions can constitute
previous states like childhood abuse that still shape behavior and emotional states in
adulthood. In addition, biological variation contributes to the anticipation: The
environmental stressor determines in interaction with the genetic risk variant the
risk of mental disorder or the degree of burden caused by psychopathological
symptoms and thereby emotional states and behavior. Traditionally, “anticipation”
in the field of genetics denotes to the phenomenon that “the signs and symptoms of
some genetic conditions tend to become more severe and appear at an earlier age as
the disorder is passed from one generation to the next” [18]. Anticipation is typi-
cally seen in disorders that are caused by a type of mutation called a trinucleotide
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repeat expansion. Those repeats are associated with neurological conditions like
Huntington disease, myotonic dystrophy, and fragile X syndrome. This repeat
expansion can increase from generation to generation leading to more severe forms
of the disorder with each successive generation [18].

This effect modification has been preferentially investigated in genes involved in
the physiological regulation of the stress response. A prominent example is the
FKBP5 gene, which codes for a co-chaperone regulating the glucocorticoid receptor
sensitivity. Previous evidence suggested that subjects carrying the TT genotype of
the FKBP5 gene single nucleotide polymorphism (SNP) rs1360780 had an
increased susceptibility to adverse effects of experimental stress. We therefore
tested the hypothesis of an interaction of childhood abuse with rs1360780 in pre-
dicting adult depression in 2076 Caucasian subjects from the general population.
We identified significant interaction (p = 0.008) of physical abuse with the TT
genotype of rs1360780, increasing the depression scores (BDI-II) to 17.8 (95 % CI
12.3–23.2) compared with 10.6 (8.8–12.4) in exposed CC/CT carriers [T denotes
the nucleobase thymine, C denotes cytosine]. Likewise, the adjusted odds ratio
(OR) for major depressive disorders (MDD) in exposed TT carriers was 8.9 (95 %
CI 2.2–37.2) compared with 1.4 (0.8–2.4) in exposed subjects with CC/CT geno-
types [19]. This study revealed interactions between physical abuse and rs1360780
of the FKBP5 gene, confirming its role in an individual’s susceptibility to
depression.

Given the large effect sizes, rs1360780 could be included into possibility models
for depression in individuals exposed to childhood abuse [20]. Figure 1 depicts a
simulation of positive and negative predictive values in carriers of FKBP5
TT-genotype exposed to “physical abuse.” At a given prevalence rate of MDD, e.g.,
30 % the risk prediction (positive predictive value) by genotype and abuse status is
about 70 %. Those data are encouraging. However, positive and negative predictive

Fig. 1 Simulation of positive and negative predictive values in carriers of FKBP5 TT-genotype
exposed to “physical abuse“(TT within abused subjects: Sensitivity = 25 %; Specificity = 95 %;
TT within all subjects: Sensitivity = 5.2 %; Specificity = 92 %) (16)
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values are still far too low to recommend individual risk prediction via this
approach. Moreover, those data need independent replication. A further refinement
of this model was possible via the inclusion of the status “high or low resilience.”
Considering the inclusion criteria “low resilience,” the prevalence rate of MDD
increased up to 35 % in the selected subjects. Thus the positive predictive value of
the screen-positive subjects (TT-carriers and child abuse) increased to 80 %.

2.3 The Serotonin Transporter (5-HTT) Gene

The consequences of childhood trauma and interaction with genetic polymorphisms
have been investigated not only in its effects on behavior and health but also on
brain structure and function in terms of neuropsychological paradigms elicited by
fMRI. A “classical” genetic polymorphism in this respect is the serotonin trans-
porter (5-HTT) gene (SLC6A4, chromosome 17q12). Accordingly, the functional
promoter polymorphism of 5-HTT (5-HTTLPR) has often been examined in gene
—environment interaction models. In many studies, the short (s) allele of
5-HTTLPR, which is associated with a decreased 5-HTT activity, has been asso-
ciated with a negative mental outcome after exposure to stress or trauma. A large
meta-analysis supported the interaction effect for depressive disorders [21].
Corresponding effects also have been reported for Post-traumatic Stress Disorder
(PTSD) [22]. The putative interplay between genes and beneficial environmental
conditions like social support on positive outcomes like sense of coherence or
resilience has rarely been addressed. “Social support” integrates the perception and
actuality that one is cared for, has assistance available from other people, and that
one is part of a supportive social network. The questionnaire we have applied
assesses social support in dimensions like financial support, care taking in case of
illness and emotional support.

We therefore examined the interaction between the serotonin transporter linked
polymorphic region (5-HTTLPR) and social support on the sense of coherence
(SOC), resilience, and depressive symptoms. Among individuals with the percep-
tion of high social support, no significant differences between 5-HTTLPR geno-
types regarding all outcome variables were found. However, among those with the
perception of low social support, carriers of at least one short allele reported sig-
nificantly increased levels of SOC and resilience, as well as fewer depressive
symptoms than carriers of the l/l genotype. We therefore concluded that in less
supportive social environments the impact of distinct genotypes on behavioral
outcomes might be more relevant than in supportive environments where social
compensation might take place [23]. Morphometrical and functional MRI analyses
have demonstrated reduced gray matter volume in short-allele carriers in limbic
regions critical for processing negative emotion [24, 25]. Moreover, an
amygdala-cingulate feedback circuit critical for emotion regulation was dependent
on the polymorphism of the 5-HTTLPR [26]. The magnitude of coupling between
amygdala-anterior cingulate cortex inversely predicted almost 30 % of variation in
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temperamental anxiety [27]. Those data support the view that genetic polymor-
phisms may alter the brain’s structure and function and thereby behavior, too.
Environmental exposure to stress may affect those neuro-circuits that are emo-
tionally responsive and may trigger pathological functions in susceptible subjects.

3 Individualized Medicine

The conference Anticipation and Medicine prompted several participants (Staiger,
Burk, Golubnitschaja, Nadin, among others) to approach this subject. (See
respective articles in this volume.) Individualized medicine aims to provide optimal
treatment for an individual patient at a given time based on his specific genetic and
molecular characteristics [28]. Individualized diagnostic and therapeutic strategies
are considered means to improve the efficacy and safety of patient treatment. It
might also allow for better individual outcome prediction and risk assessment.
Moreover, individualized prevention and early intervention strategies are con-
ceivable. Recently developed high throughput OMICs technologies are thought to
enable more targeted diagnostic and treatment approaches [26]. The different
conditions and experimental evidence presented so far in this chapter clearly
indicate the involvement of psychosocial factors in the prediction of health or
disease, even in interaction with biological markers. Therefore, we clearly argue for
a broader acknowledgement of traumatization and stress, as well as protective
factors such as resiliency, when aiming at anticipating outcomes and modeling the
risk structure of diseases. The importance of those factors also advocates early
behavioral psychosocial intervention in families with high levels of childhood
maltreatment or neglect. Costs to society and the individual’s burden of disease
could be reduced by early supportive and protective interventions. The considera-
tion of psychosocial and behavioral factors in disease models and treatment algo-
rithms is important not only to psychiatry, but also to various medical disciplines.
Recognizing the earliest symptoms and, even better, the pre-symptomatic indicators
of disease is anticipatory medicine in practice, leading to more efficient treatment.
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The Anticipating Heart

Oleg Kubryak

Abstract The perceptions associated with the heartbeat are often interpreted as
representative for what is occurring inside the body or as a response to external
influences. Older and more recent theories have highlighted autonomous reactions
with associated underlying neurological (brain) activity. We report here on research
carried on at the Anokhin Research Institute of Normal Physiology. Based on this
research, we argue that the heartbeat should be associated with psychological and
cognitive processes. This will help overcome the reductionist fixation on local-
ization, which is usually unproductive. Instead of seeking microstructure detail, we
should relate to the whole “map” (an idea inspired by Kolmogorov’s metaphor of
knowledge acquisition). The heart within the dynamic system of mental procedures
is a perspective that can lead to progress in understanding how anticipation is
expressed.

Keywords Heartbeat � Associative anticipation � Cognitive complexity � Holistic
view � Localization

It should be noted here, again, that extremely significant scientific ideas generated
by researchers in what used to be the Soviet Union are being gradually rediscov-
ered. Indeed, Anokhin, Bernstein, Beritashvili, Orbeli, Uznadze, Ukhtomsky, and
Vygotsky were quite advanced in their views, against a background of dogmatic
intolerance in respect to any thought not perfectly aligned with the official dialectic
materialism. Learning from the Past. Early Soviet/Russian contributions to a sci-
ence of anticipation [1] and Anticipation: Russian experimental and empirical
contributions informed by an anticipatory perspective [2], both the result of Mihai
Nadin’s focus on pioneering work in anticipation were a revelation to scientists in
the West, as well as to some Russian researchers in our days. This report on current
research at the Anokhin Research Institute of Normal Physiology is a modest
testimony to this interest.
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1 Background

The theoretical foundation for relating the work of the heart to mental processes is
extremely broad. There are historically well-known theories (such as Lange’s 1885
theory emotions) and more modern concepts (e.g., Damasio’s theory of “somatic
markers” [3]). Both of these theories associate autonomous reactions with mental
activity. The states of physiological activation (“arousal”) determined by the
autonomous nervous system represent an integral part of emotional, cognitive, and
physical actions. Proceeding from the theory of general activation, Lacey et al. [4]
attempted to evaluate physiological activation based on changes in cardio-rhythm
and electrical conductivity of the skin [5]. Later, evaluation based on changes in
cardio-rhythm was proposed as a universal measure to reflect the interaction of the
human organism with the environment [6]. In this view, heartbeat deceleration was
explained as the result of perception by the organism of external information and
activation related to mental processing of that information. Expectation of a stim-
ulus was emphasized in order to show the relationship between heartbeat deceler-
ation and the influence of the baroreceptors [7, 8]. In more recent studies [9],
motive control rather than stimulus expectation was emphasized in some central
suppression (“slowing down”) of vegetative processes in the course of paying
attention. The interrelation between vegetative indicators and psychological pro-
cesses is being actively researched [10–12].

1.1 Quantitative Perception of the Heartbeat

Attempts to catch the reflection of mental processes in perceptions received from
the heart were conducive to the development of quantitative experimental tech-
niques involving the perception of heartbeats. The method proposed by Whitehead
et al. [13] in 1977 was possibly one of the first in this respect. In their method, after
the ECG-registered R-tooth,1 an external signal was given with a delay of either 128
or 364 ms. Depending on the signal that a subject chose, a conclusion regarding the
better (at 128 ms) or worse (at 364 ms) perception of heartbeats was drawn. The
method was called “heartbeat discrimination procedure.” Subsequently, classifica-
tion of subjects was made on the basis of more complex characteristics. It was
suggested, for example, that the differentiation of subjects according their emotional
reactivity and perception associated with activation [14].

Attention was also directed at the existence of several individual spatial and
temporal regions where heartbeats are perceived [15], due to the possibility of
stimulation of a different number of receptors in the period between the current and
subsequent heartbeats. One more method, called “the method of constant stimuli,”

1An R-tooth, i.e., R wave, is the first positive deflection in the QRS complex revealed on an ECG
readout.
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was proposed. It is based on a series of external stimuli given to the subject every 0,
100, 200, 300, 400 and 500 ms after the ECG R-wave [16]. It has also been
suggested that sound at different frequencies can be used [17]. Observing stimuli of
different modality applied synchronously with heartbeats revealed that the latter are
best observed in combined light-and-sound perception, but less so when mechanical
signals are given [18]. The approximate band (with an average value of 228 ms)
was determined after the ECG R-wave and a sound stimulus when they are per-
ceived as synchronous [19]. Recent versions of the constant stimuli method are
described in [20, 21].

A method, in which a subject was asked to mentally count his/her heartbeats
over a certain time interval, was proposed by Schandry [22] in 1981. The approach
was named “the mental tracking method.” The validity of the method was also
investigated in comparison with a version of the previously described procedures
[23].

1.2 Associative Anticipation

Anokhin’s theory of functional systems (considered as classical for the Russian and
Soviet school of physiology) identifies a critical component in constructing a
behavioral act: the formulation of an aim, in other words, a “prediction” of the
future result ensuing from the given act [24]. In relation to this, is his discussions on
the universal regularity of brain work, Anokhin noted:

…in all cases when the brain sends excitations via end neurons to the peripheral working
systems, simultaneously with an efferent “command,” there is formed some afferent model
capable of anticipating the parameters of the future results and of comparing, at the end of
the act, that prediction with the parameters of the actual results [24].

(Certain parallels with subsequently developed theories, e.g. “somatic markers”
[3] might arise here.) Accordingly, what may be considered as modern interpre-
tations of Pavlov’s method of conditioned reflexes might also suggest that there is a
connection between the associative anticipation of variously nuanced emotional
events and various structures: for example, for various ensembles of dopaminergic
neurons in an experiment with primates [25].

2 The Heart-Brain Connection

In cardio-rhythm, the combined effects associated with the anticipated (“ideal”) and
the actual activities of human beings are reflected. The anatomic-physiological
foundation for this is due to the unique “energy” (blood supply) involved in the
cardiovascular system in various kinds of activity and the presence of a powerful
nerve network that ensures an intense exchange of signals. The system of signal
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conduction from inner organs can be briefly traced as follows: from the periphery
(interoceptors and nociceptors, sympathetic and parasympathetic fibers, metasym-
pathetic nervous system), to the neuraxis (along the sympathetic, and some
parasympathetic nerves), to the brain trunk and interior (thalamus, hypothalamus,
cerebellar limbic system, amygdala) to the respective cerebral cortex areas [26, 27].
Accordingly, the afferent link of the cardiovascular system is represented only by
interoceptors and predominantly nonmyelinized fibers. Heart receptors are repre-
sented by dendrite ends of neurons, which are contained in the branches of the
pneumogastric and sympathetic cardio-nerves. The cell bodies of interoceptors
occur at the bulbar level of the brain trunk and in pneumogastric nerve nodes, in
spinal ganglions at the TI to TVII levels, and in the star-shaped sympathetic and
cardiac nodes.

Receptors located in various places of the heart participate in launching the
reflexes (pseudoreflexes) that regulate the functions of the cardiovascular system
[28]. Other complex reflector ties are also operative. According to Pokrovsky [29,
30], there also exists an important efferent mechanism of cardio-rhythm regulation
in the efferent structures of the cardiovascular center of the myelencephalon.

Nerve signals in the form of impulse “volleys” that originate there come to the heart along
pneumogastric nerves and interact with structures of the intracardiac pacemaker, thus
generating excitation in exact correspondence with the volley frequency [30].

The multi-dimensional organization of cardio-rhythm contributes to the organ-
ism’s maximal adaptation to current and anticipated events, and also to the optimal
correlation with other biological rhythms. Researchers at the Anokhin Research
Institute of Normal Physiology suggested that the estimation of the
respiratory-cardial synchronization level should be used as an indicator of organism
reactivity [31]. They also discovered that changes in cardio-rhythm occur several
seconds earlier than the corresponding changes in the electrical activity of the brain
when one wakes up from sleep [32].

Based on the study of heart perception in healthy volunteers, researchers in
Munich [33] made the following assumptions:

1. Perception of conditions of one’s own body is possibly critical for the percep-
tion of external stimuli.

2. There exists the capacity to perceive of inwardly directed attention.
3. Signals coming from the body may be associated with the attention system.

It should be noted that attention was considered as a special kind of
central-peripheral integrations even earlier [9].

In 2000s, we discovered the enhancement of feedback from the heart when a
person mentally counts his heartbeats [34]. This is due to the change in the activity
of the object under observation object, i.e., the heart. In our opinion, this confirms
the view that the autonomous nervous system plays a part in the development of the
near-threshold stimuli into perceived stimuli [35]. New quantitative methods and
approaches link changes in cardio-rhythm to changes in types of activity, with the
involvement of automatic (subconscious) processes in perception [36]. We also
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considered the possibility of an ingenious method of objective evaluation of vari-
able stimuli perception based on a special analysis of cardio-rhythm in conjunction
with the results of the subject’s activity [37].

Some medical researchers believe that heart perception is associated with the
feeling of fear—anxiety or “fear” [38]. In our time, depression, panic attacks, and
phobias have become a widespread subject of research into cardial perceptions, but
which led to no reliable connection with cardiopathology [39, 40]. The opinion that
the heart is perceived only when it is beyond normal limits is misleading. Had such
an opinion any validity, then the perception of the heart’s “hollow thumps,” which
many people may experience simply by running up a staircase, would be considered
abnormal. Cardioception is influenced by various factors: individual traits, e.g., age,
physical health condition, gender, peculiarities of physique; personality type (e.g.,
anxious, melancholy, happy, etc.); the conditions under which observation is made;
psychological or emotional state at the time of observation; external signals (noise,
light, etc.); artificial biological feedback; number of probes; pharmacological
stimulation; body position (sitting, lying down, etc.); training before testing—
among other factors. Our data indicate that cardioception of healthy people may
also change when shifting the focus on attention. Cardioception studies are often
associated with interoception, although the mechanics [41] of its complex multi-
dimensional “pulsation” must include somatic components (touching the sur-
rounding tissues by the contracting heart as registered by proprioceptors), at least,
in states of intense physical activity (strain) or a specific pose. The various implicit
cardial perceptions are not always symptoms of an illness, although “feelings” from
the heart are important and represent common clinical material. All this leads us to
our interest in studying possible perceptions from the heart in healthy people. The
aim is to contribute to the better understanding of how the heart can “feel” and
“anticipate.”

3 Cardio-Rhythm Evaluation

In a study involving 25 healthy, right-handed volunteers [37], we observed their
ability to register their own heartbeats without using any artificial stimuli or feeling
their pulse; that is, to register as “naturally” as possible. The volunteers had no
training in yoga skills or anything similar. After setting physiological background
parameters (I), the volunteer, who was restfully seated, had, as a command was
given, to mentally to count his/her own heartbeats (II); the next step was to ran-
domly move the right-hand forefinger with any frequency one wished (III). Finally,
one had to show one’s cardio-rhythm by moving the forefinger (IV).

Testing to demonstrate heartbeats by finger bending in period IV led to dis-
cussion of the characteristics of cardio-rhythm evaluation. For example, volunteers
GZ, VN, and L had a close frequency of heart contractions (76, 76, 75, respectively)
in period IV. The first tried to mark whole series (“packets”) of adjacent heartbeats,
the second alternated indication of “packets” with that of single heartbeats, while

The Anticipating Heart 53



the third volunteer marked only individual, separated-in-time heartbeats, The dis-
tinctions also involved the time parameter of signal giving, For example, volunteer
GZ gave the first signal by finger-bending in almost 4 s after the command was
given to start. However, two adjacent cardio-intervals were simultaneously marked
through his first movements. Subsequently, GZ gave series of signals that corre-
sponded to several adjacent cardio-intervals: up to 6 in a row. Volunteer L gave a
first signal to mark heartbeat in less than 1 s after start command. However, both
this and all the subsequent signals given by the volunteer only marked individual
cardio-intervals while series were absent. The cardio-rhythm tracking scheme of
volunteer VN represents a combined version. Different tracking schemes were
associated with different results of carrying out instructions, and the ratio of signal
number to heartbeat number (as a provisional indicator of “accuracy”) for the above
volunteers was 0.72 for GZ, 0.53 for VN, and 0.28 for L.

Analysis of the various cardio-rhythm tracking schemes enabled the researchers
to identity specific elements that, in our opinion, reflect the character of subjective
perception. That is, for one volunteer, subjective perception resulted in a single
bending of the finger separated from the previous and subsequent finger-bendings
by an omitted cardio-interval; for another volunteer, subjective perception results in
a “series;” for the third volunteer, perception is mixed. The number of such specific
elements (tracking fragments) varied from 14 to 41 among the 25 volunteers. These
individual parameters possibly reflect objective distinctions in the ways and
strategies (process, quality) of mental control exercised by the healthy volunteers in
respect to their own heartbeats and interrupted perception [37].

4 Heart-to-Brain Signals

Searching present-day technical models for an analogy of how the human brain
receives signals from the heart leads to a base model for interaction between open
systems: the Open System Interconnection Basic Reference Model (OSI), which
assumes a seven-level organization of data transfer [42]. Here, each level serves its
own part in the interconnection process. The “levels” organization is an important
characteristic of the model. When a query (“live” query) is made, the process of
information transfer starts with the upper level of the so-called “stack” (pile, suc-
cession) of the protocol. The query is transmitted to the next level, being converted
in preparation for the subsequent transmission. The description of such “in-level”
organization given here, and in the theory of functional systems developed by Petr
Anokhin, results from similar views regarding organization of the information
control process. The standard protocol of data transfer in the OSI describes for-
mation of an information “packet” (“data frame” or “window” in technology terms).
An information “packet” is a quantity small in comparison to the amount of
information of a whole system. Accordingly, the application level can be consid-
ered as receiving an instruction; the presentation level, as an orienting reaction,
changing the focus of attention and formation of perception codes; the session level
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can be seen as a modulation of cardio-rhythm (central effects) and an “adjustment”
of the central nervous system; the transport level, as a central-peripheral integration,
activation of the “nodal” areas of heart perception; the network level, as the for-
mation of an individual spatial-temporal structure, a functional system; the data-link
level, as the packing of cardio-rhythm data into an information “packet;” and the
physical level, as the transfer of the “packet” into the brain and its registration
therein.

4.1 Fragmentation Coefficient

It seems that the fragmentary character of cardio-rhythm as successive groups of
heartbeats reflects some fundamental mentality characteristics. In this respect,
Evgeny Sokolov, believed that stimuli with similar excitation vectors would group
together in the perception space. By contrast, stimuli with different excitation
vectors will be discarded and segmented [43]. In the given case, stimuli (heartbeats)
constituting one perception fragment are described by a single code. This does not
exclude the possibility of determining whether an individual stimulus (heartbeat)
pertains to one or another group, described by a known code.

In terms of the information packet analogy, one can conclude that different
subject/volunteers with differing cardio-rhythm parameters employ different
methods of information coding, which determine the size of “packet” (among other
things). In order to develop such an assumption, a specific coefficient (“fragmen-
tation coefficient”) would have to be introduced. It would reflect, on an individual
time scale, the frequency of change in the stages of cardio-rhythm mental control,
and the degree of non-uniformity of the evaluation process itself [37]. Such a
coefficient would probably be linked to a coding type. In turn, a coding type would
determine the data transfer efficiency.

We attempted to explain the psychological meaning of the “fragmentation
coefficient” in the model described as an indicator of the relation between the
conscious clearly demanding volitional efforts and the automatic (subconscious)
processes in determining one’s cardio-rhythm. In other words, a high level of
coordination between finger signal movements and cardio-rhythm for some vol-
unteer subjects did not require frequent control, i.e., correction of the “rules” of
registration of anticipated perception. When the processing of information took
place beyond one’s conscious control, a high efficiency of perception was achieved.
And the element of conscious registration of heartbeat is not, in this case, para-
doxical. In representing the results of heartbeat perception as the product of con-
scious control exercised by the volunteers, the complexity of the “protocol” of data
transfer to the sphere of consciousness, where the “protocol” also includes sub-
conscious mechanisms, should also be pointed out.

If an individual cardio-cycle is considered as the product of multidimensional
internal and external influences, then each subsequent heartbeat turns out to be not a
certain “average,” but a unique event, different from the preceding one. The
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simplest method for determining the features of an individual cardio-cycle is to
compare it with its neighbors in a “formation.” This serves as a basis for many
electrocardiographic indicators used in medical practice, as well as in fundamental
research. If within the model of heartbeat perception used in healthy volunteers,
cardio-cycles with some peculiar characteristics distinguishing them from others are
registered, then the identification of such cardio-cycles and their features would
facilitate progression towards objectivization of perception. In particular, it would
be possible to distinguish, with high probability, a discerned (by the volunteer)
heartbeat from an undiscerned one.

Figure 1 shows, against the background of RR-interval2 fluctuation for volunteer
D (37), both marked and missed cardio-cycles when D was carrying out the relevant
instruction. One can see that the “omission” often occurs in cardio-cycles that are
very close in duration to the immediately preceding ones. Analysis of the differ-
ences between the adjacent cardio-intervals in greater detail leads to discernment of
even more pronounced differences. This is so for both shorter and longer durations.
It is likely that this illustrates the training and adjustment of cardio-rhythm: an
increase in tracking accuracy, and the greater differences between the tracked
RR-intervals (“convenience of perception”) towards the middle of a period, fol-
lowed by the lowering of the perception threshold, as well as symptoms that seem
to indicate tiredness or loss of concentration (an increase in omission number).

Fig. 1 Marked by finger movement (dark) and omitted (light) cardio-rhythms of volunteer D
during a 60-s period of carrying out the instruction to track heartbeats

2RR-interval refers to registered r-wave interval.
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There are also fragments of uninterrupted tracking: 1, 5, 3, 2 cardio-cycles in
succession, etc.

Here a new “stage”—i.e., a change in the perception regime—is always asso-
ciated with a certain control (or critical) point, which is peculiar to each of the
various volunteers during the various observation periods (mental counting of
heartbeats and marking them by movements). Apparently, it is exactly in such
spatial-temporal regions that error checking, correction of “guiding codes,” and
“connection” restoration (i.e., conscious control) take place.

If the differences between the cardio-cycles (Fig. 1) are considered as the
reflection of some threshold in their perception, then the differences for volunteer
subject D constituted, on average, about 25 ms in absolute values; and they con-
stantly varied: up to the maximum 68 ms (also in absolute values). The RR-interval
duration characteristic for that volunteer, over the given 60 s, is Me = 714 (668;
757) ms. We assumed that the formation of perception after imparting a stimulus
takes about 100–200 ms, while during 200–500 ms, not only formation of images,
but also their categorization there takes place [44, 45]. Also assumed is the presence
of certain time restrictions on the possibility of spontaneous actions, associated with
the formation of subconscious preparedness to act [46]. The presence of
“pre-semantically defined windows” for cognitive processes has been studied [47].
Some researchers hold that a shorter interval (80 ms) suffices for signal awareness
[48]. Moreover, if one considers perception as a discrete process, then it would be
logical to assume that the time necessary for perception stands in relation to the
system parameters, the so-called “discretization frequency” (i.e., a temporal
matching of a “neurophysiological frame” and an end of a frame) would be reg-
istered, and the time for perception would be very short.

As was shown earlier in this text, the absolute length of the R-intervals was
poorly related with the accuracy of cardio-rhythm tracking. Volunteer subjects with
average heart contraction (beat) frequency demonstrated better determination of
cardio-rhythm accuracy determination [37]. This may be considered as the presence
of a large “reserve” for adaptive change in the duration of individual cardio-cycles
towards either lengthening or shortening. Small differences in cardio-cycle duration
—from a few to several tens of milliseconds—may be critical for registration by the
volunteers. There is a historical opinion that perception is a continuous process, in
which the sensor threshold is small or absent [49, 50]; another opinion supports the
series of various degrees clarity. This may also hold true for opinions regarding the
differing-in-time coincidence of a stimulus with a current perception “frame,”
which determines “clarity,” and for the negation of the “frame” concept.

5 Cognitive Complexity

The complexity of real cognitive processes frequently transcends the framework of
the proposed theories, which gives rise to the greater of smaller discrepancies
between actual results and theoretical notions. In this respect, the most correct
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approach would seem to be viewing perception as a process in which various
psycho-physical conditions succeed each other, and that somewhat different rules
(whose common features are mentioned in “psycho-physical laws”) correspond in
each case. Such a view may also account for lucky an unlucky guesses—perception
illusions, in the general context of the corresponding central-peripheral integration
—specific spatial-temporal structure, and a characteristic mental “pattern.”

Let us imagine two hypothetical situations: (1) perception of a stimulus by a
healthy person after taking a dose of hallucinogen; (2) perception of the same
stimulus by a schizophrenic patient after taking an antipsychotic. Obviously, in both
these cases, the peculiarities of perception would be subjected to a very serious
correction, in respect to the initial condition (the role of imagination in the per-
ception of the stimuli would be enhanced or diminished), and would be vividly
reflected. That is, when considering stimuli perception, the natural (or formed
artificially) peculiarities of subjective perceptions they cause one should take into
account. Such individuality is, in turn, due to the characteristics of the person’s
spatial-temporal structure, which is specific to the person’s given state.
Extraordinary situations excepted, one and the same stimulus—e.g., a light pin
prick made without the person’s knowledge—may produce, in different healthy
persons, different associations and be given different interpretations. Some will
perceive the pin prick as painful, some will perceive it as a mosquito bite, and
others will not notice it at all. However, in a new environment and in the context of
a different situation, perceptions may change.

From the above-mentioned example (Fig. 1), we can verify the frequency of
occurrence of the various duration distinctions between the adjacent RR-intervals.
Proceeding from the variability of such distinctions to maximum 68 ms, we can
distribute all the values of the series in 14 intervals: 0–5 ms; 6–10 ms; 11–15 ms;
… and 66–70 ms. The frequencies (occurrence) amount, in total, to 59 units. This is
close to the number (58, in Table 1) marked by the volunteer. Using this method for
all the other volunteers, we found such conditional boundaries in the periods of
mental and motor heartbeat tracking. Thus all the differences between cardio-cycles
—with one corresponding to the number marked by the volunteer—can be divided
into two parts with sufficient accuracy. For example, for volunteer D, such a
“boundary” or a “threshold” for a period of heartbeat tracking, marked by finger
bending, shows up as about 16 ms. At the same time, the actual data indicate that
sometimes a heartbeat marking fell within a cardio-cycle that differed from the
preceding one by less than 16 ms. Here, out of 58 markings, 14 such situations
occurred, that is, 24 % of the totality of marks.

Provided that a difference of 16 ms between adjacent cardio-cycles is deemed to
be a “threshold”, one may refer these 24 % “below-threshold” markings to the
following categories: false, imaginable, associated with verification of the motion of
indicating, synchronization, erroneous movement, and delay relative to the per-
ceived stimulus (heartbeat). In such case, all differences less than 16 ms for the
given volunteer cannot be regarded as reliably determined. Moreover, it is now
known precisely which cardio-cycle the volunteer wanted to mark: the preceding,
the current, or the predicted. However, these arguments are valid to the extent we
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accepted the idea of a stable perception threshold for such a stimulus as one’s own
heartbeat. Another explanation is that the differences between cardio-cycles become
perception-critical—not always, but only in connection with the duration of the
cycles themselves. The more realistic view tends towards a fluctuating perception
threshold, which results in modifying or adjusting the perception clarity of a
number of successive stimuli.

An alternative is to identify (single out) some “averaged over,” conditional
threshold value, which could, with sufficiently high probability, be accepted as the
control: the volunteer’s ability to isolate (identify) a given stimulus (heartbeat) in
the succession of heartbeats. In the given example, the “averaged” RR-interval
length of ±16 ms or ±25 ms (average difference value) can be considered as such

Table 1 The number of real heartbeats compared with the number of given signals according to
the instruction for a specific period of observation of 25 volunteers

Volunteer Number of ECG-registered heartbeats
in a period of observation

Number of signals
registered by volunteer in
observation period

I II III IV II III IV

AB 101 99 105 107 51 21 26

FM 94 102 110 97 46 22 40

BL 91 97 99 105 49 65 47

F 92 91 94 93 24 32 24

KS 90 88 90 90 59 54 58

B 84 88 89 94 57 65 54

R 84 80 85 85 27 21 35

OS 81 95 85 92 65 88 71

FN 81 96 90 92 44 81 42

AN 79 91 94 95 89 105 53

S 78 76 82 79 74 105 58

GZ 78 71 78 76 58 61 55

T 74 78 78 84 30 35 21

D 72 81 85 84 60 160 58

K 71 73 74 73 59 19 25

L 71 78 70 75 48 33 21

Z 70 74 72 73 37 26 25

VN 70 87 73 76 39 36 40

KR 70 72 71 78 72 48 55

VL 68 69 78 75 31 72 26

IL 68 67 67 68 34 127 38

GL 66 64 67 66 49 95 32

KL 63 63 66 62 46 56 38

ER 58 62 61 61 40 86 34

M 57 55 54 62 30 40 30
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an averaged threshold value. With greater recognition accuracy, practically all
cardio-cycles will turn out suitable for identification, while the critical points will be
their difference from the preceding cycle by a certain value. In the case when
“packets” were tracked to the point where a definite number of movements cor-
responded, the differences in parameters of the whole “packets,” rather than the
individual differences between adjacent cardio-intervals, become significant. For
example, fragments of heartbeat tracking by volunteer D begin at the following
differences from the preceding (“empty”) cardio-cycle: 12, 4, 16, 32, 8, 12, 8, 32,
12, 48, 40, 20, 16,12, 28, 12, 24, 28, 48, 36 ms. The average value of these
differences constitutes about 25 ms, although more than half the values of the
sequence exceed 16 ms. Since the motive reflection of a “packet” of successive
heartbeats is determined, as discussed above, by very complex mutual influences of
different systems, the isolation (singling out) of an average value here appears to be
more difficult than, say, in a mental cardio-rhythm tracking.

The results of observing the mental and motive tracking of heartbeats by healthy
volunteers offer some illustrations upon whose basis one may attempt to explain
known conceptions within. In fact, we touch upon the phenomenon of the rela-
tionship between the configuration of cardio-cycles and their perception, as well as
the relationship between the configuration of cardio-cycles and the perception
process in general [37].

6 Time Marking

In order to properly calculate proper frequency of the human heart, rhythmic heart
contractions reflecting time run should range from 10 to 15 Hz—provided that the
value of the excitation propagation rate from the sinoauricular node and up to the
pedicle ramules of the atrioventricular bundle is averaged (about 1.2 ms), and while
the oscillator length (depending on age, gender, etc.) ranges from 0.08 to 0.12 m.
Taking into account the rhythm of intracardial pacemakers, a response of the
cardiovascular system should be expected at frequencies coming from the pulsa-
tions of various heart structures. These range as follows: 2–3.3 Hz; 1.7 Hz;
1–1.3 Hz; 0.5–0.8 Hz; 0.3 Hz; and 0.2 Hz [51]. Thus, if a heartbeat is considered
as a reflection of individual time, and the possibility of a response at some or other
frequency is considered as the ability to “perceive,” then the above frequencies
indicate the “resolving power” of the heart’s sensitivity. That is, a segment of
100 ms and less, over which a fluctuation (10–15 Hz) occurs, roughly corresponds
to the modern views concerning the time of perception formation after receiving a
stimulus.

Of interest are the findings of Frassinetti et al. [52] and Moskvin and Popovich
[53], in which they state that in our consciousness, ideas of time are inseparably
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connected with those of space. Such an assumption seems obvious. For example, a
clock dial “converts” the passage of time into the spatial displacement of the hands.
Once upon a time, a question about the distance to a certain place could be
answered by “two days of travel.” Even today, “three-hour flight” is used to
describe the distance. Heart rhythm, too, represents a natural marking of interval:
e.g., “in a heartbeat.” However, unlike a regular clock, the distances between the
markings are different and the “time run” can be non-uniform: it can vary—ac-
celerate or slow down—depending on internal and external conditions.

Similar views can be found in Craig’s perception model, which includes visceral
afferentation and an endogenous timer as important elements [54]. The point is that,
in human reality, the possibility of an action—external or internal—is always
restricted in time. This fact also determines the effectiveness of any action. The
view that cardio-rhythm is a natural mark, as we have suggested here, enables us to
correlate the achievement of the required result (perception of a stimulus, random
movement, etc.) with definite time “regions,” where the required result can be
achieved. Central-peripheral integration, vital for every particular case, (formation
of specific spatial-temporal structures) provides the physiological basis for
achieving a result. Thus, when considering an effective action, one can not only
study its somatic and vegetative characteristics, but also evaluate the action itself
(i.e., the probability of achieving a result).

Let us take advantage of individual time marking with cardio-rhythm to deter-
mine the most likely regions where the goal indicated by an instruction may be
achieved: marking by the volunteers of their own heartbeats. To do this, while
knowing the result (the number named by a volunteer), we will determine the
critical value of differences between the adjacent cardio-interval according to the
procedure described above [38]. Figure 2 depicts this situation.

We obtained the following data: the actual time marking of the observation
period (1 min, as measured with an electronic timer); the duration of the volunteer’s
cardio-cycles over that period (ECG-registered); an approximate graph showing the
differences between RR-intervals (Fig. 2), which allows one to “sort out”
cardio-cycles according to the successful and/or unsuccessful acts of the volunteers
(tracking). Figure 3 depicts the individual time markings for volunteer GL (Fig. 3).
Here the period that one or another cardio-cycle lasts is classified as either “suc-
cessful” or “unsuccessful.” That time period is represented in individual units: a
succession of heartbeats, whose parameters are linked with the “inner” time char-
acteristics [39]. According to the individual time scheme proposed in Fig. 3, for a
given volunteer, temporal regions exist, characterized by the different probabilities
of achieving the desired result.

In other words, in certain time intervals, it is practically impossible to achieve
the required result. This view is well supported, for example, in the practice of
sports when the wrong coordination of action in an individual’s time (based on
breathing) drastically reduces the possibility of successful performance of an
exercise or a move. Breathing control shifts not only cardio-rhythm, but also
individual time markings, thus assisting in the formation of spatial-temporal
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structures that correspond to the possibility that the required result can be achieved.
The non-linearity of the internal time “scale” logically accounts for many
psychological phenomena: for example, “attentional blinking.” Furthermore, the
flow of “internal” time is directly related to the dynamics of training and
decision-making. Finally, for the success, some specific phenomena are typical (as
shown by the analogy with perception “packets”), and are closely related to
behavior formation.

Fig. 2 The supposed critical values of differences between adjacent RR-intervals corresponding
to the result of activity (mental counting of heartbeats) of volunteer GL

Fig. 3 Individual time marking for subject GL during 60 s of mental counting of own heartbeats
(see explanations in the text)
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The Russian mathematician Andrei Kolmogorov wrote:

Real objects subject to our study are infinitely complex, but the relations between two really
existing objects are exhausted in a simple schematic description. While a geographical map
gives us a significant piece of information about a site of the Earth’s surface, the
microstructure of paper and of the color applied to the paper is in no way related to the
microstructure of the depicted Earth surface area [55].

We believe that preparation of such a “geographical map” to show the interre-
lation of heart rhythm with psychology and cognition should overcome the inter-
disciplinary barriers and the sometimes excessive focus on searching for some
“clear” symptom, parameter, anatomical structure, brain zone, etc. But as the
progress of science shows, it is more focused on the microstructure rather than on
the whole “map.” In keeping with Kolmogorov’s metaphor with geography, we
also should not forget that the possible discoveries of new “islands” and “conti-
nents” on a map describing the heart in the system of mental processes will not
always be consistent with current views. However, without scientific search,
without trials and errors, these new “territories” will never be discovered.
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Part II
Evaluating the Risk Factors and

Opportunities of New Medical Procedures



Predictive, Preventive and Personalised
Medicine as the Medicine of the Future:
Anticipatory Scientific Innovation and
Advanced Medical Services

Olga Golubnitschaja and Vincenzo Costigliola

Abstract Depending on innovation in medical services and healthcare systems as a
whole, two potential scenarios are considered. A pessimistic scenario considers the
pandemic of type 2 diabetes mellitus and the dramatic increase of neurological
disorders, CVD and cancer diseases, with severe economic consequences to the
society. The optimistic scenario considers integrated concepts of early, so-called
predictive diagnostics, targeted preventive measures, and treatments tailored to the
person as the future of healthcare. Global research and implementation programs in
bio-medicine, communication amongst scientific entities, healthcare providers,
policy-makers, educators, and patient organisations, together with consolidation of
professional groups in the field of personalised medicine, will play a decisive role in
driving the situation towards one of the two scenarios. PPPM concepts aim to
promote the optimistic scenario in Europe and worldwide. The long-term strategies
of the European Association for Predictive, Preventive and Personalised Medicine
towards scientific and technological innovation as well as advanced medical
services are described.
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1 Introduction: Time for New Guidelines in Healthcare

As a consequence of the accumulating clinical data and knowledge about the
epidemiology and pathological mechanisms of the most frequent causes of mor-
bidity and mortality, medical practitioners are currently reconsidering their view
regarding potential causality and progression of cardiovascular, oncologic and
neurodegenerative diseases. The majority of these pathologies are chronic in nature:
they progress from precursor lesions over one or even several decades of life until a
diagnosis is made, which is often too late for effective therapeutic intervention. An
excellent example is the epidemic scale of type 2 diabetes mellitus occurring in the
European Union. In most industrialised countries and countries with large popu-
lations, the permanently growing cohort of people with diabetes creates a serious
healthcare problem and a dramatic economic burden. Estimates for diabetes
prevalence in the next very few years exceed half a billion patients worldwide [1].
Furthermore, the contemporary onset of the dominant type 2 diabetes has already
been observed in the adolescent subpopulation [2]. The costs attached to severe
complications secondary to early onset of diabetes mellitus, such as retinopathy,
nephropathy, silent ischemia, dementia, and cancer, could lead to collapsing
healthcare systems. New guidelines should create the robust juristic and economic
platform for advanced medical services utilising the cost-effective models of risk
assessment followed by tailored treatments focused on the precursor stages of
chronic diseases [3].

2 Healthcare of the Future: Predictive, Preventive and
Personalised Medicine

Predictive, preventive and personalised medicine (PPPM) offers great promise for
the future practice of medicine. Essential components of this approach include
well-organised population screening protocols utilising novel diagnostic biomarkers
of disease states, targeted prevention of common human pathologies, optimal
treatment planning and personalised medicine—thereby resulting in a substantial
improvement in the quality of life. This approach also offers the contingent benefit
of delivering care at potentially reduced costs to the population at large, since it
addresses social and ethical issues related to access to and affordability of health-
care. A broad distribution and a routine clinical utilisation of advanced techno-
logical approaches could enable a significant portion of the population to reach and
exceed 100 years of age, while remaining vibrant and in excellent physical and
mental health as actively contributing members of the society. One of the central
issues discussed is the screening for predisposition of healthy individuals to
potential pathologies later in life. The groups at risk identified within the general
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population can be given a fair chance of a focused diagnostics with multidisci-
plinary expertise and well-timed preventive measures. The reliability of the
blood-tests proposed, potential application to clinical routines, enormous economic
and social impacts of the new generation of molecular- and nanotechnology-based
diagnostic approaches are all considered from the PPPM perspective [4].

3 Focus on the Patient: Promotion of the Concepts
of Participatory Medicine

“Nothing about me without me” is the apt slogan of the Society of Participatory
Medicine [5], which certainly should be broadly accepted by advanced medical
services and society at large. A number of independent evidence-based studies have
demonstrated that the efficacy of treatments strongly depends on the level of har-
mony in doctor-patient collaboration. However, the critical question remains: How
can a common language that is understandable to patients and the professionals in
the healthcare field and industry be created? The only solution is high-quality
educational measures aiming at significant improvements in healthcare knowledge
and health related language in the general population. Unfortunately, information
retrieved from the Internet is frequently of poor professional quality, providing
controversial data that confuse the understanding and slow down the learning
process of laymen. People need to be advised of reliable information sources that
are well adapted to a corresponding level of understanding (children, adoles-
cents and individual groups of adults) and concrete interests of subpopulations
(level of education, groups of professionals, patient cohorts). In the field of edu-
cation, laboratory medicine may play a leading role in providing up-to-date
information, accessible to the layperson, on laboratory tests and their interpretation
for individual health and disease conditions. A professional version will provide
detailed knowledge about bioactive molecules, enzymatic reactions, molecular and
cellular processes underlying the pathomechanisms of individual predispositions
and pathologies, as well as medical treatments. These innovations, along with the
tight collaboration of organised patient groups, are one of the strongest instruments
of more effective promotion of knowledge [6, 7].

4 The Integrated View of PPPM

In his book, Too Big to Succeed: Profiteering in American Medicine,
Russell J. Andrews, the well-known scientist and neurosurgeon (NASA, USA),
criticises currently existing medical services. Moreover, he considers PPPM con-
cepts to be the most advanced for improving healthcare as a whole.
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A more comprehensive approach to the use of high-tech medicine for improved healthcare
is provided by the European Association for Predictive, Preventive and Personalised
Medicine (EPMA). The EPMA is a consortium of physicians and medical researchers with
institutional, governmental, and industry participants […] One should be encouraged by the
forward-looking electic, cross-disciplinary, and result-centered (rather then profit-centered)
approach advocated by the EPMA […] By combining the resources of academia, industry,
and public and private agencies in the EU countries and beyond (forty-four countries to
date), the EPMA appears to be in a much stronger position to have a positive impact on
healthcare than a fragmented, individualistic approach that relies upon the interests of
for-profit companies…. [8].

Through an integrative view and emphasis on predictive, preventive and per-
sonalised medicine, the EPMA is the global leader in PPPM, innovative concepts
and prioritised areas. The essential elements making the EPMA the worldwide
PPPM leader are explained.

4.1 The Paradigm Shift from “unPPPM” to “PPPM”

How do we adopt such innovative approaches in healthcare systems, while pro-
moting predictive diagnostics, targeted preventive measures, and individualised
patient treatment on a global scale? As it is already well known, one size does not fit
all. Each patient has the right to receive the best and most appropriate medical care.
In contrast to “unPPPM,” that is, reactive medicine (discussed in Nadin1), the
paradigm of the advanced healthcare is to treat the person as an individual case and
to provide the appropriate treatment; if medication is called for, to apply the right
dose on the right schedule. In order to estimate the overall impact of personalised
medicine, the EPMA has created a scientific forum for professionals to discuss this
topic. The main objectives of these efforts are to mark stakeholders in the field, to
consolidate professional groups, and to elaborate expert recommendations of how
to optimise these approaches for the patient [4, 9].

5 Specific Areas of PPPM Application

5.1 Cancer: The Key Question Puzzling PPPM

Detailed autopsy findings reveal that the absolute majority of people are carriers of
hardly detectable micro- and asymptomatic tumour lesions which do not necessarily
progress into clinically manifested disease. Furthermore, in case of manifested
oncologic diseases, less than 1 % of all disseminated and circulated tumour cells

1Nadin, M.: Medicine: The Decisive Test of Anticipation. In: Nadin, M.: (ed.) Anticipation and
Medicine, pp. 1–25. Springer, Cham (2016).
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have a potential to form secondary and distanced tumours (metastatic disease)—the
phenomenon known as the “metastatic inefficiency” [10]. In this context, the key
question puzzling modern predictive, preventive and personalised medicine is how
to discriminate between those carriers who are predisposed to a disease manifes-
tation and/or progression and “silent” carriers. Evidence shows that both initial
tumours and secondary metastases need a “fertile” microenvironment that effec-
tively supports their growth and progression [11]. What are the mechanisms “fer-
tilising” the microenvironment for a particularly effective cancer advancement? All
these questions are effectively addressed by innovative PPPM strategies in cancer
[11–14].

5.2 Cardiovascular Disease (CVD) as One of the Major
Targets for PPPM

There is a large body of evidence concerning cardiovascular risk factors and pre-
ventive strategies at both population and individual levels, but also chronic disease
stages that are not adequately addressed because they do not follow the PPPM
principles. The promotion of PPPM in CVD management is a global health issue,
since the health burden from CVD is currently the most severe in developed
countries and is rapidly increasing in most of the developing countries. It is,
therefore, of the utmost importance to exchange, on a global scale, scientific
insights, knowledge, and skills for risk prediction of cardiovascular disease, and to
share and adopt various experiences for preventive measures and for the devel-
opment of personalised treatment approaches [15, 16].

5.3 Diabetes Pandemic: A 21st Century Disaster and PPPM
Solutions

The worldwide increase in the incidence and prevalence of diabetes mellitus
(DM) continues to place an alarming burden on healthcare systems. The consequent
cost impact poses a major challenge to both developed and developing countries
and economies. These prevailing conditions provide the rationale for the concept of
PPPM: the prediction of persons at risk should help devise strategies for treatments
tailored to the individual and to prevent target organ complications of DM, thereby,
reducing morbidity and mortality as well as associated costs. EPMA emphasises the
need to address the integrative approach for diabetes care focused on benefits to the
patient [17].
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5.4 Neurological, Neuropsychiatric and Neurodegenerative
Diseases (NNND)

NNND make up the majority of socially and economically devastating disorders
and diseases, with multifactorial physical and cognitive disability. They result from
individual interplay of epigenetic and environmental risk factors. Insights into
molecular pathomechanisms will facilitate the creation of the most effective tar-
geted protective strategies and individualised treatment before pathologies manifest.
Multifunctional (multi-drug) therapies should be tailored to individual
multi-aetiological aspects of the disorders, in order to advance the healthcare
of corresponding patient cohorts. Particular emphasis should be placed on primary
prevention by the identification of predisposed individuals early on in life, followed
by treatments tailored to the person that altogether need regulations supported by
innovative reimbursement programs. This strategy creates a robust platform for the
cost-effective medicine of future NNND management [18–21].

5.5 Rare Diseases (RDs): Proof-of-Principles for PPPP
Concepts

Although each individual RD is rare, altogether there are 5000–8000 distinct RDs
affecting many millions of people worldwide. In Europe alone, there are at least 30
million RD patients. Almost 80 % of RDs have a genetic origin with symptoms
appearing in prenatal and early postnatal periods. Currently, there are no appro-
priate treatment approaches for most of the RDs. The only reasonable approach
seems to be a development of methods for early diagnosis of RDs that might lead to
the creation of the optimal care management, saving lives and improving life
quality within the patient cohort. How the emerging paradigm of PPPM may
improve healthcare in RDs? Due to the molecular background of most RD
pathologies, it is expected that the multimodal approach (*omics, pharmacoge-
netics, medical imaging, etc.) with high multidisciplinarity of professionals should
be instrumental for “personalisation” in order to diagnose individual RDs, to create
effective preventive measures and to develop targeted therapies—the integrative
medical approach by PPPM [22].

5.6 Traditional Medicine: Past or the Future?

Traditional medicine (such as Chinese or Indian ones) is several thousands of years
old. Does it belong to the past? PPPM provides a platform for innovative strategies
in science and healthcare, demonstrating how traditional, complementary, and
alternative medicine (TCAM) can enrich modern healthcare. Functionally linked
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together, the PPPM-TCAM evidence-based approach demonstrates a great potential
in person-centered and participatory medicine, predictive diagnostics, targeted
prevention, and individualised treatments. It explores tailored care through inves-
tigation and treatment of the person as a physical, psychological, and spiritual unity
living in dynamic interaction with nature and society. PPPM-TCAM creates a
special form of preventive medicine that empowers communities and individuals
[23–25].

5.7 Pain Management: Multidisciplinarity and Benefits
for All Medical Fields

An integrated vision of PPPM here is a deep diagnostics followed by creating
individualised treatment algorithms. This includes topics-relevant animal models,
translation research, novel physiological, safe and personalised therapies developed
for minimally interventional pain management and physiotherapy. Regenerative
therapy, guided by advanced imaging techniques, 3D modeling, robotics, smart
prosthetics, etc. are the focuses of innovation in pain management. A variety of
syndromes, acute, chronic and systemic disorders are involved, such as acute and
chronic pain, musculoskeletal disorders, rheumatologic, orthopaedic, and neuro-
logic conditions, dysfunction of the peripheral nervous system, health conditions
considered by rehabilitation and military medicine. Prediction and prevention of a
wide spectrum of collateral diseases (NNND, diabetes, cancer) linked to pain
management are considered in the context of improved healthcare policy and
economic benefits of the societies [26].

5.8 Oral/Dental Health Contributes to the Overall Health
and Well-Being of Everybody

A growing body of evidence demonstrates that the manifested dental and oral
pathologies are linked to the increased risk of various diseases, including heart and
lung disease, vascular pathologies, stroke, diabetes mellitus, neurological disorders,
pre-term birth, and even some types of cancer, amongst others. Moreover, certain
oral symptoms are considered as early indicators of a spectrum of the mental
disorders, such as anorexia, bulimia, anxiety, and depression. On the other hand,
dental diseases themselves may be caused by acute and chronic systemic disorders,
such as diabetes mellitus. While an association between oral/dental diseases and
systemic disorders is well established, the cause-and-effect relationships in these
conditions are poorly understood. Investigation of this association is a prerequisite
for predictive, preventive and personalised dental medicine [27–29].
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5.9 Transplantation and Regenerative Medicine

Currently, very solid research on stem cells creates new perspectives in this area.
An integration of the basic sciences at the molecular level and clinical science,
together with technological advances, is crucial to progress the area and to satisfy
patients’ unmet needs in the field. Furthermore, medical ethics, appropriate political
regulations and the economy have remarkable impacts on advances in transplan-
tation and regenerative medicine in general. Prediction and personalisation in
transplantation are essentials that require an identification of individual pre- and
post-transplantation biomarker panels, allowing better donor/recipient matching and
assessment of individual risks.

Long waiting lists of patients worldwide reflect major problems and current
deficits, which require PPPM solutions. Altogether, improved donor-recipient
matching, person-centered immunosuppressive regimens, individual risk assess-
ment for chronic allograft damage, and prediction of graft accommodation may lead
to substantially increased allograft survival and decreased patient morbidity, thus
advancing this medical area on the global scale.

5.10 A Sensitive Balance Between Health and Disease: The
Role of Environment and Clinical Nutrition

The main determinants of health and disease mainly are genetic, environmental, and
behavioral; each component merges and interacts with the others. Environment is a
still neglected topic in healthcare. Nonetheless, geography, climate, occupation,
anthropic modification, urban and rural environments, agriculture and fishing are all
subsets that should be considered, along with societal issues and political and
economic involvement, for increasing the possibility of successful outcomes in
health promotion. An integrative medical approach aims to create professional
opinions and to enhance and develop knowledge and skills by taking into account
evidence-based scientific achievements in the fields of epidemiology, healthy
lifestyle, optimised nutrition, food science/technology/culture, medical ethics, in a
framework of cost-effective healthcare and environmental and affordable strategies.
Contextually, the goal of PPPM is to produce an evidence-based consensus for
sustainable guidelines in predictive medicine together with targeted prevention in
healthy individuals, at-risk persons, and stratified patient groups with manifest
diseases, and to provide advice to stratified patient groups, institutions, food pro-
ducers and marketing experts [30, 31].
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5.11 PPPM in Body Culture and Sports Medicine (BCSP)

BCSP covers a wide spectrum of topics, ranging from but not limited to, exercise,
healthy lifestyle, personalised sleep algorithms, homoeopathy, physical therapy,
rehabilitation, amongst others. Anti-doping measures are an essential part of
PPPM strategies in Sports Medicine. High-quality research based on measurable
effects (including clinical criteria and multi-level biomarker panels) that are asso-
ciated with modifiable (risk) factors (nutrients, physical activity, lifestyle, etc.) is
promoted by PPPM in BCSP, with a particular focus on individually tailored
interventions [32–34].

5.12 Translational Medicine Bridges Basic Science
and Implementation of PPPM Concepts

With the increasingly complex relationship between basic research and clinical
application, there is a pressing need to bridge the translational gap from bench to
clinic using integrative methods. The goal is to translate knowledge from studies at
the bench side to care at the bedside: from discovery to health application, to
evidence-based guideline, to advanced healthcare services, and finally to health
impacts for the patient [35, 36].

5.13 Information and Communication Technologies (ICT)

ICT-based holistic presentation of the individual patient and corresponding medical
processes imply a redesign of healthcare activities within a given domain of medical
discourse, such as cardiovascular, neurological, diabetic, and oncologic disorders.
The ICT systems support provided by a medical information and model manage-
ment system-like architecture, which includes a number of carefully selected
diagnostic and therapeutic core functionalities, is the prerequisite for an effective
PPPM. With a holistic presentation of a specific patient based on appropriate
mathematical modeling methods, such as probabilistic relational models and pro-
cess models, as well as advanced ICT-enabling tools, the practice of medicine will
be substantially transformed towards model-based medical evidence, providing
transparency of clinical situations, processes, and decisions for patient and physi-
cian. ICT approaches may result in profound and cost-effective modernisation of
healthcare. The beneficiaries of these transforming methods and technologies will
include patients, healthcare providers, and society at large [37, 38].
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5.14 Innovative Technologies (IT)

The aim of PPPM related innovative technologies is to reach advanced healthcare
services. The best example of IT is identification, characterisation, and validation of
clinically relevant biomarkers. For example, medical imaging, sub-cellular imaging,
multi-omics (genomics, transciptomics, proteomics, metabolomics, etc.), and
developed hybrid technologies can be used to identify optimal biomarker panels for
multi-level diagnostics. If they can detect pre-symptoms in a most timely manner,
smart molecular alterations can optimise therapy outcome in thoroughly stratified
therapeutic groups. Integrating this information allows selection of personalised
targeted treatment regimes, saving unnecessary drug toxicity and decreasing mor-
bidity [12, 39, 40].

5.15 Pharmacogenetics

Currently, the use of genetic information to treat patients is still in its early stages,
with some clear successes mostly in the oncology and infectious disease therapy
areas. Some successful examples include the targeting of tailored pharmaceuticals
developed for the treatment of patients with a particular disease subtype or
according to a specific genetic makeup pertaining to the drug’s mode of action. In
other examples, genetic information is being used to help determine the effective
and safe dose of specific pharmaceuticals.

However, implementation of this pharmacogenetic knowledge to the clinic has
proven to be challenging, and to require a tight collaboration amongst the various
stakeholders throughout the discovery, development, and validation stages so as to
ensure the utility of actionable genetic testing in a cost-effective manner. Targeted
therapy and reliable prediction of expected outcomes offer patients access to better
healthcare management by identifying the therapies effective for the stratified
patient group, avoiding prescription of unnecessary treatment, and reducing the
likelihood of developing adverse drug reactions [41].

6 The Role of the Laboratory Medicine

Current deficits in medical services, such as delayed intervention, untargeted
medication, overdosed patients, and ineffective treatments require a more active and
central role of laboratory medicine. Recommendations by the laboratory to assist
clinical practice are highly requested. This assistance ranges from advising on the
necessity for additional tests to the dynamic analysis of the targets. Novel tests
should be considered from the viewpoint of their reasonability, in order to reach an
accurate and realistic health-related data interpretation for the individual. The
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analysis of dynamic changes of the target is essential to evaluate potential health
impacts such as an individual predisposition to the disease and/or a predictive
diagnosis before a clinical manifestation of symptoms. Laboratory value-added
investigation and data interpretation is mandatory in creating an advanced func-
tional relationship between laboratory medicine and clinicians acting hand-in-hand
as the responsible decision-makers [7, 42, 43].

6.1 Biomarking and Biobanking

Internationally valid biobanking is currently an ongoing process in
PPPM related trends. Considering individual types of biological material (tissue
samples, saliva samples, blood samples, DNA, RNA, proteins, metabolites, etc.),
the major challenge of this process is how to optimally collect, store, and retrieve
samples for sharing and testing. The analytical quality of collections, storage
conditions and donation of samples to a biobank require strict control both at
national and international levels. Disease-focused collections demand that acquired
samples be retrospectively valid for development of novel biomarkers and novel
drugs/treatments. For disease-specific biobanking, immaculate record keeping
regarding patients is vital in order to facilitate optimal clinical decisions. The
functional link to reliable clinical data and their interpretation is crucial for the
biobank utility [7, 44].

An ideal biomarker does not exist, thus the need for a multi-level biomarker
panel is of utmost importance. If novel biomarkers are discovered, are they
applicable solely to diagnostics or to the treatment targets and therapy monitor-
ing as well? Are they highly speicific for corresponding pathology? Is the bio-
marker panel applicable to individuals at risk being useful for targeted prevention?
Is a multi-level biomarker panel applicable/available to secure a precise diagnose
and therapy targeting? All these questions are crucial to respond by corresponding
PPPM related experimental and clinical approaches [45–47].

6.2 Medical Chemistry

Medical chemistry provides a multidisciplinary approach that ranges from the
application of innovative active therapeutic medicines to advanced methods for
controlled drug delivery. Different areas of interest within the topic include stem
cells, rational drug design, new (co)polymers, creation of tailor-made drug delivery
systems, incorporation of target molecules to the polymeric structures, encapsula-
tion of approved drugs with the polymers, preparation and characterisation of
nanoparticles for in vivo diagnostics and treatment, and evaluation and validation of
new systems for in vitro and in vivo studies [48–51].
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7 Towards an Effective PPPM Promotion

7.1 Design

Of primary importance is professional design of the PPPM related Interactome. The
specific challenge for multidisciplinary communication is the design of media to
facilitate effective interaction amongst professional groups in PPPM. These groups
currently “speak different languages,” which reinforces each group’s professional
perspective while frequently underestimating the added value of the transfer of
products between disciplines. The specific output of this design activity is the
so-called professional Interactome and the representation of complex networks of
information. The Interactome represents the most optimal model of healthcare
organisation designed specifically for the implementation of effective interaction
amongst professional groups in PPPM [52].

7.2 Education

Education is at the core of PPPM top science and practical implementation. The
ultimate goal is to support the creation of a new generation of professionals in
medicine who will be able to implement a holistic approach to patient care that
recognises the complexity and individuality of any organism, as opposed to treating
the patient as a disaggregated “pool of organs” [53, 54]. This requires new training
and educational measures, including e-learning tools, in order to ensure the sharing
of information important for all PPPM professional groups (medical doctors, in-
dustry, students, nurses, etc.), as well as patients and their family members.

In order to promote innovative educational programs, the following worldwide
pioneer initiatives have been developed:

The EPMA Journal. This open access, PubMed indexed publication regularly
updates information about medical innovations and advanced healthcare providing
expert recommendations in predictive diagnostics, targeted preventive measures
and personalised treatments of patients [55].

Advances in Predictive, Preventive and Personalised Medicine. [54]. This
book series, launched in 2012 [54], provides an overview of multidisciplinary
aspects of advanced biomedical approaches and innovative technologies in inno-
vative PPPM fields and healthcare as a whole. Topics focus on cost-effective
management of health and disease tailored to professionals, and innovative
strategies for standardisation of healthcare services. The book series also includes
new guidelines for medical ethics, innovative approaches to early and predictive
diagnostics, targeted prevention in healthy individuals, and healthcare economy and
marketing. Innovative predictive, preventive, and personalised medicine is
emerging as the focal point of efforts in healthcare aimed at curbing the prevalence
of common (diabetes mellitus, cardiovascular diseases, chronic respiratory diseases
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and cancer) and rare diseases. This new book series is intended to serve as a
reference source for researchers and the healthcare industry with special emphasis
on health promotion in the general population.

7.3 Advanced Business Models for Healthcare

Here the focus is on poor economy of current healthcare systems and delivery.
Across Europe, there is a great diversity of systems, and payment and reimburse-
ment schemes. This imposes a highly fragmented market (market access being
governed by various public and private organizations), which considerably
increases effort (seeking recognition, market authorisation and reimbursement in all
different EU-countries and their respective bodies) and costs (each country has
different bureaucratic schemes). On the one hand, there is a need for policy dialog
in order to achieve some harmony of rules and delivery, but also of access to care
and reimbursement to patients across Europe. On the other hand, there is also a
great need for more advanced business models (What services are offered/covered?
Who is the beneficiary? Who pays?) in order to motivate all stakeholders towards
better scientific achievements, more effective implementation, improved medical
services, and promotion of interest in the general population to follow the strategies
of predictive and preventive medicine for cost-effective healthcare. In view of
economic strain and the aging population, this innovation in healthcare systems is
critical for keeping the high quality of healthcare in Europe affordable and sus-
tainable [56, 57].

8 From “Passively Performing” to “Actively Advising”

PPPM Centres aim to become the nucleus for advanced healthcare.
Successful PPPM implementation requires an unprecedented level of collaboration
amongst all stakeholders, long-term multidisciplinary professional partnerships
including public-private ones, a robust juristic platform, and intelligent political
regulations. It is important that future developments do focus on the integration of
all elements of PPPM. Innovative PPPM centres are focused on designing and
conducting a new culture in healthcare: high level of multidisciplinarity, innovation,
and professional education, well-met patient needs, cost-effective economy of
healthcare, etc.

An optimistic versus pessimistic prognosis depends on diagnostics, prevention
and treatment approaches that healthcare systems will preferably adopt in the near
future. By the 3rd decade of the 21st century, neurodegenerative pathologies
(Alzheimer’s and Parkinson’s diseases, glaucoma, macular degeneration, etc.)
could amount to more than 30 % of the global disease burden. Without innovation
in healthcare, such developments will pose a serious threat to health economies and
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may lead to a collapsing healthcare system. By contrast, the effective utilisation of
advanced early/predictive diagnostics, together with preventive and personalised
medical approaches, could enable a significant portion of the population to reach
their senior years in vibrant psychosocial health, with excellent physical and mental
well-being, participating actively in society. Global research and implementation
programs in bio/medicine, communication amongst scientific societies, healthcare
providers, policy-makers, educators, and patient organisations together with a
consolidation of professional groups in the branch of personalised medicine, will
play a decisive role in driving the situation towards optimal development. PPPM
strategies aim at promoting the optimistic scenario in Europe and worldwide [3].
The anticipatory perspective of medicine (See Nadin (see footnote 1) and [58]) and
PPPM have several features in common. It was not our intention to compare them,
but rather to advance a clear image of our own comprehensive methodology.
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Next Generation Sequencing for Next
Generation Diagnostics and Therapy

Marianna Garonzi, Cesare Centomo and Massimo Delledonne

Abstract DNA sequencing technologies are evolving at a prodigious rate.
First-generation approaches have now been largely replaced by second-generation
technologies (still known as “next generation sequencing” (NGS) even though they
are now current and commonplace), and third-generation technologies (sometimes
called “next-next generation sequencing”) are starting to arrive. This has led to
global boom in whole genome or exome sequencing, boosting the discovery of
sequence variants associated with disease that will eventually be translated into new
diagnostic, prognostic, and therapeutic targets for individual patients in “precision
medicine.” Acknowledgement of disease predisposition and specific therapeutic
behavior for each individual addresses a more preventive approach. Adoption of
such novel means represents an anticipation-relevant outcome as it can affect our
healthcare on many different levels, ranging from a simple lifestyle adjustment to a
well-defined clinical guideline. In this chapter we summarize current and emerging
sequencing technologies for clinical applications, and some of the challenges that
lie ahead.
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1 Introduction

Next generation diagnostics and therapy—the object of the conference on
Anticipation and Medicine that is the origin of this volume—can be defined as any
set of clinical approaches informed by consulting the sequence of a patient’s
genome. The origins of this approach can therefore be traced to the first medical
applications of individual gene sequences. Comprehensive applications required
two major developments: the sequencing of the human genome and the arrival of
technologies allowing access to individual genomes quickly and inexpensively. We
shall focus on the development of technology, connecting it to the anticipatory
aspects of genetic research. As we shall see, issues such as individualized treatment,
new screening methods, individual genetic disease, among other aspects pertain to
the anticipatory perspective (see Nadin1 and [1]). How technology evolved is not
irrelevant to how all the questions related to the role of the “genetic map” are
articulated.

The first project to sequence the entire human genome arose from several
debates, some doubting whether such a project would be worthwhile in terms of
downstream applications, and others arguing that it would expedite cancer research
and help to identify medically relevant mutations. The advent of recombinant DNA
technology in the 1970s, followed by development of methods to clone larger
fragments of DNA in 1980s, provided the tools necessary to isolate and assemble
genomic DNA sequences hundreds to several thousands of base pairs in length.
Larger DNA inserts, in the megabase range, became accessible following the
development of artificial chromosome vectors, allowing the construction of phys-
ical maps of the human genome upon which individual clones could be assembled.

The human genome project (HGP) was the first step towards the application of
genome technology in medicine, but the initial aim was to assemble a highly
accurate reference sequence (one error per 10,000 bases) that spanned the majority
of each human chromosome. This sequence was predicted to offer valuable infor-
mation concerning human biology, thus facilitating applications in other fields,
including medicine, drug development and forensics. The HGP officially com-
menced in 1990 and lasted 13 years, with total funding of US$3.8 billion.
A “working draft” of the human genome DNA sequence was completed in June
2000 and published in February 2001 [2].

Alongside the map-based sequencing approach adopted by the publicly funded
International Human Genome Sequencing Consortium (IHGSC), Celera Genomics
(founded in 1998 by Dr. Craig Venter) declared its intent to sequence the human
genome using the comparatively new method of whole-genome shotgun sequenc-
ing. This does not require the prior development of a physical map for assembly,
but relies instead on the generation of large numbers of overlapping reads that can
be assembled de novo. This approach was faster than the IHGSC strategy but much

1Nadin, M.: Medicine: The Decisive Test of Anticipation. In: Nadin, M.: (ed.) Anticipation and
Medicine, pp. 1–25. Springer, Cham (2016).
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more computationally demanding, and therefore only became possible towards the
end of the publicly funded project when sufficient computing power became
available. The Celera Genomics project was able to sequence the human genome in
three years at a cost of approximately US$300 million. However, this progress
would not have been possible without access to the sequencing data already pro-
duced by the IHGSC [3].

Before the analysis of the draft sequence, the human genome was expected to
contain *120,000 genes [4], but sequence annotation only revealed *20,500 [5].
Only 1.1 % of the genome was represented by exons, whereas 24 % was repre-
sented by introns and 75 % by intergenic DNA. The alignment of the human
genome with other sequenced genomes (a relatively new field at the time, known as
comparative genomics) revealed vertebrate-specific evolutionary expansions in
gene families associated with neuronal functions, tissue-specific developmental
regulation, hemostasis, and the immune system [3].

The draft sequences also provided locations for 2.1 million single-nucleotide
polymorphisms (SNPs), showing that single-base differences between any ran-
domly selected human genomes occur at an average frequency of 1 every
1250 bp. A SNP map has therefore been integrated with the human genome
sequence to highlight how nucleotide diversity varies across the genome, in a
manner broadly consistent with the standard population genetics model of human
history. This high-density SNP map provided a public resource that defined
variation across the genome and identified markers for disease diagnosis and
therapy [3].

Both human genome projects relied on several cumulative improvements in the
Sanger chain-termination sequencing method to improve accuracy and throughput.
This increased the output of a single sequencing machine to about 1.6 million bp
per day. But even at that rate it would take 15,000 days of continuous operation for
one Sanger sequencer running 96 reactions in parallel to cover the three billion base
pairs of the human genome with the minimum eight-fold redundancy required to
ensure accuracy. Entirely new sequencing methods were therefore required to gain
access to the genomic information of individuals at a cost suitable for standard
healthcare practices and rapidly enough to facilitate diagnosis in time for effective
therapy, heralding the development of next-generation sequencing (NGS). To reach
these goals, a new initiative was founded by the National Human Genome Research
Institute (NHGRI) in 2004 aiming to reduce the cost of sequencing a human
genome to US$1,000 within 10 years [6].

2 The Advent of NGS Technologies

Next-generation sequencing provided the basis for new diagnostic and therapeutic
strategies by accelerating the rate of sequence generation and reducing the cost per
base to the extent that individual genomes became accessible for the first time. This
step change meant that sequencing technology could be used for the discovery of
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medically relevant sequences at the level of individual patients, rather that the
erstwhile approach of testing short stretches of DNA for previously discovered
sequence variants. Several different NGS platforms have been developed but they
all share one property that differs from the Sanger method, i.e., the ability to
produce millions of short reads in parallel.

The first NGS platform was commercialized in 2005 by 454 Life Sciences [7].
The 454 technology combined emulsion PCR (allowing the amplification of DNA
fragments in massively parallel arrays without cloning) with pyrosequencing, a
real-time sequencing by synthesis method developed almost 10 years before [8, 9].
Emulsion PCR is based on the in vitro amplification of up to 10 million copies of
single DNA fragments attached to the surface of beads encapsulated in water
droplets in an oil–water emulsion, thus avoiding time-consuming standard cloning
methods. Millions of beads, each decorated with millions of copies of a different
genomic fragment, are then placed in picoliter-sized wells where the sequencing
reaction takes place, achieving massive parallelization and throughput. The
sequencing process is based on the real-time detection of pyrophosphate release
following the addition of a nucleotide by DNA polymerase to the growing DNA
strand. A sulfurylase converts the pyrophosphate to ATP which acts as a substrate
for the luciferase-mediated conversion of luciferin to oxyluciferin thus generating a
measurable flash of light.

The 454 sequencing technology overcomes two of the bottlenecks in Sanger
sequencing: the need to prepare individual templates, which is avoided by the
multiplex emulsion PCR format, and the need to complete a chain-termination
reaction and separate the products by capillary electrophoresis, which was
addressed by the real-time optical detection of nucleotide insertion in a high density
multiwell plate. This early example of NGS increased the throughput by 100-fold
compared to Sanger sequencing. In more recent 454 instruments, up to one million
reads can be generated per run, each 700–800 bp in length. This remains one of the
longest read lengths among all the current NGS technologies, not far short of the
*1,000 bp maximum achieved by Sanger capillary sequencing, and there is a low
rate of substitution errors. However, the intrinsic limitations of pyrosequencing
mean that 454 sequencing is sensitive to indel errors due to the misinterpretation of
homopolymer sequence runs.

Other NGS technologies followed hot on the heels of the 454 method including
the Genome Analyzer launched in 2006 by Illumina [10] and Sequencing by Oligo
Ligation Detection (SOLiD) marketed by Applied Biosystems in 2007 [11].
Illumina offered a novel strategy for preparing the sequencing template, using a
“bridge PCR” to amplify the signal directly on the solid surface of a flow cell where
the sequencing reaction takes place. The sequencing method is analogous to the
Sanger approach because it is based on chain termination. However, it uses
reversible terminators and achieves sequencing in real time through cycles of
fluorescent nucleotide incorporation, imaging, and cleavage of the terminator group
containing the dye. Both technologies have been streamlined and improved to
simplify template preparation, remove awkward bead-handling steps and increase
the number of reads generated per cycle, thus reducing the per-base cost of
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sequencing even further. In the original Illumina method, the read length was
limited to *35 bases, although millions of reads were generated per run, but more
recent machines can generate billion of reads of up to 250 bases. Compared to 454
sequencing, the Illumina method is less prone to indel errors in homopolymer runs
but there is a higher substitution error rate.

Both Illumina and SOLiD use expensive fluorophore-based labeling technolo-
gies and optical imaging. In 2010, Ion Torrent sequencing introduced advanced
semiconductor technology to detect the hydrogen ions released during nucleotide
incorporation, thus further simplifying the overall detection process and providing
sequences more rapidly at a lower cost [12]. However, Ion Torrent shares with 454
sequencing the tendency to suffer a high indel error rate in homopolymer runs.

As stated briefly above, the advent of new sequencing technologies that are
simpler, faster, and more scalable than the Sanger method has caused the per-base
cost of sequencing to fall rapidly. In 2001, when the first draft Human Genome
Sequence was published, the cost to sequence 1 Mb was US$5,292.39. During the
transition from Sanger-based sequencing to NGS technologies, the cost per Mb fell
to *US$100. During 2008, which is arguably when NGS became “mainstream”,
the cost per Mb fell from US$100 in January to less than US$4.00 in December.
This trend has continued, and as of June 2015, the cost per Mb had declined to a
remarkable US$0.015. The cost to sequence a human genome has therefore fallen
from US$95,263,072.00 in 2001 to US$1,363.00 in 2015, very close to the US
$1,000 target set by the NHGRI in 2004 [13].

3 Limits of NGS Applications

Although NGS has precipitated astonishing advances in the last ten years, all the
techniques are limited by the relatively short length of the reads. This is not an issue
when sequencing unique or well-characterized regions of the genome, but short
reads cannot resolve repetitive regions longer than the read length, such as trinu-
cleotide repeat expansions associated with diseases known as trinucleotide repeat
disorders (e.g., Huntington’s disease, fragile X syndrome, and neurodegenerative
progressive disorders known as ataxias) [14]. For the same reason, only short indels
can be detected and the technology struggles with larger structural variants, such as
translocations, because of the small spatial resolution achieved by short reads.
Structural variants are less common at the population level than SNPs and indels,
but recent studies indicate they are associated with a number of human diseases
ranging from sporadic syndromes and Mendelian diseases to complex traits,
including neurodevelopmental disorders. Chromosomal aneuploidies, such as tri-
somy 21 (Down syndrome), and monosomy X (Turner syndrome) are well char-
acterized; but de novo copy number variations are now known to be enriched in
autism spectrum disorders [15] and structural variations may contribute to other
complex traits including cancer, schizophrenia, epilepsy, Parkinson’s disease, and
immune disorders such as psoriasis [16, 17].
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Gene fusions caused by somatic translocations are associated with tumorigen-
esis, e.g., chronic myeloid leukemia (CML) and acute myeloid leukemia
(AML) [18, 19]. Although several strategies based on whole genome sequencing
and/or transcriptome sequencing have been used to discover gene fusion events,
they remain limited by the high frequency of false positives and low sensitivity of
computational approaches based on short sequence reads.

Whole-genome sequencing using NGS platforms also provides little if any
haplotype information at the level of an individual genome. Haplotype data facil-
itates linkage analysis and association studies, and is a key component of popu-
lation genetics and clinical genetics [20]. Haplotype data can be used to predict the
severity and prognosis of certain genetic disorders. For example, intragenic
cis-interactions between common polymorphisms and pathogenic mutations in the
prion protein (PRNP) and cystic fibrosis transmembrane conductance regulator
(CFTR) genes greatly influence the penetrance and expressivity of hereditary
Creutzfeldt-Jakob disease and cystic fibrosis, respectively [21]. Similarly, the gene
encoding the protease inhibitor a-2-macroglobulin is located within the
Alzheimer’s disease (AD) susceptibility locus on chromosome 12p, and a series of
studies using SNP markers show that certain haplotypes (especially those con-
taining a 5-bp deletion in intron 18 and a non-synonymous SNP in exon 24) have a
high-risk association with AD [22–24]. Although haplotypes can be inferred by
population-based methods or by genotyping multiple individuals from the same
family, data interpretation can be hindered by low-frequency variants, private
variants and de novo variants that are poorly resolved.

4 Third-Generation Sequencing

The second-generation sequencing technologies described above rely on PCR to
amplify signals from individual templates. This means that the accuracy of
sequencing is dependent on the accuracy of the PCR step and the read length is
limited by the need for template amplification. Third-generation technologies
overcome this limitation by using ultrasensitive imaging technologies or electro-
chemical sensors that allow the sequencing of individual molecules without prior
amplification. The main advantages of third-generation technologies include min-
imal sample preparation, the ability to use smaller amounts of biological materials,
faster sequence acquisition, increased throughput, longer read lengths and the
potential to reduce the cost of sequencing the human genome to US$100.00 within
a few years.

The first commercially available third-generation sequencing technology was the
Helicos Genetic Analysis Platform [25–28], which achieved single-molecule
sequencing by using a high-resolution camera to detect the incorporation of a single
fluorophore during DNA synthesis. Although the imaging of fluorescent dyes was
reminiscent of NGS, the innovation of the Helicos platform was the use of a
single-molecule template, removing the need for an initial PCR amplification
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step. There was no improvement over NGS in terms of read lengths, throughput,
and accuracy, but one unique advantage was the ability to directly sequence RNA,
as well as DNA [29]. The Helicos platform is no longer available because the
company has ceased trading.

Another example of third-generation sequencing is the Single-Molecule
Real-Time (SMRT) technology developed by Pacific Biosciences, which enables
the direct observation of a single molecule of DNA polymerase synthesizing a
strand of DNA. DNA polymerases are attached to the bottom of *50-nm wells,
which act as zero-mode wave guides (ZMWs). The DNA polymerase utilizes
c-phosphate fluorescently labeled nucleotides to synthesize the nascent DNA
strand. The narrow width of the ZMW prevents light propagation through the
waveguide, but energy penetration over a short distance excites the fluorophores
attached to the nucleotides in the area near the DNA polymerase at the bottom of
the well. The fluorescence pulse that follows nucleotide incorporation can thus be
detected in real time [30].

The SMRT method has been improved by simplifying the sample preparation,
scanning, and washing steps to produce results more quickly and with less effort
[31]. The absence of template amplification allows the processivity of DNA
polymerase to be fully exploited, resulting in reads with an average length of
*10 kb and often exceeding 20 kb. This facilitates de novo assembly, the direct
detection of haplotypes and the phasing of entire chromosomes. However, one
drawback of this technology is that indel errors can exceed 13 % [32].

In 2015, Pacific Biosciences launched a new SMRT-based sequencer claiming
higher throughput and lower costs. Although the chemistry has not changed, the
SMRT cells have been redesigned to contain one million ZMWs compared to
150,000 in the previous system, increasing throughput 7-fold. Each SMRT cell
therefore has a throughput of 5–10 Gb and initial average read lengths of 8–12 kb;
both throughput and average read length should increase over time.

Nanopore sequencing is another third-generation technology based on the direct
detection of DNA nucleotides passing through a nanoscale pore. The sequence can
be recorded directly as a current fluctuation or converted into an optical signal [33].
The Oxford Nanopore Technologies MinION platform is the first available com-
mercial example of nanopore sequencing, following beta-testing in 2014. MinION
is a hand-held device which produces much longer reads than other technologies
(tens of kilobases) in a short time. Once a sample is charged in the MinION flow
cell, initial results are provided in minutes and a run can be completed in a few
hours. The main disadvantage of current nanopore sequencing is the high error rate
due to the low spatial resolution of the biological pore. New nanopore technologies
that aim to overcome such problems replace the protein channels with artificial
non-organic pores small enough to report the intervals between consecutive
nucleotides. The Oxford Nanopore Technologies MinION platform is simple,
portable, much less expensive and capable of producing much longer reads than the
other NGS technologies currently available [34, 35].
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5 Clinical Analysis of the Human Genome Sequence

There are many technological differences among first-, second-, and
third-generation sequencing platforms, but in practical terms there are two main
advances that can be brought to bear in clinical diagnosis and therapy—the
anticipation-relevant outcomes of such advances. Next-generation sequencing
technologies are (i) much faster and (ii) much less expensive than Sanger
sequencing, which means a patient could undergo genome sequencing at approx-
imately the same cost and in approximately the same timescale as standard labo-
ratory assays, a consideration that would have been inconceivable 10 years ago.
The new sequencing technologies therefore bring more diseases than ever before
into the domain of sequence-based diagnosis and therapy.

More than 5,000 human single-gene disorders have been resolved to causative
mutations, and others have been associated with structural aberrations or aneu-
ploidies [36]. Although the availability of the human genome sequence has greatly
improved our understanding of the genetic basis of disease—including the antici-
patory aspects—second- and third-generation sequencing technologies have made
the identification of genetic variants feasible on a genomic scale because the
sequencing of individual genomes is now possible, making it easier to identify rare
SNPs, indels and structural variations with a high degree of confidence. However,
detecting variants is only the first part of a complex interpretation process. The
number of polymorphisms and rare sequence variants per individual ranges from
few hundred thousand in the exome to millions in the entire genome, so compre-
hensive biochemical characterization and the assessment of a causal link between a
gene variant and a disease is not always possible. The comprehensive prioritization
of candidate genes prior to experimental testing is therefore necessary, but this
requires the screening of genome sequence data to select the most likely clinically
relevant variants. Candidates are prioritized using correlative evidence that asso-
ciates each variant and gene with the given disease based on the integration of
molecular, genetic, biochemical, functional and epidemiological data.

Several resources have been developed to facilitate the identification and
reporting of variants by collecting human variations and associated outcomes.
These resources include ClinVar [37], an archive of relationships between medi-
cally important variants and phenotypes along with supporting evidence, and the
Human Genes Mutation Database (HGMD) [38], which collates known mutations
associated with human inherited diseases. Specific databases have also been
developed for variants associated with drug responses, and such resources can be
tailored to individual genomic profiles, e.g., the Pharmacogenomics Mutation
Database (PGMD) and PharmGKB [39, 40], and the COSMIC database, which
collects somatic mutations identified in cancer research [41]. These databases can
be screened to determine the relevance of the variants in a given genome sequence;
but they have no predictive capability, i.e., they provide no information about novel
and unassociated variants.
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One way to predict the potential impact of genome sequence variants is to
determine their frequencies in population data, as demonstrated by the 1000
Genomes Project discussed in more detail below [42]. At the population level,
natural selection removes deleterious alleles, so filtering for low-frequency variants
in populations can help to enrich the dataset for potentially dangerous variants.
However, a rare allele can also be present for other reasons. It may be a harmless
variant that is rare because it has arisen recently or is close to elimination by genetic
drift. Indeed, genetic drift may result in a particular variant becoming rare in one
population but part of a common polymorphism in others. Therefore, rarity per se is
not necessarily evidence for disease association and additional epidemiological and
functional evidence should also be sought.

Functional prediction algorithms for non-synonymous variants use different
forms of evidence such as sequence conservation (SIFT [43]) or the predicted
impact of amino acid substitutions on protein structure and function (PolyPhen2
[44]). Others use a classifier trained with known disease mutations as well as
harmless SNPs and indels to predict the likelihood of disease association
(MutationTaster [45]). More confidence can be assigned to predictions that are
generated using more than one of these tools. Therefore a database of pre-calculated
scores obtained from many different predictors for all possible nonsynonymous
substitutions in the current human genome sequence has been developed to process
queries more rapidly (dbNSFP [46, 47]).

6 Population-Scale Sequencing Projects

The discovery of relevant variations in individual genomes requires data from the
analysis of large groups of people because it is necessary to correlate variations with
phenotypes in a statistically significant manner. Population-scale sequencing pro-
jects thus increase the power of research on diseases and provide the foundations of
personalized medicine. This is one of the claims of those who advance the antic-
ipatory perspective (see Nadin [48]).

The first international project aiming to collect and analyze genome data from a
large cohort of human subjects was the 1000 Genomes Project mentioned above.
This was launched in 2008, and its primary objective was to produce a compre-
hensive human genetic variation database by identifying all polymorphisms, i.e.,
genetic variants that have frequencies of at least 1 % in the populations included in
the project. The analysis of 2,504 samples from 13 different populations allowed the
creation of the first complete catalog of genetic variations and their frequencies,
which can be used to filter genomic data from patients afflicted by rare diseases to
remove common variants and enrich for rarer variations more likely to be associated
with the disease [49]. Many similar projects have been initiated more recently, such
as the NHLBI GO Exome Sequencing Project (ESP) which focuses on variants
contributing to heart, lung and blood disorders. In this project, the exomes of 6,503
unrelated individuals in diverse well-characterized populations were sequenced and
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the resulting datasets and frequency tables have been shared with the scientific
community [50].

These first massive sequencing projects facilitated the discovery of rare variants
by sampling individuals from diverse populations. However, because there is high
genetic diversity among populations due to genetic drift and natural selection,
population-specific sequencing projects may help with the interpretation of variants
in individual genomes. One of the largest studies based on a single population was
carried out by the company deCODE Genetics Inc., which sequenced more than
2,600 genomes from the Icelandic population to a median coverage of 20-fold, and
used comprehensive national genealogies to accurately impute even rare variants
throughout the population [51]. The project discovered novel diseases-associated
rare variants such as mutations in ABCA7 that increase the risk of Alzheimer’s
disease [52]. A similar example is Genomics England, a UK company owned by the
UK Department of Health, which aims to sequence 100,000 whole genomes by
2017 in collaboration with the UK National Health Service and 11 Genomic
Medicine Centers across the country. This is the first genomics initiative which is
tightly integrated with a national health system to accelerate the translation of
research into clinical practice [53].

The main limitation of population studies is that rare variants contributing to
quantitative traits can be difficult to identify even in large cohorts. This can be
overcome by studying founder populations, in which variants that are rare or absent
elsewhere may be more common due to the founder effect. One example of this
approach is the analysis of the Sardinian population in Italy, in which 2,120 indi-
vidual genomes were sequenced with low coverage. The project identified *3.8
million variants that were not detected in previous sequencing-based compilations
such as dbSNP 142 and ExAC [54], which are also enriched for predicted func-
tional mutations. The Sardinian project also revealed the presence of 76,286 vari-
ants with a frequency exceeding 5 % which are rare (frequency lower than 0.5 %)
or absent in other populations.

7 NGS and Precision Medicine

Precision medicine is a new healthcare approach that matches the genomic data and
clinical records of individual patients. In this way, treatments are tailored to the
patients based on their genetic profile or other molecular and cellular information.
The concept of precision medicine is based on the fact that diseases affect indi-
viduals in different ways and that different patients show distinct responses to the
same treatments. Clinicians have known for many years that individual patients
respond differently to the same treatments, but genome analysis now provides data
that may allow the development of individualized therapies. Precision medicine
encompasses screening for inherited conditions, carrier screening and prenatal
testing, through to the identification of targets for cancer treatment, and the
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diagnosis, and treatment of rare diseases. The possible future that affects a current
state [55] is the goal of the PMI initiative [56].

Many of the *5,000 known genetic disorders manifest during the first 28 days
of life, but the full clinical symptoms may not be evident in newborns. Screening at
this stage can therefore identify babies with genetic disorders that have silent,
heterogeneous, or ambiguous phenotypes at birth, but which benefit from early
intervention to avoid an irreversible impact on health. One example is sickle cell
disease, which causes blood clotting and a shortage of red blood cells. Early
identification can prevent the onset of complications caused by increased suscep-
tibility to infections through proper and timely treatment. This is where the antic-
ipatory perspective plays an important role. Newborn screening has been integrated
into postnatal healthcare for many years, but currently it only targets about 50 of the
most severe genetic disorders that require urgent clinical decisions [57].

The use of NGS-based newborn screening (NBS) companion to the current
biochemical testing regime would dramatically increase the quantity and diversity
of information parents and clinicians could derive from screening. A targeted NGS
assay based on panels of hundreds of relevant sequence variants could improve
diagnostic testing in newborns in a cost-effective manner by selectively sequencing
the corresponding genomic regions, mainly exons, following enrichment in a
physical DNA capture step [58].

Traditional molecular biology assays such as PCR can be used to identify a
limited range of known cancer-related mutations and rearrangements but NGS
could reveal comprehensive, individualized mutational landscapes, including both
known and novel variations. Integrated high-throughput sequencing of tumor
biopsy genomes could also facilitate biomarker-driven clinical trials in oncology
[59].

Although individual genetic diseases are rare, they are collectively common,
affecting millions of people worldwide. Many rare genetic diseases have escaped
traditional gene discovery approaches due to heterogeneity, a limited number of
patients or families for analysis, and the loss of reproductive fitness as a result of
such diseases. NGS-based gene discovery partially overcomes such limitations and
has enabled the discovery of hundreds of novel, rare disease mutations [60].

Finally, NGS is revolutionizing pharmacogenomics as a disease management
concept. Pharmacogenomics correlates human genome sequence data with drug
responses and aims to improve therapeutic efficacy and reduce side effects by
developing qualitatively and quantitatively tailored treatment regimens.
Pharmacogenomics has the potential to transform medical practice by replacing
broad methods of screening and treatment with a more personalized approach that
takes into account both clinical factors and genome data. For example, in cancer
treatment, small-molecule inhibitors and antibodies that bind to “druggable” targets
are revolutionizing medicine. Personalized anti-cancer therapy requires the identi-
fication of cancer-specific driver mutations in each patient. For example, among
patients diagnosed with non-small-cell lung cancer, only those harboring the ALK
gene fusion (present in less than 5 % of the affected population) respond to treat-
ment with targeted inhibitors such as crizotinib [61]. The identification of patients
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suitable for this treatment before therapeutic selection would avoid administering
ineffective drugs to the >95 % of nonresponsive patients on a trial and error basis,
not only hastening the deployment of more suitable treatment regimens, but also
reducing the costs associated with wasting the drug.

Another example of the application of pharmacogenomics in healthcare is the
prediction of individual responses to warfarin, a commonly prescribed oral anti-
coagulant which is used to prevent thromboembolic diseases in patients with deep
vein thrombosis, atrial fibrillation, or recurrent stroke [62]. Although warfarin is
effective, the optimal dose differs widely among individuals and is often determined
on a trial and error basis. However, several studies have shown that the VKORC1
locus is the single most significant predictor of warfarin tolerance, accounting for
*25 % of the variance in a stabilized warfarin dose [63, 64]. As sequencing
technologies become less expensive and more widely available, pharmacogenomics
will transition from a niche research area to a main player in drug development and
clinical decision making. Whole genome sequencing can reveal rare and even
unique markers that would not be detected by conventional genetic screening
methods.

8 Future Perspectives

Most current medical treatments are generalized, but one size does not fit all:
therapies that are highly successful in some patients may have no effect or even a
deleterious effect in others. The outlook for precision medicine has been dramati-
cally improved by the recent development of high-throughput methods to charac-
terize patients individually, including NGS, proteomics and metabolomics, as well
as the availability of comprehensive databases containing information derived from
large screening projects.

Even so, there remains a lack of broad research programs translating the out-
comes from these large-scale projects into clinical practice. In the future, there
should be more effort to integrate whole-genome sequencing initiatives with clinical
applications, as shown by the Genomics England initiative in the UK and the
recently announced Precision Medicine Initiative in the USA [56, 65].

In this future scenario, the tighter integration of research programs, precision
medicine initiatives, and health services will allow physicians to consult patient
genome data as well as conventional medical records. Whole genome sequencing
will be part of routine medical screening, and health insurance companies will cover
the (declining) costs of genomic analysis because early investment in preventive
medicine would save the greater costs of therapy later down the line (see [66,
pp. 75, 101, 111]). New diagnostic and prognostic markers will become available,
so physicians will know which diseases present the most risk to their patients and
which drugs, at which doses, are likely to be most effective. The details of
anticipation-driven medicine were not entered into here, rather, aspects of such an
approach were suggested.
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Part III
Examining the Brain



Temporal Memory Traces as Anticipatory
Mechanisms

Peter Cariani

Abstract Brains can be considered as goal-seeking correlation systems that use
past experience to predict future events so as to guide appropriate behavior. Brains
can also be considered as neural signal processing systems that utilize temporal
codes, neural timing architectures operating on them, and time-domain,
tape-recorder-like memory mechanisms that store and recall temporal spike pat-
terns. If temporal memory traces can also be read out in faster-than-real-time, then
these can serve as an advisory mechanism to guide prospective behavior by sim-
ulating the neural signals generated from time courses of past events, actions, and
the respective hedonic consequences that previously occurred under similar cir-
cumstances. Short-term memory stores based on active regeneration of neuronal
signals in networks of delay paths could subserve short-term temporal expectancies
based on recent history. Polymer-based molecular mechanisms that map
time-to-polymer chain position and vice versa could provide vehicles for storing
and reading out permanent, long-term memory traces.

Keywords Neural timing nets � Neural codes � Pitch � Rhythm � Auditory scene
analysis � Temporal codes � Expectancy � Music perception � Engram

1 Introduction

As the aphorism goes, “the purpose of remembering the past is to predict the
future.” Anticipation involves both predicting future situations and events and
preparing for them. Anticipation not only projects what will occur but also when
and where it will occur, as well as what to do about it. Anticipatory mechanisms
enable organisms to use past experience to act in a manner appropriate for future
conditions. This chapter proposes novel anticipatory neural memory mechanisms
that are based on neural time codes and temporal pattern memory traces.
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2 Anticipatory Systems

“Anticipation” is a general notion. The theoretical biologist Robert Rosen coined
the specific term “anticipatory system” [1–3] and defined it as a system in which
prospective future states determine present behaviors [4]. The papers in this volume
are the product of the last of three conferences inspired by Rosen’s and Nadin’s
ideas about anticipatory systems [5, 6].

2.1 Purposive Systems as Functional Organizations

Anticipatory systems are those systems that have embedded goal-states: they are
organized in such a way that their action realizes desired future states. The idea has
much in common with naturalistically grounded teleologies (“teleonomies”) of
purposive systems. In the east, Russian physiologists and psychologists (Anokhin,
Sudakov, Bernstein, et al.) developed general theories of functional systems [7–9].
In the west, notions of purposive, feedback control systems formed the basis of the
early cybernetics movement [10–14].

Rosen and his mentor, Nicolas Rashevsky, were strong proponents of a
non-reductionist, relational, theoretical biology that focused on questions of or-
ganization as explanations of functions, rather than appeal to mechanistic reduc-
tionism [15, 16]. Rosen offered the parable of an amoeba in a pot of water, before
and after boiling. The live amoeba and the dead one share the same molecular
constituents, but the organization of the system has been altered by boiling in such a
way that the amoeba was no longer able to regenerate its parts and its organization.
Rosen mounted deep criticisms of the machine and computer metaphors for
describing living systems, not because the parts in some way violate the laws of
physics, but because, in describing living systems solely in terms of trajectories of
parts, one misses the organizational relations that make the system a persistent,
coherent entity. Knowledge of parts is useful certainly for designing drugs, but it
does alone not tell us how to go about building stable, regenerative organisms [17].
For that, as Rashevsky and Rosen foresaw, one needs a theory of mutually stabi-
lizing relations.1

1Such biological system theories have deep implications for medicine. Much of our current
understanding of disease in terms of “molecular medicine” is grounded in linear chains of inter-
actions between molecular parts. Many therapies simplistically attempt to control one variable
(e.g., blood sugar concentrations) using one or two interventions (insulin) without considering the
circular-causal nature of networks of metabolic loops that can stymie such interventions. Only if
we are able to model the whole set of systemic interactions and relations can we anticipate what
the system will do in the short and long term. Once we have an adequate systems theory of
biological organization, we will gain the deeper understanding needed for how to design thera-
peutic interventions that have self-sustaining effects such that the need for further interventions
becomes self-limiting.
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2.2 Anticipatory Systems in Animals with Nervous Systems

Although the most obvious examples of anticipation involve animal behaviors
mediated by learning and memory, many non-neural examples of biological
anticipatory capabilities abound. For example, in many plants and animals,
developmental stages are orchestrated to occur at favorable seasons of the year
(e.g., seed germination in early spring). The mechanisms for favorable timing of
developmental stages arise in environments with strong seasonal variations. The
environmental variations create positive selective pressures for anticipation, such
that those lineages, whose individual time development enhances survival and
reproduction, will tend to persist longer than those that don’t. Because of the
cyclical, predictable nature of seasonal changes, timing strategies that worked better
in previous cycles will continue to work better in present and future cycles. Thus
anticipatory timing mechanisms appropriate for coping with the future can evolve,
provided that similar situations recur.

Animals are motile organisms that cannot produce their own food. In contrast to
fungi, which absorb nutrients, animals ingest and digest their food. As a conse-
quence, most animals must move to find food, such that the immediate environ-
ments within which they must orient and transport themselves are ever changing.
Animal lineages evolved nervous systems that coordinate the actions of effector
organs contingent on the sensed states of immediate surrounds and on current
internal goal-related states. Embedded goal-related states include the needs of the
organism for survival (e.g., satisfaction of system-goals of homeostasis, self-repair,
growth), and reproduction. Those lineages of organisms that evolved more effective
embedded goal mechanisms for survival and reproduction tended to persist. In
choosing actions contingent on percepts and active goals, organisms in effect
anticipate which actions will be most appropriate in satisfying those goals.

On evolutionary timescales, variation, construction, and selection processes
yield organisms that are better adapted in their particular ecological contexts for
more reliable (survival and) reproduction. During the lifespans of organisms with
nervous systems, neural learning processes shape percept-action mappings con-
tingent on past experience and reward. So even in the most primitive kind of
adaptive percept-action systems, there is anticipation in the sense that the results of
previous experiences and successful performances continually modify system
structure and behavior to guide future action.

In both evolution and learning cases, memory mechanisms encode the past and
make it available for anticipation of what actions can be most appropriate in the
current state. In the evolutionary case, the memory lies (mostly) in the genetic
sequences that, shaped by selective pressures and construction constraints, persisted
in the lineage. In the learning case, the memory lies in short-term memory traces
that guide behavior based on the immediate past and present, and in more per-
manent long-term memory traces that can guide behavior that is based on the deeper
past.
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2.3 Organization of Perception and Action

Animals with nervous systems can be characterized in terms of purposive,
percept-action systems. They have sensory receptors that permit them to make
distinctions on their surrounds; effector organs (mainly muscles) that permit them to
influence their environs (action); and nervous systems that permit coordination of
action contingent on behavior. Aside from sleep or other dormant states, there is a
constant, ongoing cycle of percepts, coordinations, actions, and subsequent envi-
ronmental changes (Fig. 1, bold arrows).

In parallel with percept-action cycles are internal cyclical neuronal dynamics that
steer behavior from moment to moment and over the long run (Fig. 2). These
include the neuronal dynamics of competing internal goals, internal modal
system-states (e.g., waking/sleeping, affective states), cognitive and deliberative
processes, attention, action-selection, and the influence of long-term memories.

Embedded in all nervous systems of animals are feedback-driven goal mecha-
nisms that steer behavior in a manner that reliably satisfy basic organismic
imperatives of survival and reproduction (e.g., maintain oxygen/water homeostasis,
find food sources, avoid predators, find mates). Competitive dynamics of current
goals determine which goals are paramount at any given moment such that their

Fig. 1 Percept-coordination-action cycles and goal-directed steering of percept-action
coordinations
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drive states partially determine behavioral choices (action selections).2 This is
basically “dominance principle” of the Russian psychologist Ukhtomsky (1845–
1942) [9]:

… in the nervous system, there is at each moment only one active dominating dynamic
structure or constellation of excitation, which is associated with the most actual, urgent
ongoing needs and desires. This excitation structure plays the role of a situational nervous
network, an agency for organizing the physiological and behavioral response directed to
satisfying these needs. At the same time all other goals and desires are suppressed” [18].
What is the difference between a bodily physiological mechanism in an animal and a
technical mechanism? Firstly, the former is generated during the course of the reaction
itself. Secondly, once chosen, the behavior of a technical mechanism is secured once and
for all by its construction, whereas in a reflex apparatus it’s possible to successively realize
as many different mechanisms as there are available degrees of freedom in the system. Each
of the successively realized mechanisms is achieved through the active inhibition of all
available processes, except one. (Ukhtomsky, quoted in [18])

The notion of competitive goal dynamics fits extremely well into current con-
ceptions of brains as sets of competing circuits that steer behavior, for better or
worse, towards particular sets of goals (“implementation of internal goals” in
Fig. 1). The notion of the inhibitory suppression of non-dominant goals fits very
well with the emerging conception of the basal ganglia/striatum as a generalized
double-inhibition braking system in which brakes are selectively released to

Fig. 2 Functional organization of informational dynamics in brains

2Drive states only partially determine actions, because arguably, actions taken also depend upon
which action-alternatives (affordances) are perceived by the organism to be immediately available.
Those goals that have obvious, apparent means of attainment may be more attractive for action.
Perception of options for effective action can feed back to change which drive states become
dominant.
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facilitate task-relevant thalamic sensory and motor channels. The resting state is a
state of inhibition of sensory and motor systems in which neural loop gains are
slightly attenuating. The release of inhibition changes these gains to slightly
amplifying, thereby facilitating neuronal sensory and motor signals related to the
current dominant goal.

In addition to competitive goal dynamics, virtually all animals switch their
global system-states between discrete modes of operation and behavior, (e.g.,
waking-sleep-hibernation cycles and behavioral modes such as eating, excreting,
hunting, fleeing, communicating, exploring, mating) [19]. Affective states, which
can be regarded as internal assessments of the current overall “state of the organ-
ism” also modulate behavior choices by increasing propensities for different modes
of action (e.g., fight/flee/approach). Behavior is jointly determined by internal states
(goal-drive state, system-mode, affective states), as well as by the perceived current
state of the environment and the perceived goal-satisfaction action-possibilities that
the situation affords (Fig. 1). The situation perceived by the animal is in turn jointly
determined by the state of the environment and the animal’s perceptual systems.

2.4 General Types of Functional Organizations

In my view, such animals can be categorized in terms of the functionalities that their
organizations afford. Animals are living systems because they actively regenerate
their organization (material components and relations). This is the core idea
underlying conceptions of self-production systems [20], autopoietic systems [21,
22], metabolism-repair systems [23, 24], self-reproducing robots [25], autocatalytic
nets [26], self-modifying systems [27], and semantically-closed self-interpreting
construction systems [28]. They are semiotic systems because their internal oper-
ation and resulting behavior can be described in terms of sign distinctions conveyed
via neural codes [29, 30]; and they are autonomous purposive systems because they
are mainly driven by internal goals.

They have their own agency to the extent that they have embedded goals (in-
ternal motivation), requisite ability (the right mechanisms needed for action), and
sufficient freedom of action (autonomy) to reliably achieve particular goals. They
are anticipatory systems if they have learning and memory mechanisms that allow
them to project the past into the present so as to evaluate future consequences of
current courses of action. If one defines these different attributes in terms of these
specific kinds of material organizations, then a system, such as an autonomous
robot, need not be living to be semiotic, autonomous, purposive, or anticipatory, or
to exhibit agency. Underlying these different types of functional organization is the
Aristotelian notion of hylomorphism.

110 P. Cariani



2.5 Hylomorphism as an Ontology for Functional
Organization

Hylomorphism is an ontology of functional organizations embedded in matter.
Aristotle adopted the hylomorphic framework in formulating his theories of life and
mind [31–33].

Life, purpose, meaning, and even conscious awareness are properties of material
systems that are organized in particular ways. Explanations based on organization
(the system is organized so as to realize a particular goal, i.e., it has a “final cause”)
are complementary to reductionist, causal explanations based solely on physical
properties of parts. Purposive, goal-directed systems are material systems that are
organized so as to realize particular goal end-states that in effect become their final
causes.

An example of a simple purposive system is a thermostatically regulated heating
system that is organized so as to maintain the temperature of a room within a
particular range. The “final cause” of the system is the end-state target temperature
range that is determined by the thermostat. (Because of its organization and material
realization, the system seeks the corresponding temperature states, and, provided
that the system is working properly, the thermostat setting “predicts” the final
temperature state of the system.)

Hylomorphism is a functionalist ontology to the extent that functional organi-
zation can be abstracted from particular material substrates. One can design a
thermostatically regulated heating system in terms of functions of and relations
between components without specifying exactly how thermostat control mecha-
nisms and heating/cooling elements are to be realized materially (and different
material implementations can realize comparable behavioral functions). However,
unlike platonic ontologies based entirely on ideal forms, a hylomorphic ontology is
materially grounded. In order to realize functions within the material world,
organizations must be realized in some material form. It is not enough to replicate
form; the organization must be fleshed out, embodied, such that it interacts with
and changes other parts of the material world.

3 Anticipation and Memory

Memory is a process that entails the maintenance of a distinction through time, and
thus it is a semiotic process that is invariant with respect to time. Anticipatory
prediction involves estimating the course of future events based on the (remem-
bered) past and present (Fig. 3).

Nervous systems evolved to coordinate behavior. Coordination without memory
is possible where mappings between percepts and actions do not change with
experience. However, once these coordinative mappings can be modified on the
basis of experience, then the effects of past experiences can carry over into present
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and future. This kind of simple adaptive modification of behavior does not require
explicit storage and retrieval processes.

In biological organisms and nervous systems, anticipation involves not only
what situations and events are expected, but also when and where they are expected
to occur. In animals with nervous systems, anticipation involves (usually implicit)
understanding of the contingent structure of the world (modeling) for deliberative
purposes: to decide whether positive action needs to be taken, to determine what
actions are available (perceived affordances), and if so, what action is most likely to
satisfy those system-goals that are currently of highest priority (goal satisfaction).

3.1 Short- and Long-Term Memory

Standard theories of memory posit a labile, short-term memory coupled with a
permanent long-term memory (Fig. 4). There is large literature, old and new, in
psychology on the characteristics and nature of memory [34–36]. Many treatments
further subdivide different types of memory by modality, the nature of the items
stored, temporal processing windows, and temporal persistence, while others seek
universal frameworks.

Short-term memory, broadly construed, provides a temporary store of neural
signals related to current and recent perceptions, thoughts, affects, motivations, as
well items maintained via working memory or recalled from long-term memory.
Since the 1930s, the neural mechanisms that subserve short-term memory have
been conceived explicitly in terms of neuronal reverberatory processes, i.e., neural
activity patterns that are actively maintained and self-sustaining. The sustained
firing of neurons that permits these activity patterns to persist is facilitated by
activation of N-methyl-D-aspartate (NMDA) receptors that create the biophysical
conditions for long-term potentiation (LTP) and spike-timing-dependent plasticity
(STDP).

How the specific contents of these temporary memories are coded in neuronal
activity patterns is the neural coding problem as it applies to memory. If the

Fig. 3 Memory enables present distinctions to carry over to influence future actions
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information is encoded such that specific subsets of neurons have sustained, ele-
vated firing rates, then the reverberating patterns likely involve persistent activation
of these specific neuron subsets. If information is encoded in temporal spike pat-
terns, as is proposed here, then the reverberating patterns likely involve persistent
regeneration of spike patterns within neuronal circuits.

The hippocampal formation is the bridge between short-term and long-term
memory stores. It appears to be responsible both for maintaining neural activity
patterns in short-term memory and for replaying neuronal patterns associated with
significant events such that they can be consolidated into long-term memory,
mainly during sleep. This work originally came out of animal maze-running
experiments, where “place cells,” which encode distinct maze locations, were
observed to fire in the temporal sequences of the maze running. Recently, “time
cells,” which encode the timings of events and places, have been found in the
hippocampus and elsewhere [37]. During states of sleep or during periods of awake
reflection, stored event-sequences can be replayed at faster-than-real-time, enabling
them to function as predictive reward mechanisms [38].

Long-term memory is permanent: it can survive sleep, seizure, general anes-
thesia, and long periods of coma. Once formed, some types of long-term memories
can last the entire lifetime of an individual.

Fig. 4 Short-term regenerative memory and long-term memory. Neuronal signals related to
current goal-states are maintained in regenerative short-term working memory and eventually
consolidated into long-term memory traces. In this proposed scheme, the contents of short-term
memory stores consist of complex temporal spike patterns that are actively regenerated in
correlation-facilitated delay paths. Long-term temporal memory traces are activated by
corresponding temporal patterns present in working memory, enabling pattern-resonance and
content-addressability
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3.2 Music, Memory, and Anticipation

Music perception offers a rich set of examples of the actions of short- and long-term
memory mechanisms whose operations span timescales from seconds to lifetimes
[39, 40]. Because music is a universally familiar medium that involves sequences of
discrete events that unfold in time within the evolving context of the remembered
recent present, it provides an excellent springboard for studying the role of time in
mind and brain.

In music, every note-event creates an expectancy of the next note-event such that
sequences of notes create pattern expectancies of succeeding notes. Repeating a
sequence of events immediately groups the events in the sequence into a coherent
“chunk” and creates a strong expectancy that the pattern sequence will repeat yet again.
The pattern expectancies can involve temporal patterns of the note timings (rhythmic
patterns), note accent patterns (meter), pitch sequences (motifs, melodies), and timbral
sequences. Temporal grouping processes, which were extensively investigated by the
Gestaltists, play an essential role in shaping these expectancies [39, 41, 42].

The brain is extremely good at detecting patterns of events and attributes that
recur, and it can do this over many timescales.3 In music, periodic sound patterns
whose waveforms rapidly repeat (25–4000 Hz) produce musical pitches (that can
carry a melody), whereas slower periodic patterns of sonic events (10 Hz or less),
be they musical notes, clangs, or speech fragments, create rhythmic expectancies.
Every repeating sound creates a strong expectancy of its continuation, and viola-
tions of this expectancy are highly noticeable. The repeating pattern is grouped into
a unitary whole (a “chunk”). If the pattern is a fast-repeating acoustic waveform
with a repetition rate greater than about 25 Hz, we perceive a pitch at the repetition
rate. The tonal quality (timbre) of the sustained sound is determined by the form of
the repeated waveform (or in Fourier terms, its spectral distribution and shape).

In music, repeating temporal patterns of onsets and offsets of discrete events with
rates of less than roughly 10 per second are perceived as rhythms. Different tem-
poral patterns are heard as different rhythms. Here the repeating events are grouped
together into a chunk (“groove”), and after a few repetitions, expectations that each
of the events will recur at a given time in the sequence and with the same attributes
rapidly develop. This implies that the representation of the rhythmic pattern con-
tains not only information about the sequence of events and their respective attri-
butes (e.g., pitch, timbre, loudness, duration, location), but also a timeline of events.
The memory trace of a rhythmic pattern essentially replicates the timeline of the
events (the timings of event onsets, mainly, but also offsets that co-encode
event-durations).

3Oliver Selfridge once related to me his experience with early computers with mechanical relays.
The programmers would set up the computer and would stay in the room periods of time while the
computations ran. After a while they would begin to notice long and elaborate repeating irregular
sound patterns that were being produced by the relays as the program executed long, iterated
complex instruction loops.
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What is the nature of this memory trace? Although it has been conventionally
assumed that temporal relations are converted to spatial patterns of neuronal acti-
vation, there have been a number of suggestions in the past that the memory traces
themselves might be temporal patterns. In his book on the psychology of time,
Fraisse [43] references the “cyclochronism” theory of the Russian psychologist
Popov. Longuet-Higgins had proposed various nonlocal, holographic memory
schemes based on frequency-domain Fourier decompositions (holophone model,
[44]). Although these have the merit of using the oscillatory dynamics of neural
populations, they had very limited storage capacity. Much more promising was a
later time-domain mechanism based on temporal correlations between spikes [45].
Roy John proposed that evoked, induced, and triggered temporal patterns of
response could subserve general mechanisms for memory [34, 46, 47].

We propose that temporal patterns of spikes might provide a direct basis for
temporal memory trace mechanisms. In essence, temporally patterned stimuli
impress their temporal structure on the time structure of neural spikes, such that the
temporal patterns of spikes can serve as an iconic time-domain representation of the
stimulus.

A great deal of evidence in the auditory system points towards temporal codes
for pitch and rhythm, albeit at different levels of the system. The most obvious
neural correlates of musical pitch lie in spike timing patterns— distributions of
interspike intervals—in the auditory nerve, brainstem, and midbrain [48, 49]. Those
for rhythm can be found at all levels of the system, from auditory nerve to auditory
cortex and beyond. The onsets and offsets of every note produce well-timed spikes
in large numbers of cortical neurons [50], such that temporal patterns of note-events
replicate the temporal structures of their rhythms [51, 52]. These evoked neuronal
temporal responses provide the necessary inputs for various oscillatory mechanisms
of rhythmic and metrical expectancy that have been proposed [53]. (Possible direct
time codes for rhythm and their relationship to oscillatory dynamics are discussed a
bit more below in Sect. 5.2.2.)

3.3 Mismatch Negativity and Short-Term Expectancies

Short-term musical memory is very sensitive to the timing of events; and there are
neural responses that are widely observed in event potentials that appear to be
related to short-term temporal expectancies and their violations. Event potentials are
averaged electrical or magnetic signals triggered (aligned in time) by the onset of a
particular event, such as a note-event or even the change in a note-event pattern.

A so-called “mismatch negativity response” (MMN) is observed when an event
is presented repetitively (“standard”) and then some change is made in a subsequent
event (“deviant”). Such MMN-like responses are widely used to study the dynamics
of musical expectancies and their violations [50, 54, 55].

If the event is a musical note, any perceptible change in the physical attributes of
the note, such as a change in sound level (loudness), periodicity (pitch), spectrum
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(timbre), attack (timbre), duration, or location (apparent location), will produce a
neural response that differs from the response to the standard event. Here the
context of the standard event pattern has created an expectancy that is then violated
by the deviant event. The mismatch negativity is computed by subtracting the
time-pattern of the averaged response to deviant events (triggered on their onsets)
from that of the standards. Depending on the nature of the change in events, the
mismatch negativity peaks at a characteristic latency after the beginning of the
deviation from the standard, i.e., at the onset of the deviant stimulus. This latency is
typically on the order of 100-200 ms for changes in basic auditory perceptual
attributes.

The MMN is evoked more or less automatically. It does not require subjects to
attend to the stimuli, and indeed can be observed in sleeping subjects, infants, and
many animals. MMN responses to a standard metrical musical pattern followed by
the same (syncopated) pattern in which one of the beats is omitted are observed in
newborn infants. MMN-like responses are observed (sometimes reported under a
different name) in many different species, sensory modalities, and brain regions.

MMN-like responses can also be seen for “higher level” patterns and attributes.
Complex rhythmic and/or melodic patterns of note-events can be presented as
standards, and a pattern that deviates in some respect (e.g., a change in the peri-
odicity (pitch) of one of the notes) will create an MMN closely following the time
point of the deviation. MMN-like responses with longer latencies are observed for
syntactic and semantic violations and yet other kinds of more abstract attributes.

MMN responses are sensitive not only to changes in the perceptual and cognitive
attributes of discrete events, but also to their timings. If a regular metrical sequence
is set up as the expected standard pattern, then deviations in the timing of subse-
quent events (leads or lags relative to the expected timing of the beat) will evoke
MMN responses, again with a latency that depends on the timing of the
expectancy-violating mismatch. In music, these expectancy violations form the
basis for expressive timing, intentional manipulation of the timings of notes to
convey and evoke emotions.

MMN phenomena suggest the existence of canonical neural temporal compar-
ison mechanisms. It is as if a timeline of events is being built up, maintained in
short-term memory, and compared with incoming temporal patterns. In this chapter,
I propose a complex neural time code in which both the attributes of events and
their relative timings are encoded and simple neuronal delay-and-compare mech-
anisms (recurrent timing nets) that would produce similar kinds of behaviors. What
is needed is a mechanism that both builds up an expectancy of patterns of events
when they recur, and computes the deviation of the incoming stream of new events
from what was expected at that particular time point.

There is an ongoing debate about the nature and meaning of the MMN [56].
Some current theories of the MMN hold that a memory trace is formed when the
standard is repeated and that there is a comparison of incoming neural activity
patterns against this memory trace that was constructed from very recent experi-
ence. Others hold that the memory trace itself may be embedded in the responses of
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ensembles of cortical neurons. Still others reject the notion of organized memory
traces in favor of explaining the MMN in terms of neuronal adaptation processes.

It is notable that early studies of electrical conditioning in single neurons,
conducted before MMN was discovered, found that cortical neurons assimilated
rhythmic patterns (10 Hz flashes of light) that were presented in conjunction with
correlated electrical pulses similar in many respects to a reward signal [34, 57, 58].
The stimuli were presented over and over, paired with electrical pulses; and over
tens of trials the temporal response pattern of the neurons came to resemble that of
the stimulus (10 Hz firing pattern). When the stimulus was then abruptly changed to
1 Hz, the slower flashes evoked the 10 Hz pattern for many repetitions, but
eventually the assimilated rhythm was extinguished.

3.4 Temporal Theories of Associative Memory

Predictive timing is a key element of anticipatory behavior. It is often important to
know when a reward will come. The relative timing of rewards and the events that
lead up to them has been an ongoing concern of theories of learning.

It has also been observed that spike timings of dopaminergic neurons reflect
discrepancies between anticipated and observed courses of the neural concomitants
of events associated with rewards [59, 60]. This discovery has spawned a host of
adaptive temporal prediction models.

Many studies in animal and human conditioning suggest that the timings of all
correlated events relative to the arrival of a reward are implicitly and intrinsically stored
in both short and long term memory, such that any of them can serve as anticipatory
temporal predictors [61]. This temporal coding of memory hypothesis thus proposes
that “the temporal conditions (e.g. the CS-US interstimulus interval) are not merely
catalysts in the formation of associations, but are also a part of the content of learning”
[62]. The hypothesis further asserts that animals can build temporal maps from rela-
tionships between events that were never physically paired, “that is, temporal infor-
mation from different training situations which have a common element can be
integrated based on super-positioning of the common element in different temporal
maps” [63]. This means that systematic maps of temporal relations between events can
be built up from separate experiences of subsets of events. Such maps of temporal
relations can then subserve anticipatory prediction—each event becomes a predictor for
other temporally correlated events [64].

4 A Temporal Theory of Brain Function

Brains implement anticipatory predictions that subsequently guide behavior. In this
paper we propose a high-level theory of brain function based on temporal pulse
pattern codes that can be actively regenerated, stored, and retrieved. In this theory,
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prediction and steering of behavior are achieved by encoding and retrieving tem-
poral patterns of spikes associated with internal events connected to percepts,
actions, rewards, and punishments. Although it shares many assumptions with
mainstream connectionist theory, (e.g., recurrent connections, distributed coding
and processing), this proposed theory differs from connectionism in its fundamental
neural coding assumptions. Whereas connectionism is based entirely on
channel-activation codes (which neurons fire at which average rates), the alternative
neural architectures envisioned here rely on temporal codes, i.e., neural codes that
encode distinctions in temporal patterns of spikes.

A general theory of brain function requires specification of several basic aspects.

1. Neural codes. What are the system’s signals? A neural coding scheme based on
spike timing patterns must be capable of representing all the distinctions that we
make (e.g., encoding all of the attributes of objects, events, and their relations
and their compositions).

2. Neural networks. What processing architectures are needed to realize the
informational signal processing operations that the system performs? A neural
processing architecture capable of operating on temporal patterns in order to
carry out informational operations—such as detections, discriminations, pattern
recognitions, invariances, transformations, and groupings—is required.

3. Memory mechanisms. How are informational distinctions encoded and decoded
in memory? Here mechanisms of short- and long-term memory that can store
and recall temporally coded temporal patterns in a content-addressable manner
are needed.

These different aspects of the system need to be compatible with each other. The
nature of the neural codes that bear informational distinctions heavily determines
the nature of neural signal processing architectures and the memory mechanisms
needed to utilize them. Conversely, the available neural mechanisms for processing,
storing, and retrieving information heavily constrain what kinds of codes the system
can use.

5 A Universal Coding Framework Based on Complex
Temporal Spike Patterns

5.1 The Neural Coding Problem

Understanding the nature of the neural code (the “neural coding problem”) in
central circuits is arguably the most fundamental problem facing neuroscience
today. Without an understanding of the precise nature of the “signals of the sys-
tem,” we cannot have a firm grasp of the nature of information processing and
storage in brains. Neuroscience today is in a situation comparable to cellular
biology and genetics before DNA nucleotide sequences came to be understood as
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the primary vehicle for inheriting and expressing genetic information. However,
neural coding is rarely explicitly mentioned as an unsolved problem in neuro-
science. Although interest in neural coding has undergone cyclical changes from
decade to decade, it has never yet risen to the forefront of neuroscience.

A common tacit assumption in mainstream neuroscience is that the coding
problem has already been solved, that the brain is a large, complex connectionist
network. The instantaneous functional states of the system are thought to be pat-
terns of average firing rates across neurons, and its structural informational states
are thought to be characterizable in terms of interneural connection weights. The
instantaneous functional state (mental state), taken together with the structural state
(the “connectome”), is thought to determine how the system behaves. Note that
these assumptions only hold to the extent that spike timing and temporal relations
between neurons (intra- and inter-neuronal time delays) have no significant role in
informational functions. Solving the neural coding problem is critical for inter-
preting the functional significance of specific neuronal connection patterns.

Neural codes, as discussed here, are the functional signals of the system, those
neuronal activity patterns that have functional significance for information pro-
cessing in the brain. Different kinds of informational distinctions (e.g., perceptual
attributes, thoughts, desires, affective states) and their specific alternatives (e.g., for
the visual attribute of color, the distinctions of red vs. blue vs. green vs. yellow) are
mediated through specific patterns of neural spiking activity. These specific types of
patterns and different patterns within a type constitute the neural codes [65–69].4

This notion of coding is related to the conception of a sign in semiotics as a
distinction that has functional significance for its user. A sign, in Gregory Bateson’s
phrase, is a “difference that make a difference.” A neural code is a pattern of activity
that makes a functional difference in the brain, i.e. a difference that alters internal
functional states and subsequent behavior. To go further, some spike patterns may be
meaningful, having consequences for internal states or overt behaviors, whereas others
that are not interpretable within a coding scheme may not constitute a coherent internal
message, and so would not be meaningful to the system. Examples of the latter might
include uncorrelated “spontaneous” spike patterns, spikes generated during epileptic
seizures, and incoherent firing patterns produced under general anesthesia.

5.2 Types of Neural Codes: Channel Codes and Temporal
Codes

Neural pulse codes can be divided into two types: channel codes and temporal
codes. In channel codes, activation of particular subsets of neurons (channels)

4The functional definition of neural coding is different from formal, information-theoretic
Shannonian estimates of channel capacities that are independent of whether or not the system
makes use of the different states.
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conveys distinctions (e.g., through across-neuron firing rate profiles), whereas in
temporal codes particular temporal patterns of spikes convey distinctions. Temporal
codes can be further divided into those codes that depend on temporal patterns of
spikes irrespective of their times-of-arrival (spike latency) and those codes that
depend on the relative latencies of spikes. Temporal pattern codes based on
inter-spike intervals appear to subserve auditory pitch and cutaneous
flutter-vibration sensations, whereas relative time-of-arrival codes appear to sub-
serve various stimulus localization mechanisms based on temporal cross-correlation
in audition, somatoception, and electroception.

Connectionist theory adopts the assumption that the central codes operant in brains
are firing-rate channel codes, whereas the neural timing net theory outlined here posits
that these are complex temporal pattern codes. Thus, for most of the history of modern
neuroscience, channel coding has been adopted as the conventional, default assumption
and with it, connectionism as the default neural network assumption. However, a
significant minority opinion has involved proposal of various kinds of temporal codes
as alternatives [65]. Early examples include Rutherford’s “telephone theory of neural
coding,” Troland’s temporal modulation theory of hearing, Wever’s temporal volley
theory, the Jeffress’ model for binaural localization, and Licklider’s duplex model for
pitch perception. There has likewise always been an alternative tradition for temporal
processing architectures as well [70–74]. We have discussed many of these various
neural coding schemes elsewhere [69, 75, 76].

5.2.1 Types of Temporal Codes

In simple temporal codes (Fig. 5a), one temporal parameter conveys one perceptual
distinction. For example, in the early auditory system, times between spikes (interspike
intervals) carry information about the periodicities of sounds. At these early auditory
stations, the neural code for pitch involves the mass statistics of interspike intervals
amongst whole populations of neurons [49, 69, 79]. The pitch that is heard corresponds
to the most common interspike intervals that are produced by the population. The
sensation of flutter-vibration has a similar basis in simple interspike interval patterns.
Binaural auditory localization in the horizontal plane utilizes sub-millisecond spike
timing differences produced by corresponding neurons in neural pathways that origi-
nate in the two ears. Analogous examples exist in nearly every sense modality [76].

Complex temporal pattern codes can be formed from combinations of simple
temporal-pattern primitives (Fig. 5a–c). Here different orthogonal types of temporal
patterns encode different independent primitive features. For example, for a musical
note-event, the different dimensions of pitch, loudness, duration, location, and tonal
qualities (timbral distinctions) would be conveyed via different types of temporal
patterns of spikes that were produced concurrently within some population of
auditory neurons (Fig. 5c). Combinations of specific temporal patterns present at
any given time form a feature-vector whose dimensions are determined by the
pattern types.
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Complex temporal codes can potentially be conveyed in single units or in the
pattern-statistics of spike time patterns in ensembles and populations. The various
patterns can be interleaved or embedded in other patterns of spikes (Fig. 5b),
permitting signal multiplexing (concurrent transmission of multiple types of signals
over the same neuronal transmission lines). A complex temporal coding scheme
that was proposed in the past for multiple cutaneous sensory qualities [78] provides
a concrete example of how such codes might be organized.5

A neural code must convey two types of information: the type of distinction the
signal conveys (e.g., pitch or color), and the attribute distinction itself (e.g., a particular
pitch or color). In channel codes, the identity of the channel (which neuron, as
determined by its place in the network, its interconnectivities) conveys informational
type, whereas patterns of channel activations convey different attribute values. For
channel-coding schemes, neural channel-identities maintained via specific intercon-
nections are absolutely critical for function. A neural firing rate is meaningless to the
rest of the system without the identity of the neuron that is firing. Connectionist
networks are completely dependent on the maintenance of highly regulated connec-
tivities (“synaptic weights”).

In contrast, because complex temporal codes embed the type of the signal in the
form of the message, highly specific interneural connectivities and signal trans-
mission paths are no longer essential for function. Temporal codes thus permit

Fig. 5 Temporal codes. Idealized spike trains illustrate different coding schemes. a Simple and
complex temporal pattern codes: top interspike interval code (e.g., for pitch or flutter-vibration);
middle multiplexing of two different interspike intervals related to different types of information;
bottom complex pulse pattern code. b Multiplexing of three complex temporal patterns associated
with different types of cutaneous sensation (after [76]); bottom spike train shows interleaving of
the different signals. c Hypothetical spike latency pattern scheme for encoding different attributes
of auditory events (pitch, loudness, timbre, duration). d Hypothetical universal scheme for
encoding event-patterns that includes event attributes and the relative timings of events

5As far as we know, Emmers’ findings have not been replicated experimentally by others, so the
neuronal reality of this powerful, multidimensional coding scheme is unproven.
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“signals to be liberated from wires.” As long as the patterns can propagate to other
populations, the specific paths they take does not change the nature of the messages
sent. Thus this mode of neural communication enables broadcast modes of signal
distribution. Neuronal assemblies downstream can be selectively tuned such that
they respond to particular temporal patterns embedded in their inputs. Broadcast,
multiplexing, and selective tuning enable decentralized communications in which
tuned neural assemblies can respond only to those incoming signal patterns that are
relevant to their functional roles. Here a “neural assembly” is used in the
Hebb-Lashley sense of a functional organization of a set of neurons—a given
neuron may participate in many different neural assemblies that are organized
around different tasks [80]. Some codes may be restricted to local neuronal pop-
ulations (e.g., restricted cortical regions) that handle specific types of information,
whereas others may be propagated more globally, re-broadcast by the hippocampus,
and then consolidated into long term memory.

Finally, complex temporal codes can represent patterns of events that occur over
different time scales. If a sequence of musical notes is played, such as a motif or a
melody, a temporal code that can encode all of the attributes associated with the
individual events can also encode the timings of the events (Fig. 5e). Thus rhythmic
pattern and musical meter can be encoded on coarser timescales and the same
coding framework can handle different levels of musical organization.

5.2.2 Evidence for Temporal Codes

Temporal codes are found in a very wide range of sensory systems [66–69, 75–79].
Temporal codes in sensory systems have been found with sub-microsecond spike
timing precisions (electroception), microsecond precisions (bat and cetacean
echolocation), sub-millisecond precisions (auditory, somatoception, vision), and
still coarser (olfaction, gustation).

Generally speaking, auditory systems tend to have the highest frequencies of the
synchronization of spikes with stimuli. In the auditory systems of barn owls, who
use spike timing to localize their prey in the dark, spikes fire in time with the fine
structure of sounds up to periodicities of 10 kHz. In humans and cats, primary
auditory neurons phase lock up to roughly 5 kHz. Next, spike synchronizations to
electrical shocks delivered to the skin approach rates up to about 1 kHz. Visual
neurons lock to modulations in luminance up to roughly 100 Hz.

Temporal codes are found not only in sensory systems in which spikes follow
the fine time structure of the stimulus, such as hearing and touch, but also in sensory
systems such as vision, where eye movement transforms spatial luminance patterns
into correlated temporal patterns at the retina. Even in the chemical senses of smell
and taste, and in color vision, differences in the temporal response properties of
sensory receptors produce corresponding characteristic temporal patterns of
spiking.

In general, the most obvious temporal codes are found near sensory receptor
surfaces. In early stations of the auditory system, spike timing is most abundant and
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its functional role most obvious. However, as one proceeds up ascending sensory
pathways, stimulus-related timing information is mixed with other kinds of infor-
mation and in some cases smeared out such that stimulus-related fine timing
information above roughly 100 Hz becomes successively less apparent as one
proceeds to the cortical level [75]. In the auditory system, despite considerable
progress, cortical representations for basic auditory attributes such as pitch and
loudness are still poorly understood [81].

In lieu of strong coding hypotheses, it is difficult either to confirm or entirely rule
out prospective candidate codes at the cortical level. Thus the complex temporal
pattern-coding scheme outlined here is a very tentative hypothesis. If complex
temporal codes do exist in central circuits that subserve the representation of all
simple sensory attributes associated with events (e.g., the timing, duration, loud-
ness, pitch, and timbre of a single musical note), they may involve timing patterns
that are difficult to observe because they are distributed across neurons and/or not
rigidly synchronized either with the stimulus or each other.

Although temporal patterns associated with fine temporal structure above a few
hundred Hz are not abundant at the cortical level, temporal patterns of neuronal
response associated with the slower successions of onsets and offsets of discrete
sensory and motor events (periodicities <10 Hz) are very prominent. The precision
of the coding of these onsets, on the order of 100–200 μs, is maintained all the way
up the auditory pathway. Temporal patterns related to patterns of musical events,
flashing lights, electric shocks, and tactile pulses are widely observed in evoked
electrical and magnetic activity over large parts of the cerebral cortex [34, 46].

Musical rhythm is thus a prime candidate for temporal coding. Patterns of event
onsets are seen widely in averaged electrical and magnetic auditory evoked
potentials and also more recently even in single trial stimulus presentations. At
present, it is possible to determine which of two auditory streams a listener is
attending on the basis of the corresponding rhythmic pattern of neuronal response in
an EEG or MEG signal. Even beats that are expected, but not presented or heard, as
in a syncopated meter, produce observable responses at the times when the
acoustically sounded beat was expected to arrive [82–84]. Actively imagining a
rhythmic pattern facilitates the pattern in neuronal cortical populations such that it
can be observed in EEG recordings.

Rhythms in speech, though less regular and not as well defined as their coun-
terparts in music, likewise produce corresponding temporal patterns that reflect
acoustic contrasts [52, 85]. Recently rhythmic patterns of neuronal response
associated with different levels of sentential organization (e.g., syllables, words,
phrases, sentences) have been observed at the cortical level [86].

All of these phenomena argue for direct temporal coding of rhythm in music and
speech at all levels of auditory processing. Coarse rhythmic patterns (<10 Hz) are
supra-modal, with neural temporal responses that are very widely distributed across
cortical regions [46]. The ubiquity of these correlated neural response patterns may
explain how musical rhythm can provide a cross-modal temporal scaffold for
movement and memory [87].
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In the last decade, there has been a renewed interest in brain rhythms, and many
of these phenomena have been interpreted in terms of oscillatory dynamics of
neuronal populations [86, 87–89], rather than under the rubric of temporal codes
[49, 51, 90]. It is important to distinguish between evoked, exogenous rhythms that
reflect driving stimulus periodicities both from endogenous rhythms produced by
intrinsic dynamics of neuronal excitation and recovery and from induced rhythms
that are triggered or released by external stimulus events. The focus is usually on
entrainment and induced rhythms rather than stimulus-locked synchronization or
stimulus-related periodicities. Synchronization is often regarded as a passive
process, in contrast to “active modification of ongoing brain activity” in entrain-
ment [51]. Note, however, that for every observed oscillation, there is an associ-
ated temporal organization of spiking activity. Recent evidence points to
substantial functional roles for both evoked and induced rhythms in the grouping
and analysis of speech and musical events. Oscillatory dynamics of cortical neurons
may govern temporal processing windows for music and speech [89, 91, 92] in a
manner that limits the rate at which events and their various attributes can be
accurately represented. In terms of neural coding, the durations of these windows
may place constraints on how fast complex spike latency codes (such as the code of
Fig. 5c), which require different readout times for different attributes, can be pro-
duced and processed.

6 Neural Architectures for Temporal Processing

What kinds of neural architectures would be needed to utilize a temporal coding
framework such as the one outlined above?

6.1 Basic Plan of the Brain

The basic structural plan of animal brains [93] is well-conserved phylogenetically.
Despite its apparent neuroanatomical complexity, brains consist of a relatively
small number of component subsystems and neuro-computational architectures.
First and foremost, as neuroscientists have understood for more than a century now,
the brain is a network of recurrent pathways. These have variously been called
loops, neural circuits, re-entrant paths, and nets with circles.

The brain can thus be regarded as a network of neuronal circuits, i.e., large
numbers of interconnected neuronal loops that contain excitatory and inhibitory
neurons with local connections, and excitatory (and sometimes inhibitory) neurons
with longer range projections. Many different canonical neural circuits have this
recurrent organization (e.g., thalamocortical loops, cortico-cortico re-entrant path-
ways, and hippocampal loops). The systematic sets of recurrent pathways in the
hippocampus have been often regarded as computational substrates for an
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auto-associative memory mechanism. Different regions of the cerebral cortex are
reciprocally connected to neighboring ones by local connections and to more distant
cortical regions by white-matter long-range axonal tracts. However, closed cyclical
chains of excitatory neurons without inhibition create positive feedback loops that
quickly saturate. By regulating the amount of inhibition, the loop-gains of these
circuits can be modulated from their resting, slightly attenuating state, in which
incoming neuronal activity patterns die out, to states of attention.

For the most part, neuroscience has been more focused on the neuroanatomy of
connections, i.e., “the connectome,” than on temporal relations within and between
the various neuronal populations. However, for timing theories of brain function,
each connection between neural elements has not only a synaptic weight, but also
time delays associated with axonal and synaptic transmission. Each of these various
loops have characteristic time delays associated with them: short-delays for local
circuits and longer ones amongst more distant neuronal ensembles. The more
numerous unmyelinated axons, with their slow conduction velocities and long
conduction times, yield much longer transmission delays than myelinated axons. In
addition, there are delay processes that are inherent in the recovery dynamics of the
neuronal elements that can perform many of the same neural signal processing
functions as transmission delays.

6.2 Neural Time-Delay Architectures

Purely connectionist networks do not represent time explicitly, except as sequences of
changing spike rates. Time-delay networks, on the other hand, include time delays
between elements that allow them to interconvert temporal patterns and spatial acti-
vation patterns. Early time-delay neuro-computational architectures were proposed for
that utilized binaural time disparities for localizing sounds and monaural interspike
intervals for perceiving periodicity pitches (Jeffress and Licklider models, [52, 59]).

Time-delay networks use coincidence-detector elements with short time inte-
gration windows for handling temporal patterns of spikes, and rate-integrator ele-
ments with long time integration windows for converting spike coincidences to
average firing rates. This “coincidence counting” allows them to interface with
connectionist architectures. In effect, temporal codes are converted to rate-channel
codes. Time-delay architectures can be flexible in their ability to handle both
temporal and spatial information: by tuning delays, one can change synaptic effi-
cacies, and vice-versa.

6.3 Neural Timing Network Architectures

After many years of searching for alternatives to both connectionist rate-place and
time-delay neural network schemes, I proposed yet a third kind of neural network,

Temporal Memory Traces as Anticipatory Mechanisms 125



which I called neural timing nets. For the most part, early work on these networks
involved demonstrating the various time-domain operations that could be elegantly
carried out [94–96].

Temporal pattern codes allow simple form transformations (position shift
invariance), and time warping of patterns yields tempo-invariance of rhythms,
transposition invariance of pitch sequences, and magnification invariance of spatial
forms. Using these kinds of temporal representations, separation of independently
moving or changing forms can be effected. One can easily separate objects on the
basis of invariant relational patterns of elements within objects (fusion, grouping)
vs. the changing relations between elements of different, independently moving
objects (separation).

Neural timing networks consist of arrays of delays and coincidence elements that
operate on temporally-coded inputs and produce temporally coded outputs.
Essentially, everything is kept in the time domain, and neural signals can interact
with each other to sort out common temporal subpatterns. Whereas connectionist
and most time-delay architectures are “connection-centric” (all informational
function depends on particular synaptic connection weightings), neural timing
networks are “signal-centric” (action lies in interactions between signals: “signal
dynamics”).

The signal-centric nature of the networks (and networks processing based on signal
dynamics) sidesteps many of the problems of connectionist and time-delay network
architectures, in that precise and elaborate point-to-point connections are not needed for
such networks to function. It is enough to bring the various neural signals into the same
regions at approximately the same time. By operating on the temporal pattern statistics
of ensembles of neurons, as long as there are some points of interaction, it no longer
matters whether this or that neuron produced this or that output.

Feedforward timing nets (FFTNs) are arrays of coincidence detectors and delay
lines that cause temporally patterned signals to interact. Various correlation and
convolutional operations can be carried out, enabling multiplexing and demulit-
plexing of signal primitives. In FFTNs the spike train signals collide, interact,
interfere, and/or mutually amplify each other, essentially performing
correlation-like filtering signal processing operations in the time domain.

Compared to connectionist networks, the temporally coded representations and
signal processing operations are more iconic and analog in character and more
parallel in implementation. Template matching can be realized by injecting a
temporal pattern archetype into the network, which will serve to amplify any
incoming temporal pattern signals that have significant correlations with it.
Content-addressable search can likewise be realized by injecting temporal patterns
related to the features that one is interested in. Other neural signals circulating
within the network will interact with the search signal if and only if they have
feature-related temporal subpatterns in common. Essentially complex temporal
pattern signals can implement a vectorial representation in which the signals
themselves can sort out those dimensions that they have in common. The infor-
mational operations involve “pattern resonances” [97]. The processing scheme as it
currently stands is provisional and still in a rudimentary state of development.
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Nonetheless, it appears to be much more flexible than any connectionist scheme we
have seen to date.

7 Temporal Mechanisms for Short-Term Regenerative
Memory

Most high level accounts of brain function posit networks of recurrent pathways
(re-entrant loops, neural circuits) that support a dynamic, working short-term
memory coupled to a more permanent long-term memory mechanism that permits
storage and retrieval of relevant patterns (Fig. 2). Neuronal activity patterns that
have hedonic salience for the animal (i.e., are part of a string of events that leads to
significant reward or punishment) are rebroadcast by the hippocampal formation
such that the patterns are maintained in working memory and later consolidated and
fixed in long-term memory. This rebroadcast can replicate event sequences at
faster-than-real-time rates.

Conventionally, the nature of short-term memory is commonly assumed to
involve subsets of specific neurons in recurrent neural circuits that maintain higher
rates of activity, whereas long-term memory is thought to involve changes in the
effective connectivities between neurons at synapses (in neural network terms,
“synaptic weights”). Thus short-term memory is conceived in terms of a complex
reverberation pattern of neuronal activations, while long-term memory is thought to
entail more permanent synaptic changes.

In addition to feedforward timing nets, there also can be recurrent timing nets
(RTNs), in which there are arrays of delay loops that span a wide range of recur-
rence times. RTNs were initially conceived as models for pitch- and rhythm-based
grouping and separation mechanisms [94–96]. For both pitch and rhythm, repeating
waveforms and temporal event patterns respectively create strong temporal
expectancies and groupings. Our auditory systems easily separate concurrent
sounds with different fundamental frequencies (F0 s), such that we are able to hear
out different musical instruments and voices when they are mixed together. RTNs,
which act in a manner similar to adaptive comb filters, separate out the respective
temporal patterns of multiple speakers with different voice pitches and of multiple
musical instruments playing different notes.

Recurrent timing nets are perhaps the simplest kind of reverberating, temporal
memory that can be imagined (Fig. 6a). Here an incoming pattern is compared with
a delayed circulating pattern; and if the recurrence time of the delay loop is equal to
the repetition time of a repeating pattern, then the pattern is facilitated (builds up) in
that particular loop. If the difference between the circulating and the incoming
pattern is also computed, then the difference signal can be fed into the array. Each
delay loop creates an expectation of what the next incoming signal fragment will
be. (The expectation is a primitive anticipation in that the recent past is used to
predict the near future.) In the case of a repeating pattern of auditory events, each
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delay loop is making a temporal prediction about when the next event will occur.
And if the event-attributes (timing, loudness, pitch, timbre, duration, location) are
also encoded in time via a complex, multidimensional time code, then it creates
expectancies for those also.

The RTN delays can be either monosynaptic (recurrent collaterals) or polysy-
naptic (delay paths through networks, Fig. 6b). The number of recurrent
monosynaptic 2-element paths in a fully connected network of N elements is on the
order of N2. The number of paths increases combinatorially with maximum
path-length M, roughly as MN. Although the brain is thought to be more like a
small world rather than a fully interconnected network [98], all neurons are thought
to be interconnected by at most three or four interneurons. The number of delay
paths is still astronomical, far greater than even the combinatorics of individual
synapses (because each synapse connecting two neurons has a delay associated
with it).

If the synapses are spike-timing dependent (inhibited/facilitated by recent spike
correlation history), then the repeating pattern will flow through those delay-paths
that have recurrence times equal to the pattern repetition time. Other paths with
other delays that are not in the pattern will be temporarily inhibited. In this manner,

Fig. 6 Recurrent timing nets (RTNs). a An array of delay loops and correlation-facilitated
coincidence detectors. A periodic pulse pattern fed into the network maximally facilitates itself in
the delay loop, whose recurrence time is equal to the duration of the repeated pulse pattern, not
unlike a time-domain implementation of a comb filter. Such a network stores temporal patterns in
the delay loops. Multiple periodic patterns sort themselves out in the different delay loops, which
then function as complex pulse pattern-oscillators. b Alternative implementation of a neural timing
net in a richly interconnected network of coincidence-facilitating elements. A pulse pattern is fed
into the leftmost, input layer and delay paths corresponding to the internal delay structure of the
stimulus are facilitated (gray arrows, black coincidence elements). The reverberating patterns are
regenerated within the network (synfire cycles)
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to whatever degree there is repetition, the recurring time structure of the rhythm
input will build up in the network. If there are only locally repeating patterns, say
ABCABCCABBCDEFAB, which has a maximum repeated pattern length of 2
(AB), then the network will revert to the probabilities of shorter sequences. This
becomes a neural implementation of a variable-order Markov chain that can adapt
to variable N-gram lengths. The system thus predicts specific, longer sequences
when those have been presented in the not-too-distant past, but in lieu of repeating
sequences reverts to Bayesian statistics.

Timing-dependent synapses support competition between signals and
winner-take-all dynamics (facilitation of one set of signals inhibits others), as well
as the possibility of regenerative, self-facilitating “synfire cycles.” These differ from
synfire chains [73, 99, 100] in that the temporal pattern statistics, rather than which
neurons are firing, encode particular attribute distinctions. The regenerative cycles
in effect would constitute a temporal echoic and working memory buffer that would
hold the temporal patterns (maintaining the statistics of the patterns) such that they
could be compared with incoming ones.

8 Temporal Mechanisms for Long-Term Memory

Lastly, a general theory of brain function needs to account for a second memory
mechanism by which permanent, stable long-term memories are laid down and their
contents retrieved. The nature of the storage mechanisms operant in brains,
Lashley’s “engram” [80], is a fundamental problem that is intimately related to the
neural coding problem. The competing theories of memory parallel those of neural
coding and neural architectures [34, 101].

As Lorente observed, “permanent circulation of impulses in neural chains”
cannot be the basis for long-term memory because these memory traces survive the
cessation of neuronal activity that occurs under anesthesia, deep shock, and
hibernation [102]. Like short-term memory, long-term memory is
content-addressable. Neuronal activity associated with any attribute can be used to
activate long-term memory traces that encode that attribute. Two alternative types
of temporal long-term memory mechanisms can be envisioned that could store and
retrieve events encoded via complex temporal spike patterns.

8.1 Formation of Time-Delay Networks for Recognizing
and Producing Temporal Patterns

The first possibility tunes up time-delay networks to produce the complex temporal
patterns that are to be stored. First the temporal patterns are repetitively presented to
neuronal populations such that synapses with offsetting time delays that produce
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spike-timing correlations within the local network are strengthened via
spike-timing-dependent plasticity (STDP). The result would be that the repetitive
complex patterns presented to the network would be assimilated in a manner similar
to what was observed under the electrical conditioning experiments discussed
earlier [58]. Subsequent activation of such a network might reproduce the con-
solidated delay pattern, thereby recreating the stored complex temporal pattern and
injecting it into the rest of the network such that it can interact with signals that are
currently circulating in regenerative short-term memory.

This explanation has the merit of relying on the same kinds of synaptic changes
as connectionist theory. There is a great deal of accumulated biophysical evidence
of semi-permanent changes in synaptic efficacy with use, and this process could
involve those mechanisms. In effect, the neuronal assemblies become time-delay
networks that are configured from past experience. These can become activated by
incoming temporal patterns to facilitate channel activations (connectionist account)
and/or to emit temporal patterns (timing net account).

8.2 Polymer-Based Time-Space Molecular Memory
for Storing Temporal Patterns

A second possibility is that of a molecular memory that stores time patterns.
Molecular memory mechanisms have been discussed for some time [103], and
many are inspired by the power of the genetic nucleotide sequence code.
A temporal molecular memory is attractive because it does not depend on partic-
ular, highly specific synaptic connections. Theories of RNA-based molecular
memory (“memory RNA”) that were inspired by planaria memory transfer exper-
iments were popular in the early 1960s, but due to failures to clearly replicate the
basic transfer phenomena, this entire field was defunded at the NIH for a genera-
tion. In recent years, research on possible molecular memory mechanisms has been
revived [64].

Complex temporal patterns lend themselves to instructional “tape recorder”
memory mechanisms [33, 101, 104] that preserve temporal relations between
events. If the attributes of the events are also temporally coded (e.g., sensory
features of a particular place in a maze), then such temporal memory traces can
serve as universal memory mechanisms whose form need not be radically trans-
formed in the storage and retrieval process. I have previously proposed a mecha-
nism similar to the scheme in Fig. 7 [105].

One potential molecular mechanism is that time patterns of intracellular ionic
fluxes could be converted to spatial patterns of markers on polymers [106]. We
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know that there are polymerases that move down the length of polymers, pre-
sumably at a constant average speed, and that there are also mechanisms for
reversibly labeling the side chains of these polymers (e.g., methylation). Thus it is
conceivable that temporal patterns of ionic fluxes (e.g., related to local calcium
concentrations) could be laid down along the length of a polymer by a writing
enzyme (there are much higher concentrations of DNA methylase in the nervous
system than in other tissues). A second reading polymerase could scan the polymer
at the same (or even faster) rate than the writing enzyme, thereby reading out the
pattern. If all neural information related to relative event timings, attributes, and
resulting reward or punishment is stored, as conditioning studies suggest, then a
faster-than-real-time readout mechanism becomes a relatively simple means of
predicting the future hedonic consequences (reward or punishment) of a present
situation or course of action.

Fig. 7 Hypothetical scheme for long-term molecular storage of temporal patterns. a A sequence
of temporally correlated events (1–3) that lead to a reward event (4). b Internal spike patterns
produced by the internal events (e.g., encoding event-feature attributes). c Polymer (double lines)
consisting of a backbone chain plus side-chains that can be chemically modified (e.g. methylated).
A polymerase moves along the polymer backbone, adding a side-chain marker whenever the
neuron is depolarized (or ionic concentrations change). The polymerase moves at a constant speed
down the chain, thereby converting temporal pulse patterns to spatial patterns of markers on the
polymer. d A second type of polymerase that moves down the chain at a faster rate, triggering
ionic fluxes and generation of action potentials when a marked side chain is encountered. Such a
mechanism would enable faster-than-real time readout that could subserve anticipatory steering of
action

Temporal Memory Traces as Anticipatory Mechanisms 131



9 Conclusions

A theory of brain function based on complex temporal pattern spike codes, neural
timing net architectures, and temporal memory mechanisms is outlined. Short-term
temporal pattern memory entails regeneration of complex temporal patterns of
spikes, whereas long-term temporal pattern memory could involve either tuning of
time-delay networks or a polymer-based time-space molecular mechanism.
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Influence of the Cerebellum
in Anticipation and Mental Disorders

Pascal Hilber

Abstract The cerebellum is involved in motor coordination and motor learning.
Cerebellar plasticity can serve as a cellular basis of learning. Data obtained from
humans and animals led to the supposition that this structure could be a comparator
and play a crucial role in sensory anticipation and online sensorimotor control.
Internal models aid in executing motion precisely and harmoniously with or without
external sensory feedback. The analogy between control of body part motion and
manipulation of mental representation suggests the cerebellum’s possible involve-
ment in non-motor mental functions. Moreover cerebellar-lesioned or mutant ani-
mals exhibit cognitive and emotional disturbances, especially high reactivity to
environmental changes, behavioral disinhibition, and stereotyped behavior. All
these results and theoretical approaches support the idea that the cerebellum and its
role in anticipation could represent an interesting field of investigation in the
pathophysiology and the treatment of neuropsychiatric disorders such as autism.

Keywords Anticipation � Cerebellum � Internal models � Psychiatric disorders

1 Introduction

In order to adopt adequate behaviors in their living environment, individuals must
learn about it and anticipate the consequences of future motions and actions on their
current state. Mental disorders, such as autism, are often associated with inadequate
behaviors which can be regarded as a loss or lack of adaptative potential and the
inability to anticipate environmental disturbances (see Brisson1). Studies in antic-
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ipatory behaviors and their disorders bring together various areas of psychology,
medicine, and neurosciences [1]. The mental disorders are sustained by neural
activity disturbances and brain structure alteration. Among these structures, the
hippocampus, the basal ganglia, and the cerebellum seem to be of more particular
interest because of their complementary crucial roles in adaptive learning, memory,
and anticipation [2]. Taking both Nadin’s ideas [3] and Doya’s proposition [4] into
consideration, one can conclude that the basal ganglia and the reward system would
be more involved in the expectation and the cerebellum in the internal model [5],
prediction [6], and sensory anticipation [7]. The present article aims to highlight
why this often neglected structure could be a good candidate for studying antici-
pation system alterations in mental disorders.

2 Cerebellar Functions, Pathologies, and Symptoms

In the French Encyclopédie (1751–1777), Albrecht von Haller wrote, “What is the
specific function of the cerebellum? We do not know, just as we do not know the
functions of many parts of the cerebrum. However, its function must be important
since it is present in many species.” In 1897, AndréThomas [8] (cited in [9]) held
that “the cerebellum records peripheral excitations and central sensations and reacts
to them […] it’s an equilibrium reflex center.” In 1824, Jean-Pierre Flourens [10]
confirmed the cerebellum’s motor role. Working on many animal species (e.g., frog,
adder, cat, mole, duck, pigeon), he demonstrated that progressive and methodical
ablation of the cerebellar layers provokes locomotor impairment but not intellectual
alteration. Since that time, the cerebellum has long been considered as a structure
involved only in motor control; its involvement in cognitive processes (including
motor cognition) was greatly neglected. (For a historical review, please see [11].)

Three centuries later, Schmahmann and Caplan concluded, “the traditional
teaching that the cerebellum is purely a motor control device no longer appears
valid, if, indeed, it ever was” [12]. In fact, psychiatric disturbances were consis-
tently observed in several forms of spinocerebellar ataxias [13–19], dementia,
psychosis, depression, verbal and visual memory dysfunctions, and low intellectual
performance—as well as deficiencies in mind processes. Cognitive and affective
alterations have also been reported in numerous congenital and acquired lesions of
the cerebellum [20, 21], such as disturbances in visuo-spatial organization, lan-
guage, figural memory, speed of information processing and sequencing functions,
and planning of daily activities. Lesions of the cerebellum can also disturb two
types of motor learning: eye-blink conditioning [22] and acquisition of postural
adjustment (see more on this below).

Structural and functional abnormalities were also clearly observed in subjects
with mental disturbances [23], as revealed in cases of major depressive [24] and
bipolar disorders, schizophrenia [25], attention-deficit hyperactivity [26],
obsessive-compulsive disorders [27], developmental dyslexia [28, 29], and autism
[30].
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Schmahmann and Sherman [31] described the Cerebellar Cognitive Affective
Syndrome (CCAS), which comprises executive function impairments (concerning
attention shifting, abstract reasoning, and working memory), disruption of planning,
visuo-spatial and spatial memory deficits, language problems, and affective changes
characterized by disinhibition and maladaptive behaviors. The processing disrup-
tion leading to motor and/or non-motor dysmetria was named Universal Cerebellar
Impairment (UCI) [12, 31–33].

3 Motor Cognition, Cerebellar Plasticity and Anticipation

Sensory motor learning and timing of muscle activation are classically impaired in
cerebellar patients [32]. The cerebellum is a crucial actor in the acquisition of
complex motor pattern during walking and equilibrium learned tasks [34].
Locomotor learning abilities were widely investigated in cerebellar rodents and the
results are consensual: equilibrium motor learning is not completely abolished but
strongly affected in cerebellar-lesioned animals. Furthermore, destruction of the
inferior olive, the only source of the cerebellar climbing fibers, also leads to deficits
(for a review see [35]).

Focused degeneration of the cerebellar cortex in mutant mice provokes strong
alterations of complex sensorimotor learning capabilities. For instance, motor
coordination and motor learning were thoroughly investigated in Lurcher mice
(+/Lc) with early and complete loss of PC and olivocerebellar pathway [36–39].
When daily trained on the rotarod (a horizontal rotating pole on which rodents must
learn to remain by adopting walking strategies), these mice remained able to improve
their performance [38, 40]. The sensorimotor learning capabilities were also partially
preserved in +/Lc in motor tests other than the rotarod: elevated unstable board, coat
hanger, static beam, and rotating grid tests [39, 41–43]. Nevertheless, the data
obtained clearly indicated a strong delay in a) improving their equilibrium perfor-
mances (i.e., the latency before falling from the apparatus) and b) adapting behavior
to the task (that is, to use a synchronous pace on the mast in the rotarod test) [40].
Lastly, the lack of cerebellar cortex in +/Lc not only altered their learning rate, but
also impaired their maximal performance in comparison with control mice.

In consideration of all these results, we suggested that the proactive body
adjustments (also named anticipatory body adjustments) elaborated during training
solicited a high transcerebellar loop, implicating the cerebellar-thalamic-cortical
pathway [40, 44], which was henceforth described as an activated network after
motor training on treadmill running in rats [45].

Motor learning is associated with cerebellar cognitive processes [6, 46]. The
involvement of the cerebellum in motor cognition (i.e., learning processes) is
closely related to its role as a motor regulator and anticipatory system supporting
internal models of the motor system [47]. In these models the cerebellum generates
possible states regarding the forthcoming sensory (through a feed-forward model)
and motor (through an inverse dynamic model) state of the organism [6, 47–52].
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These models are then applied through an internal feedback process in order to
correct the instructions to be delivered to the peripheral effectors. In the Marr-Albus
model, the parallel fiber (PF)–Purkinje cell (PC) synapse strength is modulated
through teaching signals provided by climbing fibers. This modulation serves as a
basis for learning processes [53]. The functional plasticity of the cerebellum sup-
ports its role in motor learning. Long-Term Depression (LTD) is a modulation of
the synaptic signal after training (a reduction response of the Purkinje cells), which
is the biological support for motor learning. Indeed, it was demonstrated, first in
rabbits and in many other species thereafter, that the PF-induced PC activity was
diminished when PF and CF discharges occurred simultaneously [54].

From a pragmatic perspective, “motor learning” can be viewed as a cognitive
function corresponding to the acquisition and enhancement of anticipatory capa-
bilities during training sessions. In other words, it corresponds to the anticipation of
potential learned errors resulting from an action. This entails acquiring efficient
dynamic internal models of the motor system. Thus, in a supervised learning model
and due to cellular plasticity, the cerebellum also learns and stocks the “error
signal” in order to anticipate [55, 56].

4 Spatial Cognition, Cerebellum and Anticipation

The Morris Water Maze Test is the classical test used to investigate spatially
mediated behaviors in rodents. Briefly: mice or rats are daily trained to find an
escape platform in a circular pool filled of water. Available visual information
shows that the animals create a cognitive map, and the time needed to find and to
reach the platform decreases with training. These cognitive processes, highly
hippocampal-dependent, were also investigated in many cerebellar animals con-
sequent to the visuo-spatial disabilities observed in cerebellar patients. Spatial
learning deficits were reported in the above-mentioned Lurcher mutants [57]; and
total cerebellectomy induced alteration of spatial memory in mice [58]. Moreover,
destruction of the olivocerebellar pathway with 3-acetylpyridine [59], or syn-
chronous and rhythmical activation of the olivary neurons by harmaline adminis-
tration [60], elicits visuo-motor, spatial learning, and spatial memory deficiencies in
rats. Since activation and lesion of the olivocerebellar pathway have similar effects,
the conclusion is that normal functioning of this pathway is required for achieving
spatial learning. All the data obtained illustrates that the cerebellar cortex and its
afferents are of global importance for performance of the spatial task.

The MWM was first used to show the hippocampal implication in spatial
learning and memory [61, 62]. The cerebellar spatial impairments differ markedly
from those observed in animals with hippocampal or cortical lesion [63–65]. In a
complementary and elegant experimental approach with the star maze, Passot and
his colleagues proposed a neurocomputational model of the cerebellar contribution
to the spatial event, including internal models and anticipation [66]. The cerebellum
would not directly contribute to the elaboration of cognitive maps, but would be
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essential as a “predictor” in selecting the appropriate motor procedure to explore the
environment and to reach the anticipated position of the goal. From an integrative
viewpoint, Gross et al. [67] proposed that the spatial functions of the cerebellum,
whatever their precise nature, lie in its contribution to neuronal circuits, involving
structures such as the fronto-parietal association cortex, the limbic system, the
superior colliculus, or the basal ganglia. Neurocomputational models of sensori-
motor perception were also proposed to explain the complementary roles of these
multiple brain areas in solving a spatial task [67].

5 Emotional Reactivity, Cerebellum, and Anticipation

Anxiety is an emotion based on both anticipation and rumination. One can easily
imagine that the role of the cerebellum is universal: in emotion, as in motor or
spatial processes, it permits, first, learning about the environment that the animals
live in, and, second, anticipating any changes in such environment in order to
produce a shortened time-adapted response. Again, data obtained in Lurcher mutant
mice revealed that cortico-cerebellar alteration provokes great disturbance: cere-
bellar mice are more stressed and less behaviorally inhibited than non-mutant mice
when confronted with a stressful environment or an aversive stimulus [68, 69].
Further animal studies showed that the cerebellum, in particular the cerebellar
cortex, was involved in fear conditioning [70–72]. Parvizi and his colleagues [73]
considered that in human beings the cerebellum plays a modulatory role in some
emotional behaviors, and that such action is the result of learning by pairing context
with emotional response. Cerebellar activation was also recorded in anticipation of
a task of aversive and noxious stimulus in humans [74–76].

6 Cerebellar Anticipation Deficits in Psychiatric
Disorders: A Consensus?

The cerebellar participation of cognitive and emotional processes was confirmed
through very many investigations that revealed cerebellar activation during emo-
tional facial processing, orientation and maintenance of attention, imagined
movements of objects, judgment of spatial orientation, and timing and anticipation
[77–83]. As mentioned previously, patients and animals with cerebellar distur-
bances often exhibit cognitive and emotional disabilities that are not due to motor
control alteration. Nowadays these clinical symptoms and behavioral deficits in
animals are still an enigma, and no real consensus has emerged.

Here we propose that the ability to analyze a situation and to act properly in the
environment is closely related to the ability to anticipate the consequences of our
own actions on such environment. Thus we consider that the cerebellar contribution
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permits a) first to learn, in order to b) thereafter select and adopt oriented and
adapted behaviors in the environment of the living. The discovery of cerebellar
synaptic plasticity made concrete the biological support of such a complex mech-
anism. “Learning” emerges from experiences in the environment and allows for
performance improvement—that is, for quickly adapting to a changing physical
environment—and necessitates dynamic interactions between several neural net-
works organized in loop circuits, differentially involved in supervised, unsuper-
vised, and reinforced learning [4]. The cerebellum participates in acquiring a mental
representation of the world through its role in internal modeling, replacing external
sensory feedback with internal feedback [50]. According to Ito [47, 50], the cere-
bellum would be the real active interface between the environment and its repre-
sentation. As a whole, the studies accommodate the role of the cerebellum as a
supervisor in the optimization of this cognitive process. According to the compu-
tational viewpoint, the internal representation would be learned and stored within
the cerebellum, which allows for adapting behavior to “future-known” sensorimotor
associations. From this point of view, we believe that disorders in anticipation seem
to be a valid common denominator for shedding light on many psychiatric disorders
displaying cerebellar deficits. Among these, Autism Spectrum Disorders
(ASD) appear to be the most representative pathology, with complex aetiology
associated with cerebellar disorders [84–89], potential internal model deficiencies
[90–92], and, unfortunately, the absence of consensus. In fact, cerebellar degen-
eration is one of the most frequent physiological abnormalities observed in ASD
[30, 89].

Because of their specific neural degeneration and behavioral disturbances, the
above-mentioned cerebellar Lurcher mutant mice were proposed as a model animal
model for the study of some biological and behavioral aspects of these mental
disorders [93]. As illustrated in this article, several behavioral tests in animal
models of human psychiatric disorders are based on anticipation (e.g., the Morris
Water Maze test, the rotarod test); but hitherto, too little data in various reports has
been interpreted in the light of anticipatory capabilities and/or disabilities. Serious
consideration of anticipation and internal modeling [94] in mental disorders related
to cerebellar abnormalities would be fruitful in both animal and humans studies. In
the pathophysiology and treatment of mental pathologies with maladaptive
behavior, such as autism, they would represent an interesting field of investigation.
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Anticipation and the Brain

Mihai Nadin

Abstract We are our brains. The study argues for a theory of the brain based on
the brain itself, not on theories generated to explain the world in some of its many
aspects. Consequently, this study of the brain debunks those analogy assumptions,
never confirmed by science, that still dominate brain science. The hypothesis
advanced concerns the distributed nature of brain activity. It describes the role of
interactions, the specific causality characteristic of brain related dynamics, and the
broader questions of cognitive activity associated with awareness of change (usu-
ally subsumed as consciousness). Empirical evidence that brain processes are
anticipatory in nature leads to the conclusion that reproducibility, as defined within
the deterministic experimental method, cannot be expected. Significance for the
performance of the living (reproduction, survival, evolutionary edge, etc.) informs
brain processes and explains their non-deterministic nature.

Keywords Complementarity � Decidability � G-complexity � Interaction �
Reactive brain � Anticipatory brain

1 Prediction

In the age of computation, consider X to be the next focus in science. In a time
shorter then what it took for scientists and technologists to define, test, and deploy
X, there will be a theory and an experimental proof generalizing from X to the
living. The statement (known in a variety of formulations, from very crude to very
subtle) that brains are computers is one example. It took less time than it did to
define, test, and deploy computers, for McCulloch (1949) to come up with the
formulation. Von Neumann, Newell, and Simon, etc. followed suit. The most recent
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such theory is the so-called “nature’s brain.” This “theory” sets forth that nature
itself “learns and remembers past solutions just as our brains do” [1]. The novelty is
that brains, in this theory, are now not von Neumann machines, but learning sys-
tems. This new theory goes on to ascertain: The “spontaneous emergence of…
adaptive developmental constraints brings up the notion of foresight.” The argu-
ment is straightforward: the ability to adapt is analogous to the ability of learning
systems. Since Google DeepMind (i.e., deep learning) succeeded in winning over
the world champion in the extremely complicated game called Go, nature must, of
course, take the same path. The most successful accomplishment of recent science
(“…consider X to be the next focus….” see above) becomes the new theory of how
living nature behaves. The fact that foresight—a notion from which deterministic
science distanced itself—is, in this new theory, associated with nature is in itself
reason enough for further discussion of the anthropomorphic language in which
nature’s “brain” is described.

2 A Hypothesis

The circularity of such pronouncements has been repeatedly pointed out: take the
construct “Theory of X” and examine something different from X from this theo-
retical perspective. The anthropic brain (based on Bolzmann’s anthropic principle),
the holonomic brain theory (Karl Pribam), and similar are good examples. “The
brain is Bayesian” was stated many times by those ignoring the fact that the brain,
of Bayes [2], came up with the Bayes formula. (Actually, it was Price [3], who
edited Bayes’ text.) Different brains developed the algorithm of Bayesian updating
(i.e., inference): reduce the space of hypotheses by using new information as it
becomes available.

However, the rose-colored glasses used to look at the world—in this case the
Bayes formula—do not make the world rosy, but only color the perception of it:
“Nature does deep learning.” Many examples of similar generalizations are docu-
mented in the history of science: “Everything is a mechanism/machine,”
“Everything is a system,” “Everything is a computation.” And so on. “Everything is
Bayesian” is only one more example. It can happen, though rarely, that a biological
theory (such as that of the genetic code) is generalized to a domain different from
that of the living (in this case, genetic computation).

This study argues for a perspective on the brain anchored in the brain, not in the
theories that brains (actually human beings) generate in attempting to explain the
world, that is, in addressing questions that transcend direct human experience. It
also submits a hypothesis undergirded by such a perspective:

1. Brains are embodied in particular forms of living matter distributed in the entire
body.

2. The brain is the locus of interactions that result in the perception of change and
in the awareness of self-change.
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3. Brains are always in anticipation of the actions through which they are
expressed.

4. The dynamics of the living, in particular that of the brain, is of a broader
causality than that of the entities in which it is embodied.

5. Brain processes take place in the domain of meaning.

To reduce the understanding of the brain and its functioning to the quantitative
understanding expressed in the physics of its material embodiment (even of the
most sophisticated expression) is to negate the brain’s expression in the processes
through which minds are constituted. In line with many scientists who realized that
the brain is more than what meets the eyes examining it, Gelfand wondered whether
“… neurons do not have, metaphorically speaking, a ‘soul’, but only electrical
potentials” (Arshavsky [4]). We shall try to address his concerns. Moreover, we
ascertain a model of the brain that corresponds to a thinking body. This model
affirms the holistic nature of thinking, taking into account that the vast majority of
neurons are not concentrated in the brain, but distributed in the entire body.

3 Imprinting—Beyond Lorentz’s Ducks

The international nuclear fusion experiment, the international space station, the
square kilometer array (of radio telescopes), the large hadron collider, are the
highest priority for those institutions that fund the scientific community, with
hundreds of billions of dollars allocated.

The human brain, approached by the European HBP Project (112 partners from
24 countries), the USA-based Brain Activity Map (BAM), Japan’s Brain/MINDS
project are funded in the range of 10 billion US dollars (Figs. 1 and 2).

Inference from the level of funding to the relevance or importance of the subject
could help in recognizing motivations: the “Why?” question. It could even suggest
an awareness of what is possible: to understand the physics of the universe (a
high-order task) or to obtain some insight into how human beings live, think, act,
how they formulate their questions and advance answers to them. The disparity in
allocated resources does not disclose the degree of adequacy of the effort. Even the
most critical voices will not abstain from acknowledging the progress made in the
study of nuclear fusion, in the research of outer space (to which radio astronomy
contributes broadly), or in the study of matter and energy. Physics—up to the 19th
century practiced as natural philosophy—underlies the scientific revolution (to
which Galileo largely contributed). The deterministic foundation came from
Descartes (in respect to causality) and Newton, who made natural law the
expression of human knowledge of the universe. It is not the purpose of this study
to recount the history of physics and the various steps it took to reach the
impressive current state of knowledge of physical phenomena. There is nothing
comparable on record concerning the evolution of knowledge about the living, and
even less about the brain. This is not surprising since beyond Descartes—focused
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on the “pineal gland”—and Newton, all that there is, alive or not, has been con-
sidered as a subject of physics—including the brain.

The living and the physical share at least in the matter from which all that exists
is embodied, in the energy involved in their respective dynamics. Nevertheless, in
seeking knowledge about the living, researchers of all tendencies have acknowl-
edged differences. For the same reason, the history of physics should not be
recounted here; neither will the discussion on the fundamental difference between
the physical and the living be detailed at this time. (Concerning the living, the
reader can consult Rosen [5], Nadin [6], Elsasser [7].) Albeit, it should be noted that

Fig. 1 First-tier science: high priority research nuclear fusion, space exploration, particle physics

Fig. 2 Second tier research: the brain
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the brain has been continuously explained in terms of what physics has ascertained
in its successive steps from a naïve understanding of the world to its current
explanatory models (such as quantum mechanics). The brain has been considered in
relation to the early sources of hydraulic power (fountains, pumps, water clocks). It
was also put in relation to clockwork mechanisms, to steam engines, to telegraphic
networks, to relay circuits, and—surprise! surprise!—to today’s newest machine:
the computer. After quoting MacCormac [8] (“Theory requires metaphors to be
both hypothetical and intelligible”), Daugman makes a striking observation: “But
perhaps like the goslings of Conrad Lorenz…we are too easily imprinted with the
spectacle of the day, the ‘duckiest’ device in sight” [9, p. 33]. (Imprinting describes
the instinctive bonding with the immediate moving objects that birds see soon after
hatching.)

Whoever examines brain research as a major endeavor of our time cannot avoid
a simple observation: “Big Neuroscience” (the name under which brain research is
aggregated) is in reality another name for computer science, or computer-based
experimental physics relying on neuroimaging as its main source of data. In the
issue dedicated to 20 years of MRI, Neuroimage uses the expression “workhorse
method” to describe MRI’s role in cognitive neuroscience [10]. For as long as
looking at the human brain was not possible (unless the subject was dead, i.e., a
post-mortem brain), the focus was on what could be seen from outside: the shape
and morphology of the skull. Shakespeare’s skull was presumably stolen from the
grave with this intention. Phrenology (as study of the shape of the brain was called)
gave way to examining patients affected by the loss of some abilities. The inability
of two of Broca’s [11] patients to talk inspired his desire to establish which parts of
the brain were responsible for this condition. With electricity came the focus on
brains’ electrical signals and electroencephalography (EEG) emerged. It was ini-
tially invasive to the extent of actually not measuring but triggering a variety of
processes. X-rays became the visualization medium in the computerized tomog-
raphy (CT) scanner. The entire scanning technology became a subject of its own. It
extends from CT to CAT (computerized axial tomography) and to PET (positron
emission tomography), which detects the gamma rays emitted from the radioactive
chemical injected. From here to functional magnetic resonance imaging (fMRI), the
progression includes computer visualization and the associated programming that
turns changes in the blood flow in different parts of the brain into images supposed
to represent brain processes. A large number of studies question the method [12].

Yet again, this is not an account of technologies, rather a suggestive sequence of
steps documenting how scientists and doctors have tried to “get into the brain” in
order to understand it. Available methods (the “glasses” through which we look at
the brain) dictated the outcome. With the advent of molecular biology, the focus
was placed on what makes up the grey mass one sees when the skull is opened or
when post-mortem brains are examined. Brain cells continue to be analyzed in
detail; the chemistry and the genetics of the brain are among the most advanced
fields of research. “A brief history of the brain” [13] covers billions of years leading
to the human brain as it is known today. It also reports on the variety of angles from
which the brain was considered. From cells to nerve cells, to neurons, from a
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distributed configuration to a central brain, this is an evolution-anchored narration
impressive in what it ascertains, but also in what it leaves out—or does not yet
understand. Willis [14] suggested something that we can call “the functional
organization of the brain.” Galvani [15] discovered the role of electric signals;
Broca (as mentioned) cortical localization; Ramon y Cajal [16] came up with the
neuron perspective; Loewy and Dale [17] discovered neurotransmitters, etc. (Finger
[18] among others, gives a decent account for such contributions). All these emi-
nent men were consequential in guiding brain researchers. One example: Barlow’s
“neuron doctrine” [19] (as it is called) states that functions of individual neurons
can be extrapolated in order to explain the function of the brain as a whole [20]. To
stick to the imprinting metaphor, various “ducks” lead to various conceptions.
Nevertheless, the controversial aspects of the technology deployed for measuring
the brain are of significance to our purpose, i.e., lending credence to the hypothesis
advanced. There is no denying that research of the brain has resulted in impressive
accomplishments. Still, we know very little about the brain. The major reason for
this is that while the physics of the brain is important, to the extent that the physics
and the chemistry of the living are, they remain a partial description only.

4 The Need for a New Framework

To explain why previous descriptions, anchored in the deterministic paradigm, are
deficient, and to provide a broader context for my hypothesis, we shall proceed in
two directions:

1. Niels Bohr’s notion of complementarity, i.e., impossibility of a clear-cut dis-
tinction between the behavior of a system and its interaction with the measuring
instruments. The particle-wave duality is one of his examples; the distinction
between organic and inorganic chemistry is another.

2. Gödel’s notion of decidability, i.e., ability to distinguish between what is stated
and what is described in the statement.

This suggests that a full non-contradictory description of a complex system is
not possible.

We shall examine each.

4.1 Complementarity

Complementary characteristics cannot be observed or evaluated at all at the same
time. According to this view, we can say that the reactive brain—which is the
subject of physics—and the anticipatory brain—which is the subject of an under-
standing of the living built around the knowledge domain of meaning—are
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complementary. The reactive brain is deterministic to the extent that all physical
processes are: there is a cause (or a multitude of causes) in the past, and there are
effects of the cause, extending from the present, where they can be immediately
observed, to the future, where inferences from a state of the matter to the cause of
the state noticed can be made. (This view was also defined as mechanistic [20].)

The reactive brain admits fractionation, i.e., the reduction to components whose
behavior is aggregated in the behavior of the whole. (For more on fractionation, see
Rosen [21] andLouie [22].) One such examplewas already given: the single neuron in
Barlow’s doctrine. Further examples are those ofmolecules, genetic associations with
cortex functions or within the structure of the brain; attempts to manipulate, phar-
macologically or otherwise, particular neurotransmitters or receptors. Cells were also
singled out in direct brain stimulation of surgical patients, or in recordings of such
patients (Libet [23], who identified the anticipation component, was active in this
domain.) Populations and networks were studied with the aim of seeking correlations
between cognitive aspects and structural morphometry, and functional connectivity.
The understanding of the reactive (mechanistic) brain within the reductionist
approach should not be discarded. Rather, it should be considered in its unity with the
understanding of the anticipatory brain. The anticipatory brain, as a particular
embodiment of the living, is not fractionatable. The complexity of the whole and that
of any part naturally defined—thalamus, cortex, amygdala, etc.—or artificially
obtained—e.g., individual neurons extracted from the brain, receptors, neurotrans-
mitters, etc.—is the same, that is, like the complexity of any living entity. However,
none is identical with another. Most important: the anticipatory brain, which can be
understood only as holistic given the infinite diversity of its ever changing con-
stituents, displays a broader causal dynamics, involving past, present, and future.

From a system perspective, this is expressed as

xðtÞ ¼ f past states; current state; possible future statesð Þ ð1Þ

in which various states of the system would be defined in some manner (not a trivial
task). If, for reasons contrary to the holistic nature of the living, someone were to
“extract” the brain from the individual (who, in turn, was “extracted” from interaction
with others; what von Uexkühl [24] defined as Umwelt), the following would ensue:

previous state of the brainð Þ;Rpp current state of the worldð Þ;
Rpf possible future states of the worldð Þ ð2Þ

In both of the relational connections, R concerns a future state of the brain (the
present is a future for what was the past state)

Rpp��relates past and present states��perceptual relation ð3Þ

Rpf��relates present and future��goal directedness relation ð4Þ
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The functional aspect (cf. 1) of this state transition in a system and the relational
aspect [cf. (2)–(4)] are Bohr-complementary. This is an open system.

It should be noted that the various brain metaphors and explanatory models
assume a closed system whose parts (wheels, pipes, bolts, levers, etc.) define its
functioning. Those aware of the irreducible nature of the living realize that the brain
continuously remakes itself, just as the living to which it belongs (is part of)
interacts with a changing world, more precisely within its Umwelt.

4.2 Decidability

Let us extend Gödel’s view of decidability to knowledge about the brain.
A paraphrase will help: any effectively generated theory capable of expressing
knowledge of the brain and its dynamics cannot be both consistent and complete. In
particular, for any consistent, effectively generated formal theory that proves certain
basic brain functions, there is a statement about the brain that is true, but not
provable in the theory.

For those educated in the spirit of logic, this is an easily recognizable paraphrase
of Gödel’s Theorem VI of the original formulation [25], which served as inspiration
(and reference). In a different context (G-complexity) [26], I advanced the view
according to which the distinction between the living, of which anticipation is
definitory, and the nonliving (the physical) is that between undecidable complexity
and decidable complication. Once again, for those inclined to extract the brain from
the whole to which it belongs—i.e., the thinking body—and which it ultimately
characterizes, the results can only be fragmentary. A complete description is an
illusory task, since the brain is in continuous change. But if ad absurdum such a
description would be performed, the description would lack consistency. We can
continue to describe how seeing, hearing, smelling, etc. take place. The effort is at
times impressive, but what is obtained from such descriptions is mechanism, not the
understanding of the integrated nature of cognitive processes.

Empirical evidence from the study of brains is overwhelming in respect to the
contradictory nature of all there is to it. Brain injury (TBi) and vocational reha-
bilitation brought up questions regarding factors that affect the outcome.
Contradictory evidence regarding gender, occupational background, race, etc. has
been reported [27]. But just as overwhelming are the findings regarding the inner
workings of the brain, the various time scales at which it works, the nature of its
connectivity. If the brain were a computer (or any machine), descriptions of its
functioning would not be contradictory.

It is impossible to ignore that the heroic effort of the mechanicists to understand
what the brain is and how it works is undermined by the premise they adopt. For
inherited aspects of cognitive expression (what used to be called psychological
functions), they have searched genetic underpinnings of differences from one
person to another. Twins or family members were chosen as subjects. But in order
to “put their eyes on” what genes contribute, the mechanicists assumed some
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associations between biological processes related to blood oxygen level dependent
signals (neuroimaging’s BOLD technology) and gene expression in peripheral
tissues. Experiments could not quantify and verify this assumption.

In general, the brain-mapping obsession with localization (Where do mental
process take place? How can they be triggered?) never explained the “Why?” and
“How?” of cognitive activity [28]. Machine learning (mentioned in the Introduction
of this text [1]) is more and more deployed in order to connect patterns of activation
in the brain (or of the brain) and cognitive outcome: the multi-voxel pattern analysis
(MVPA) method. Representational similarity analysis (RSA) pursues the opposite
path, with the same degree of ambiguity, in associating stimuli and responses.
Mechanicists go even further, undisturbed by the fact that their experiments are not
reproducible. They do not understand that integrating neuroimaging and compu-
tational modeling will not make living processes submit to the expectation of
reproducibility. The fact that the brain, in its condition of G-complexity, cannot be
algorithmic escapes their understanding. Such methods produce not only a skewed
notion of the brain, but also one of no predictive use.

5 The Brain Is What We Do

Nikolai A. Bernstein (but not only), who, in order to examine the brain (at a time
when visualization techniques did not exist), suggested that examining human
actions (the motoric system) would provide access to cortical processes. It is no
accident that Bernstein is mentioned here. “Anticipatory excitation”—under which
label Bernstein understood what others called “neuromuscular tone” or “orienting
reaction”—was used to “characterize the physiological premises for the creation by
the brain of directing models of required future,” [29]. Veresov [30] submitted an
acceptable summary of Bernstein’s view: from reactiveness to activeness, from
mechanism to organism.

The process leading to the foundation of these empirically derived models
extends from criticism of Pavlov’s physiology of reactiveness to Bernstein’s
attempt to understand motoric expression and its relation to the brain. The principle
of sensory adjustments that he advanced, and documented through the cyclogram,
is in fact an anticipation-based theory of motoric activity. The model (which
informed Pavlov’s work) ascertained a mechanism of movement represented by the
reflex arc stimulus-brain processing-motor reaction. Bernstein took note of the fact
that the stimulus is but only one factor; many other control processes reflect the
status of the motoric systems, and actually introduce deviations. The reflex arc is
replaced by a reflex ring (usually understood as a form of biological feedback). For
all practical purposes, Bernstein was right in deriving knowledge about how the
brain works from the study of motion. It is through motion that space and time are
cognitively constituted. In his view, the brain does not only send commands to the
muscles, but also receives signals from the peripheral sensory terminals. It is a
process in which adjustments are continuously performed. At this juncture, the
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“models of the required future”—state of preparedness—appears, together with the
suggestion of an anticipated result. Reactions are triggered by stimuli. An active act,
such as lifting one’s arms, turning one’s head, or moving one’s foot is the
expression of something not existent or something to come about as the action
predates a cause. In Bernstein’s words (which I am not trying to force into aligning
with my understanding of anticipation):

“We may assert that at the moment when a movement begins, the entire aggregate of
engrams needed to bring this movement to completion is already present in the central
nervous system. The existence of such engrams is proved by the very fact of the existence
of motor skills and of movements that have become automatic” [31, p. 62]

We would say “autonomous,” i.e., expression of a distributed cognitive activity,
and not automatic.

The goal-driven activity is fully confirmed by empirical evidence. This brings up
a question: how should we understand how the goal to be accomplished in action
can be the cause of the action? Since the goal defines the processes corresponding
to the goal-directedness, the action through which the goal is attained (avoiding
some danger, for example) can only be the expression of both the brain and the
body. Veresov [30, p. 9] brings up Spinoza’s “thinking body” (a construct not really
present in his writings) or Kant’s “creative capacity of the soul” in order to explain
how goal-directedness is reached. What counts here are not such references (pro-
viding the usual shield of authority), but rather what prompted their explanation of
how the brain works, and even what the brain is. Indeed, the external world and the
internal reality of integrated mental and physiological activity go into what is
expressed in the anticipatory action—a realization from the large space of the
possible.

A “reflex” movement, corresponding to the action-reaction aspect of the phys-
ically embodied living, can acquire, in a given context, new significance: hitting
one’s toe against a table corner prompts a reaction. Avoiding the accident can be the
result of a voluntary act or of an anticipatory action. Learning—which I claim is the
explanation of many anticipatory characteristics (for example, the grip and the
anticipation of gauging it as a harder grip on a heavy object, a light grip on a fragile,
light object [32]—explains how volitional acts (which the living initiates) and
non-volitional acts (such as reactions) can fluidly turn into each other. Between
unconditioned reflexes (no sensory trigger), such as blinking, and conditioned
reflexes (Pavlov’s salivating dog), there is a continuum of expression in action: in a
subject’s reaction to a blow of the fist, either by avoiding more or by striking back,
there is a wide space of possibilities: “alternative programs” as Bernstein saw them.
The selection of the response is part of the process and can be either the result of an
evaluation or of spontaneity. Moreover, in the continuum of active expression, the
majority of the acts are triggered from within (and usually defined as volitional). In
Bernstein’s view, rest is movement at zero speed, the unconditioned reflex is a
reaction with a zero degree of initiative (“activeness”). The model of the future is
probably the aggregate of perceptional information (related to the context) and of
information generated by the mind itself [33, 34]. Centralized and distributed

156 M. Nadin



processes are integrated in a coherent action—this is the expression of the thinking
body.

In the jargon of those seeking functional connectivity through neuroimaging
(fMRI is still the preferred instrument), the resting brain is never quiescent. We still
do not really know what the fluctuation in the BOLD signals are. But we know that
the anterior and midline regions, as well as the temporoparietal cortex, change their
pattern of activity depending upon tasks performed. This and other arguments of the
same nature prompt our suggestion to consider spectrum disease as affecting not
only the brain (e.g., Alzheimer’s, with its signature amyloid deposition and reduced
metabolic performance), but the whole body. Progress has been made in docu-
menting the role of physical exercise (in addressing autism, Alzheimer’s, comor-
bidities of epilepsy, etc.). In the AnticipationScope, the expression of anticipation in
action documents the hypothesis discussed here [35] (Fig. 3).

“The cardinal premise” for Bernstein’s concept “is the ability to make prognoses
and model the future” [37]. We don’t know what the model of the future informing
the anticipatory expression is, as we don’t know why in spectrum disease antici-
pation at work is either too high or too low. Some have questioned the possibility of
getting 2D visual perception converted to a realistic 3D model. From my per-
spective, this is a non sequitur matter since in a holistic perspective, all senses—on
the continuum of sense, not just the five identified so far—contribute to a coherent
model. Moreover, the whole body is mapped to the brain, as much as the brain
extends to the body.

Let us consider one more important aspect: stimuli, which sensors translate into
data. Exposed to the world, or better yet, integrating with the world, the living takes

Fig. 3 The thalamus is not only a stopover for sensory data, but also a locus for data generation
[36]
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it in through stimuli. These are of a very large variety and of different energy levels.
Albeit, what ultimately shapes behavior, i.e., expression in action, are not the
stimuli, but their “significance for the individual” [38, p. 4], “internal purposeful-
ness.” Meaning does not quantify. It is constituted in the context. The same
stimulus, or combination of stimuli, can have a different meaning in various cir-
cumstances. Just for the sake of example, a snake’s threatening hiss may mean
different things in different contexts: in the zoo, on a recording, in the desert or
jungle, etc. Using arguments different from those of Uexküll, I have argued in favor
of an understanding of the living and of living processes in the meaning domain,
not in the data domain [39] for two reasons:

1. Anticipatory processes are the outcome of interpretations, i.e., perception of
consequences.

2. The dynamics of the living is the expression of interactivity.

To be successful (in the evolutionary sense), action (through which anticipation
is expressed) has to predate, not to follow, changing circumstances. Ergo: Evolution
is predicated upon successful anticipatory action driven by the meaning of change
in the world, not by quantitative variations. No living entity measures—it interprets.
Measurement is a human activity associated with the construct called numbers,
which define quantities. Interpretations, in a variety of forms, are part of the
dynamics of life. It should be noted that Uexküll (The Theory of Meaning) believes
“that life can only be understood when one has acknowledged the importance of
meaning” [24].

Those who study the brain, human or that of other species, might not realize that
brainless living entities display anticipatory characteristics as well. The body of
evidence regarding anticipation in plants, notoriously not endowed with neurons, is
growing very fast [40]. Indeed, plants have learning capabilities, as they also dis-
play adaptive characteristics of anticipatory nature. More recently, the living slime
(Physarum polycephalum) was researched in respect to learning [41]. Habituation,
different from sensory adaptation or motor fatigue, is stimulus specific. The evi-
dence results from non-mechanistic empirical observations: the slime samples,
grown in petri dishes, found their nourishment on a path that eventually was pol-
luted. The slime “showed a clear aversive behavior,” which diminished over time,
as it learned (got “habituated”). Of course, in non-neural forms of the living, there is
no awareness. Only with neuronal underlying emerges the “understanding” of what
it takes to adapt, i.e., of the meaning.

Moreover, if we really intend to apply models of computation to brain activity,
we’d better realize that, indeed, there are many clocked operations, at various
timescales, just as there are no fewer clock-free operations, of analog nature.
Integration of what could be a digital form of data processing and of what could be
analog processes is a difficult task. When this integration fails, as happens with
some brain, lung, or heart conditions, or in the activity of the nervous system, the
result is a relatively unique outcome for which neither pharmacological means nor
others (e.g., surgery, prosthetics) seem adequate. We have good deterministic
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theories regarding biological clock processes, but still don’t know how to “fix”
them, because we are obsessed with the matter, not with the function.

In our days, there are many languages used to describe the dynamics of the
living: our own so-called natural language; the large variety of mathematical lan-
guages (some would call them jargon); the language of chemistry (actually two
languages, one for organic chemistry and another for inorganic); the language of
genetics, the language of molecular biology. There are formal languages and there
are programming languages, which algorithmic computation relies on. There are
interaction languages characteristic of interaction design, visual languages (to
which diagrams and animations belong), the languages of sounds. (NB: sonification
is a sound representation of phenomena not related to sound.) But there is no
specific language that corresponds to the nature of the brain. The neural network is
a mathematical construct corresponding to the neuron construct, but not to the
variety of neurons making up the brain. Moreover, while everything else in the
world is described (better yet, represented) and eventually comprehended by our
brains, to understand the brain, we use our own brain and the language associated
with it.

This raises a simple question: which language? So-called natural language (in
which this text is written) is the outcome of interactions that cover direct, indirect,
and mediated forms of human self-constitution through what human beings do:
labor, leisure, feeding and eating, sexual encounters, combat, etc., etc. They can be
immediate or delayed, concrete or more general in nature, or abstract. Parallel to
natural language, and corresponding to a variety of practical experiences (of sur-
vival, for instance), other forms of expression have emerged as well: images,
sounds, rhythms, sculpted and shaped objects. Numbers and associated operations,
eventually leading to the language of mathematics, and of physics, chemistry,
botany, zoology, etc., facilitated brain expression focused on quantity, as well as the
description of the brain in some of these languages. With or without our intention,
this creates an unavoidable open-ended spiral: brain ! knowledge about brain with
the knowledge of the brain ! further knowledge about the brain, and so on and on
(Fig. 4a, b).

Only recently have we become aware of the relation between the language that
describes something and the described. Indeed, representation, including those of
the brain, depends on the means of representation. From among those making an
explicit argument for what is called an “adequate language,” I highlighted
Gelfand’s contribution [42]. In a nutshell, he argued that formulations of biological
subjects had better come from within biology.

…the point is not to apply mathematics to biology from outside, but to create new “bio-
logical” chapters of mathematics originating from inside, from the very existence of the
problems pertaining to the science about life [42, p. 66].

This epistemological prerequisite condition is evinced by the fact that we are our
brains; that is, there is no way to distinguish between the whole human being
(integrated system of systems) and the brain (separated from the whole to which it
physically extends via the so-called nervous system).
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The whole of which the brain is constitutive is engaged in quite a number of
different representations of the future (Fig. 5). These are internal representations
expressed in a great variety of physical and chemical processes, but also in the
associated meaning, realized at the molecule, cell, neuron, etc. level. In the inter-
action among organisms, these representations become perceptions. Finally, in

Fig. 4 a Each interaction refreshes the state of the thinking body. b The infinite spiral of
self-constitutive interactions
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sharing, i.e., communication, they are expressed in language (everyday language,
mathematical language, etc.) as:

Prediction ! inference based on probability
Forecast ! inference from past data-based predictions to the future under
involvement of self-generated data
Expectation ! evaluation of outcome based on incomplete knowledge

(For more details on these distinctions, see Nadin [43].)
While such distinctions are rather of theoretic relevance within a study of

anticipation and the brain, those who study the brain (mostly from a physics-based
perspective) often face practical questions. What we know from the classic type of
behavioral experiment is that a certain action (“Press button”) appears to correlate
in some ways with the trigger. Neuromarketing took full advantage of the condi-
tioning implicit in such experiments. The brain is placed in a closed-system context,
where various messages (advertising, marketing tactics, product shape and color)
are associated with motivation or reward activity. “Optimism bias,” i.e., test a
hypothesis with the group where it was generated, is probably the least disturbing
shortcoming of such “self-fulfilling” prophecies. Unfortunately, they are used also
in “engineering” diets, educational methodology, legal applications. Indeed, the
machine part of the living (in this case, the human being) can be driven by all kinds
of stimuli. Neuroimaging does not explain the brain in such applications, but rather
applies physics in order to describe what conditions behaviors. The outcome of
such so-called experiments is not knowledge, but conditioning. Bem [44] went as
far as to generate experimental evidence for anomalous retroactive influences on

Fig. 5 Representations of the
future
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cognition and affect. The scientific community did not necessarily accept the results,
despite the strict protocol accompanying them. What is strange with such experiments
is that they are carried out against the understanding of the nature of the phenomena—
in this case, prescient action (“guessing” the trigger). If this were an anticipatory
expression, experiments could not capture them. They would be irreproducible (as is
the case with most experiments on the brain). By their condition, anticipatory pro-
cesses are non-deterministic. To document a non-deterministic event in the deter-
ministic setting of the experiment is a contradiction in terms.

In the case of predictive hearing, the results are well aligned with the anticipation
characteristic of sound (in particular music) perception. The physics of hearing
brought Hodgkin and Huxley a Nobel Prize [45]. Theirs was a very inspired electric
model (Fig. 6), tested and applied (for instance, in the hearing aid). The “machine”
that Hodgkin and Huxley identified captures all sounds as data. But it can be called
an “autistic” device: it cannot capture or provide for meaning. Yes, the data could
match the pattern of a bird’s song or of a symphony, but could not realize their
respective meanings. Generalizing from the simple neural making of a squid
(known to have a large axon) to the human is in itself questionable.

Fig. 6 The notion of circuitry associated with cognitive processes infested brain science after
Hodgkin and Huxley advanced their theory
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It is surprising therefore that Jeff Hawkins, a dedicated technologist, the man
who designed the first handwriting recognition-based personal assistant (the Palm),
built upon this understanding. The following, inspired by his research on the brain,
expresses his views: “We should find cells in all areas of the cortex, including the
primary sensory cortex, that show enhanced activity in anticipation of a sensory
event, as opposed to in reaction to a sensory event” [46]. A daring scientific
hypothesis—anticipation of a sensory event, turned into prediction: “We should
find cells.” At least, Hawkins is looking for biological evidence, not for circuitry of
physico-chemical representations. Regardless, my concern is less with Hawkins’s
approach (which still owes to a mechanistic viewpoint) and more with a perspective
co-substantial with the subject. Hawkins’s handwriting recognition operated on the
syntactic level. It was not meant to realize the meaning of words or their pragmatic
function.

The model of the thinking body (a concept erroneously attributed to Spinoza
[47]) ascertains that the brain is distributed throughout the body. In other words, it
affirms the holistic nature of thinking, taking into account that the vast majority of
neurons are not concentrated in the brain, but distributed in the entire body.

5.1 A Central yet Distributed Activity

The spectacular deployment of neural networks (i.e., connected artificial neurons,
which, as already mentioned, are mathematical constructs) in the theory and the
applications of machine learning created an interesting epistemological illusion. It
has been assumed that since they were inspired by the brain, they could model brain
processes. The single neuron in the neural network assumed to be made up of
identical entities is connected to all others and participates in the aggregate com-
putational behavior that training the network brings about. In the brain, no single
neuron is identical to any other. Neurons are not machines, with a defined input,
threshold values of data, processing, output. Rather, they are extremely individu-
alized entities, known to be self-sustained oscillators. Intensity (wave amplitude)
and frequency depend upon excitability, synaptic activity (degree of integration in
the living, ever changing network), and the glial cells. The chemistry of the process
is extremely complicated. Here are only a few details. Neurotransmission affects the
coupling of individual neurons. Potassium or magnesium can raise or lower the
excitability. Calcium stimulates synchronization (as demonstrated in experiments
with a living network in vitro [48]).

Without going into more details—since neither the neuron as such nor the
neuronal living network is the subject—we can suggest that the central, yet dis-
tributed, brain activity is the result of a dynamic process of aggregation resulting
from synaptic interactions. Actually, many expressions of the thinking body do not
rely on a central command. The extreme of this distributed cognitive activity is
illustrated by the octopus, whose arms are, for all practical purposes, almost
autonomous. The human being does not exhibit this extreme of the thinking
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distribution. The principle of minimum energy expenditure explains the richness of
physiological activity and motoric expression. It also explains why centralism and
distributed processing together define the entire mobility of the living, in degrees
that vary from species to species.

Of course, a living entity endowed with a reduced number of neurons is capable
of limited movement expression and of lower adaptive capability. Awareness
emerges once the autonomic expression of anticipation is accompanied by learning.
Eventually it constitutes consciousness. Those aware of the fact that to observe
neurons is to affect their condition have no difficulty in understanding that under
conditions of experiment, anticipation is rendered impossible. Multielectrode arrays
(MEAs), for instance, are deployed to connect the living neuron to some measuring
circuitry. Neuron oscillation or neuron firing (the synapses) observed under these
conditions at best lead to a record of the intrusion, not one of organic functioning.
Techniques such as fluorescent calcium imaging, intended to facilitate the visual-
ization of larger sets of connected neurons, is also intrusive. Therefore, it is not
surprising that the purpose of the exercise is less the knowledge gained through
experiment and more the preparation for the hippocampal prosthesis [49].
Dedicated to the notion that the brain, like everything else associated with life, is
yet another subject of physics, this type of approach will eventually go for a whole
brain machine.

6 Laws and Records

If biology, and implicitly all disciplines pertinent to the living, wants to be like
physics, it chases a chimera. The physical is defined through a limited dynamics
that can be described through laws. To reach back to Windelband’s distinction of
knowledge domains, this is the realm of the nomothetic.1 In contradistinction, the
realm defined as idiographic2 is that of Gestalt, knowledge expressed as the record
of change. The knowledge gained through such descriptions defines dynamics as
itself subject to change: dynamics of dynamics. Laws and records are of a different
condition. This is quite evident when we consider brain activity. No two brains are
the same; no two epileptic seizures are the same, and strokes are as original (i.e.,
unique) as artworks are expected to be. As exciting and promising as the Human
Connectome Project is (probably completed before this study is published), it
chases after the wrong goal: to find how cognitive disorders or impairments (such as
dyslexia, amnesia, etc.) might be the consequence of failed connection. To model
functional connectivity is a high-order goal; to hope that fMRI data might help is
slightly misleading, given the arguments within the community of researchers.

1Of or relating to the study or discovery of general scientific laws.
2Of or relating to the study or discovery of particular scientific facts and processes, as distinct from
general laws.
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Worse is to expect regularities similar to those captured in the laws of physics. The
convergence of data in studies focused on connectivity, or on other brain charac-
teristics, is as relevant as numerology.

In the examples to follow, we shall see how particular physics-driven research,
or research generalizing across the scale of brain manifestations, falls prey to, or
avoids the pitfall of, nomothetic obsession.

6.1 What Do We Want to Know?

How does the brain work? How do technology and the science expressed in it
perform? These are two different goals, unfortunately most of the time confused.
We shall examine some examples exactly in order to make sure that our main thesis
—seek knowledge about the brain in the brain, not in the means for describing it—
is understood in its specific articulation, and not as a general call.

Research of the brain, in its vivo condition, post mortem, or on computer models,
is often carried out on animals or on other simpler living entities. To which extent
science can generalize across species and across scales (from the miniscule brain of
an insect, to the brain of a mouse, or to the human brain) will continue to be
debated. It is doubtful that inferring from the functioning of the over 70 million
neurons of the mouse (and ca. 1011 synapses) to the functioning of almost 90 billion
neurons of the human being is defendable. (It can be done, but with awareness of
what can be expected, not what one wishes to find out.) The fact that much can be
learned from the 302 neurons of the nematode Caenorhabdites elegans is undis-
putable. But learning is by no means generalizable across the scale. Neuronal
recordings of a variety of non-human forms of the living contributed much to our
understanding of variety, but by no means to causal necessity. Reversible inhibition
or excitation applied to various examples (rats are preferred, for some reason) could
not, even at the low end of the scale, explain the statistical distribution of the
multivariate data generated in cognitive studies.

It is worth mentioning that efforts are under way to study nothing other than
consciousness of insects and other invertebrates—with the implicit assumption that
they have consciousness. Bees are a choice, given that in their Umwelt they exhibit
a very rich motoric behavior easily associated with what are called conscious
choices. The fact that the human mid-brain is involved in awareness seems a settled
matter. (This is not the place to argue otherwise.) It remains to be seen if the “first
person perspective” of the bee and that of the human being have the anticipatory
dimension in common [50]. This could add to the arguments that this study has
offered so far.

Less open to argument remains the perspective adopted. For the reductionists,
localization remains a valid question. “To fight or not to fight,” to take a recent
example [51], is associated with the deep brain structure (the habenula) of the
zebrafish. According to the research at the RIKEN Brain Science Institute, the
habenula contains two neuronal circuits. Local field potentials (electric current) in
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win/lose fish were measured; fluorescence signals linked to neuronal brain activity
in brain slices were corroborated with the electric signal. The so-called interpen-
duncular nucleus (IPN) evaluates the habenular inputs and informs on the fight
behavior: “It makes sense” to fight or not. After that, fish were “prepared”—the
circuits in question were silenced with a nerve toxin—to win. Transgenic fish (the
“prepared” fish) had no learning: winning did not affect a successive choice.

For the record: this is an example from among many extremely well conceived
experiments. It was carried out using the most recent technology to localize activity
at the neuronal level. I chose it exactly because, within the paradigm it illustrates, it
is exemplary. The conclusion: “The same circuits exist in all vertebrates, including
humans, with possibly the same bistable mechanisms.” The authors further claim to
predict fight outcomes purely from neural data. What the research suggests would
generalize the machine model, i.e., a nomothetic achievement, as illusory as the
premise upon which the research was carried out. This is different from the attempts
to deal with consciousness from the perspective of the pragmatics (in the case of the
bees, the mobility aspects, i.e., the large space of possible future states from among
which one becomes awareness of finding nectar or getting back to the hive).

The reductionist-deterministic view in the RIKEN experiment might be nothing
more than yet another example of how the premise is echoed in the experiment:
circular analysis, not different from that in neuroimaging research. A holistic per-
spective would entail considering the brain in connection with the whole (in this
case, the entire zebrafish). It would also require placing the subject in its Umwelt, or
at least in the social context. Aggression, as documented, is an individual expres-
sion only under conditions of pathology. Otherwise, it corresponds to social
interaction and is associated with social behavior. Obviously, the transgenic fish is a
fabricated pathological case, and the correlation to neural activity only qualifies the
measured electric activity as characteristic of the pathological. Scientists coming
from the biochemical tradition would not measure electricity but identify which
substances are involved, which ions, etc., they would deliver specific data (and
publish the results, inviting others to validate their findings). It should be at least
mentioned here that such and similar attempts illustrating different perspectives of
the problem end up delivering valid data, about a partial aspect of the processes
researched, without really explaining them.

The complementary anticipatory view, not simply an alternative perspective,
could be further exemplified. Mapping the bees’ nervous system—around one
million neurons and a very small brain—could lead to hasty computational models,
or to non-deterministic descriptions that reflect the holistic nature of anticipatory
behavior. The hypothesis advanced in this study suggests that consciousness is the
outcome of interactions always missed by those who attempt to localize a function
or explain a certain performance in the living. Obviously, the same discussion on
how a particular knowledge perspective affects the outcome of research can be
extended from the focus on the brain to the state of the body in general—bee or
human being—to what those involved in healthcare practice can derive from it. We
are proceeding in this direction.
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6.2 Creativity and Engineering

Biology (with some exceptions such as mathematical and computational biology) is
associated with hands-on activity. The lab, in some form or another, is where
biologists observe, measure, and manipulate their subject—and realize (hopefully)
the uniqueness of each. It is about the living, from the scale of large communities to
molecular biology and genetics. The Cartesian revolution, and subsequently
Darwin’s evolution theory, foisted upon biology a particular scientific underpin-
ning, rarely questioned. Biologists rejected the vitalist view of distinguishing
between the living and the nonliving on account of entelechy, the hormic schema,
l’élan vital, sentiment intérieur, and the like. Vitalists undermined their own work.
Hans Driesch correctly understood that his experiments (dividing cells of sea urchin
embryos) would not confirm mechanistic theories of ontogeny. Nuclear cytoplasmic
interaction and nuclear equivalence became part of the conversation in biology long
after the reported experimental biologist that Driesch was sought explanations for
his failed mechanistic hypothesis in entelechy (life force). Even Bergson’s attempt,
or some years later Schrödinger [52] and Elsasser [7], or more recently, the notion
of self-organization (Varela and Maturana [53]) have not helped the discussion of
whether the living and the nonliving are the same. Vitalism, a demeaning label
always suspect of mysticism or religious infiltration, made the controversy difficult.
The reductionist-deterministic view (in reaction to which vitalist explanations were
advanced) had the advantage of bridging to the successful path of practicality. The
making of things, of machines in particular, of assembling them from parts, and of
fixing them (often by taking them apart) shaped the human being more than
thinking about their own condition did. The future biologists felt like craftsmen
(artists and engineers, we would say today) performing grafts, tissue culture,
genetic modification, staying away from mathematics. The farm became a factory,
and the farmer an engineer. The same holds true for physicians: they want to be
more like mechanics.

Whether in the Indian, Chinese, Babylonian, or similar culture, medicine, as a
form of applied biology, involved the arts of dealing with herbs, minerals, and
animals and body parts. The earliest known prosthesis (the Egyptian Greville
Chester Great Toe, ca. 1295-664 BCE), and the Roman Capua leg (ca. 300 BCE)
embodied reductionism and determinism well before it was formulated. The
16th-century Ambroise Paré, who performed amputation surgery, also designed a
hinged prosthetic arm. There was no room, and no real need, for philosophical
discussion. The healer’s art and skills prevailed, plus quite a bit of mysticism, later
religious devotion since the outcome seemed to depend on immortal forces that
transcended the mortal doctors (some qualified through dedicated study involving
empirical knowledge, others charlatans of the like encountered in our days).

The mechanistic view facilitated what biologists were after: closeness to the real
thing. To askWhat? the real thing was, was more attractive than askingWhy?—as to
why does the living behave differently from the nonliving; and why (again) is the
human being not reducible to animals. The more important Why? of disease,
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suffering, and death were avoided or turned over to the church. The mechanistic
perspective informed the short path; the long path, the Lamarckian tradition, was time
consuming. Behavioral, genetic, or even anatomical changes take time and are not,
like mechanistic procedures, guaranteed to succeed. The opposite of determinism—
non-determinism—reflects the fact that in the living some processes related to what is
defined as illness take a path difficult to understand (not to say accept). And even
more difficult to reproduce. In the final analysis, they are always unique.

Generating from the unique—the idiographic realm—has a certain attraction to
it: the promise of finding not the cure for one person, but for all those who expe-
rience some shared symptoms. Individualized care is similar to individualized life.
The individual lives the disease. There is no one description for all individual lives.
Creativity comes to mind in this connection, as an original expression. Indeed,
biological processes are by their nature an expression of sui generis creativity.
There is no homogeneity in the living, as there is no repetition.

6.3 The Holistic View

The originator of the notion of holism, Jan Smuts, would not distinguish between
the physical and the living. In this respect, holism was actually even less mean-
ingful than Spinoza’s totality (contradicting the Cartesian mind/body distinction).
When awareness of needs for parts for one another is realized, love for each other
follows immanently. (The metaphor of the holistic body eventually underlined
some of his ethical considerations.)

Regardless, the physics reduction is omnipresent: “The ultimate aim of the
modern movement in biology is in fact to explain biology in terms of physics and
chemistry” [54]. Time and again physics- and chemistry-based assertions proved, to
put it carefully, at best to be incomplete descriptions of living phenomena. Still, this
has not triggered the questioning of reductionism, not to say reformulation of
physical or chemical principles.

While Jan Smuts’s holism was actually of no consequence to biology, the
consubstantial notion of Umwelt deserves to be considered. Uexkühl described it
[24] with much detail in respect to the organism’s functions. The example of the
tick can help in understanding the thought. Given that the purpose of the living is
reproduction, the tick seeks the medium for planting eggs. It can take a long time—
up to 18 years (each form of life has its own time scale)—until the coat of a furry
animal passing by becomes available. The blind tick registers butyric acid (in the
sweat), body warmth, texture. Umwelt becomes accessible to the bug through the
receptor and effector system. For another animal, the meaning would be different.
This is not a matter of physics, nor one of chemistry; it is a matter of significance,
i.e., what counts are not numbers to describe quantities, but meanings. The tick does
not measure how much butyric acid, how warm the body, how dense the fur. The
meaning is: medium for multiplication. Reproduction is the fundamental charac-
teristic of the living (the purpose aspect, i.e., the teleology of existence).
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The human being accesses the world through representations, which means
reality re-presented, made into a virtual reality. For this to happen, the whole of the
body—all the systems we are aware of—is engaged. It is a generic act of autonomic
interpretation of the world. The molecules of the neurotransmitters do not know
what numbers are, or even what a threshold is. They interface with reality through
sensors, and are interfaces with various cells eventually constituted in dynamic cell
populations and neural networks. Together they make up the entire body.
Therefore, when Bernstein suggested accessing the brain through motoric system
expression, he was not using a metaphor. For him, the course of life consists not in
reaching “homeostasis with the environment,” but actually in overcoming the
environment. As we know, homeostasis was derived from the dynamics of
machines, and, if properly captured, would describe how much of the human
being’s functioning is truly analogous to a machine’s functioning. Its final goal
would be “to maintain uniformity” [55]. Rheostasis includes a change in set-point, a
reactive mechanism of adaptation to different circumstances. Allostasis, “cephalic
anticipatory adaptation” [56] would transcend the machine model in favor of
self-adjusting processes.

“The concept of Allostasis was introduced to take account of the physiology of
change and adaptation…to the behavioral and physiological anticipation of future
events” [57]. The potential for cephalic anticipatory adaptation is characteristic of
the human brain. The type of control associated with allostasis is “not just in
reaction (to change), but in anticipation of it” [58, 59].

From the mechanistic perspective, movement control means that the brain
commands a muscle and the joints execute movement. A simple examination of the
spine (separate vertebrae connected by flexible joints), of the neck (involved in very
complicated head movements), of the glossopharyngeal (that supports the ability to
speak), of eye movements (coordinated by 24 eye muscles) gave Bernstein, and
many others, reason to doubt that the machine reduction is an effective way to
understand the motoric system. He realized that the human body has quite a number
of different types of mobility. The variable number of degrees of freedom renders
implausible the understanding of choice as a central function. Bernstein’s Atlas des
Ganges und Laufes des Menschen (Atlas of the walking and running gait of the
human being [translation mine]) is a detailed account of human movement [60].
The manuscript, dated 1929, brings irrefutable evidence of the non-deterministic
aspects of leg movement.

All this is relevant to the suggestion already made: to understand centralism and
task distribution, sequentiality and parallelism, homogeneity and heterogeneity
together. Maybe one more example for explaining what is meant: the octopus (of
course not related to the human being) was described as having “eight brains” (in
the eight arms). Peter Godfrey-Smith, a philosopher interested in animal intelli-
gence, remarks, “Perhaps in octopus we see intelligence without a centralized self
[61, p. 16]. An octopus’s arms have a high degree of autonomy. With the nerve
connecting the arm to the brain cut, stimulating the skin resulted in independent
behavior (including the acts of reaching and grabbing food). An octopus can even
tear its own arm. The unity of central and distributed activity leading to coherent
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behavior is what I try to exemplify. In their Umwelt, octopuses display what for an
observer would qualify as intelligent behavior [62].

Imagine, for a change, an observer of the human being. Motoric expression, i.e.,
how humans move, how they perform certain activities (from sexual expression to
what we call intellectual activity and artistic performance), together with patterns of
nourishment, could easily be catalogued. Mood, emotion, affectivity would prob-
ably require further examination. Individuality, as the identifier of a selected
specimen within the social context, would also become clear after a longer period of
observation and comparative effort. The fundamental distinction between the
observer and the observed could concern consciousness, i.e., the extent to which the
observer could infer from a current state to a future state, without affecting the
transition from one to another. When humans observe their own consciousness,
they cannot avoid changing it (see Fig. 4). The recursive loop makes every
observation falsifiable. But yet again, the observer would take note of the creative
nature of human dynamics. From insemination to birth, adolescence, maturity, and
death, creativity is omnipresent. What humans qualified as illness, regardless of its
nature, would appear as well as a unique expression. Sometimes it is overcome
without any outside intervention. Most of the time, it is subject to a particular form
of activity (called healthcare), performed within a pattern that does not distinguish
between the living and the nonliving.

The “thinking body”—a conscious effort to describe that of which the observer
is part—is actually the human being in its complementary condition: brain and
movement (through which both time and space are constituted). Variability is
achieved in light of the fact that a great deal of movement, or better yet, brain and
change in its broadest sense, is locally initiated. The multitude of joints and mus-
cles, of various degrees of freedom, continuously check each other. Anticipation is
the outcome of holistic processes expressed in action: attraction, avoidance, prop-
agation, intervention. The future state is one of significance for survival and for
pursuing goals (which are part of the possible future).

In this holistic view, it is not possible to ignore the fact that the human being has
to be understood in its unity, not only with the extended world, but also with its
microbiome—all the microorganisms that coexist (one can say “co-think” and
co-act). Microbiology estimates that the 30 trillion human cells are complemented
by fungi, archaea, viruses, and microbes. At this time, we probably do not know
enough about what all this means, but we can easily realize that the undecidable
nature of the living, in particular in its realization as human being, might have
something to do with it.

7 Relevance

Within the Seneludens research project [63] dedicated to various aspects of aging,
attention was given to capturing anticipatory expression in some form. The
AnticipationScope [35] provided both a record (data along a timescale of activities)

170 M. Nadin



and a kinematic visual expression (the film of the activities). Time reference, in the
sense of interval, is essential. Duration informs regarding preparation, onset, per-
formance, outset. During the Seneludens experiments, a hypothesis, informed by
the presence of a large set of subjects of spectrum disease affected individuals was
formulated: Autism is the expression of skewed anticipation.

Almost eight years later, I can be quite satisfied that the hypothesis was proven
right. A patient (John Elder Robison [64]) and a neurologist at Harvard University
(Alvaro Pascual-Leone [65])3 shared an experience involving transcranial magnetic
stimulation (TMS)4 applied to a well-documented case of autism, manifested as
“missing emotional language.” TMS was used for diagnostic purposes (localization
of the brain areas involved) and therapy. The frontal lobe was targeted with the
purpose of identifying possible association with empathy. For the evaluation of the
ability to induce change, motor areas were stimulated. The patient, a professional
with an excellent record of engineering sound systems, had an almost perfect
physical processing of sounds. Missing was the ability to interpret, to live the
melody, to experience emotions. In other words, data was processed with the
precision of a machine, but there was no meaning associated with it. Thus was
answered Gelfand’s question whether the neuron was only a substratum for elec-
trical signals, or something else made it as important as it is in neural networks for
the human perception of the world.

For all practical purposes, I do not assume that my hypothesis, or for that matter
Gelfand’s question, was known to the group involved in the TMS application.
Whether they were aware of my hypothesis or of Gelfand’s formulation is irrele-
vant. What really counts is the realization that on a different path, which I am not
necessarily enthusiastic about (for reasons evident to those who are reading this
study), the scientific hypothesis points to a perspective different from that guiding
deterministic-reductionist brain science. With this in mind, I would suggest that the
following is of practical relevance:

1. Consider the uniqueness of each form of cognitive disorder.
2. Consider the whole within which it became symptomatic.
3. Consider the pre-symptomatic phase (for instance, in Parkinson’s, this extends

to over six years).
4. Consider the interactive dimension, and identify which are the factors

influencing it.
5. Consider the immune system, as part of the larger “thinking body,” as the

immediate ally in addressing disorders, no matter of which nature.
6. Identify the way in which the anticipatory expression in the state called health

(as relative as the term is) is affected and seek alternatives consubstantial with
the living.

3Interview on Fresh Air, National Public Radio, April 21, 2016.
4In the jargon of science: Repetitive transcranial magnetic stimulation induces long-lasting
changes in protein expression and histone acetylation.
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The degenerative path of the species will not be reversed by reprogramming the
genetic code or by retraining neuronal networks via transcranial electric or magnetic
stimulation (TES or TMS), or through the so-called deep brain stimulation (DBS).
Evolution, from the embrace of which humans liberated themselves to a large
extent, suggests the patient path of engaging biological factors, not succumbing to
the seduction of becoming machine-like. The trans-species condition claimed by
Neil Haubisson (featuring an implanted antenna and several sensors that make him
experience the world in a way different from how a human would) is not exactly
what this study argues for, although by no means is it an argument against seeking
knowledge beyond the traditional boundaries of science.
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Part IV
Anticipation and Medical Data Processing



The Role of MHealth and Wearables
for Anticipation in Medicine

Alice Ferng, Vishal Punwani and Shiv Gaglani

Abstract As the market for health-tracking wearable devices continues to expand,
there is an emerging niche for healthcare applications, and data acquisition and
usage. Within this area exists a wealth of clinically relevant data already collected
from wearers, including physiological and lifestyle data. This information allows us
to not only optimize current medical treatments and health planning, but also to
expand preventive medicine by applying anticipation to medicine. We propose that
much of the data collected through these wearable devices can be used to inform
both patient and clinician of long-term physiological trends, and to anticipate
potential onset of illnesses with a view to stemming their progression, or even
mitigating their occurrence altogether. This paper highlights important issues within
the health-wearable paradigm and presents upcoming applications of wearable
technologies in medicine.

Keywords Mhealth � Tracking � Wearables � Technology � Anticipation �
Prevention

1 Introduction

Health-tracking wearable devices have seen a tremendous rise over the last several
years. Previously, the majority of “wearables” have been focused on the realms of
activity and exercise-tracking through step-counting and heart rate measurement.
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We are now seeing a new wave of devices that capture physiological data, including
more sensitive biochemical measurements such as blood glucose testing and urine
analysis [1]. For example, “Smart Bands” for the Apple Watch, intended for release
in 2016 will include specialized sensors that may collect this and other similarly
sensitive data. New data collection devices compatible with existing smartphones
and other electronics will also help drive a shift toward enabling the recording of
consumer physiological data through adjunct technologies.

Mobile apps will soon begin to share the spotlight with clinical medicine in
health monitoring. In June 2013, WellDoc, a Baltimore-based healthcare technol-
ogy company, received FDA approval to sell the first prescription-only smartphone
app [2]. WellDoc persuaded insurance companies to offer reimbursements for their
app, which is designed specifically for type 2 diabetes management. The
billion-dollar question is whether this development has opened the floodgates for
physicians prescribing apps in addition to, or in lieu of pills.

2 Anticipation in Medicine

2.1 Mobile Health (MHealth) Advantages for Patient
and Clinician

There is significant, untapped potential of these devices and apps to inform clinical
monitoring and planning. Patients with both acute and chronic conditions may
benefit. The acutely ill patient may be able to detect a fever using a
smartphone-enabled thermometer, and even perform a urinalysis to help diagnose a
urinary tract infection. In this way, acutely ill persons may be able to easily and
reliably self-diagnose simple conditions [3].

A patient with a chronic medical condition may also benefit from enhanced,
regular monitoring. In the currently diagnostic model, decisions regarding patient
care are often made based on incomplete information. For example, when a patient
visits her family physician, management is often guided by her presentation at that
specific point in time. While the physician may have a complete medical history, he
or she is being provided with a snapshot of the patient’s health at any given consult.
With health-tracking wearables, longer-term physiological pictures can be painted,
thus better positioning patients and doctors toward more appropriate management
options, which may improve outcomes [4].

Wearables also open the door for a type of ‘shared care’ between doctor and
patient [3]. For example, if a diabetic patient regularly checks his blood glucose
using smartphone attachments and an app, he might also permit his family doctor or
primary care physician to view his glucose trends. Instead of diabetic wellness
check-ups every three months, a clinician might request to see the patient earlier or
later based on his personal blood glucose tracking, with an objective of minimizing
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the destructive complications of diabetes. This is an example of how healthcare may
become more proactive as opposed to reactive.

Similarly, consider the patient who regularly checks her blood pressure. A rising
trend in BP levels over weeks or months might inform the patient and their doctor
approximately how long from any given time point a diagnosis of hypertension can
be projected to occur without lifestyle modification or medical intervention. A new
layer is therefore added to the model of disease prevention, or at the least, the
lead-time for diagnosis can be increased.

2.2 How Valuable Is Anticipation? Can It Improve Medical
Care?

The ability to collect a wealth of physiological and lifestyle data introduces the
concept of ‘anticipation’ in medicine. Anticipation is not unlike prediction, but is
slightly nuanced—it is the strong prediction of an outcome, however it is made with
the backing of clinical evidence collected over time [5]. Medical data is already
collected through widespread use of wearables and apps. We suggest that this data
be used to inform patient and clinician of long-term physiological trends, and
perhaps more importantly, to anticipate potential onset of illness with the ultimate
goal of prevention. We highlight in this paper a number of important issues with
this paradigm and upcoming applications of technologies in medicine.

One way to determine the benefit of any intervention is to look at a relevant
endpoint [6]. Wearables can be thought of as interventions if they are used for
anticipatory care. For example, the presumed purpose of continually monitored
blood glucose is to reduce the development of impaired glucose tolerance and
diabetes. If use of a medical wearable reduces patient progression to any adverse
endpoint, then that suggests that there is value in that wearable device.

Decreasing progression to undesired health endpoints could have further positive
implications other than better patient outcomes. Insurance providers may opt to
cover the cost of a wearable for risky patient-groups in order to lower the combined
risk of a patient developing an expensive illness. John Hancock Insurance has
already begun providing complimentary Fitbits, and offering reduced cost insurance
plans for Fitbit wearers [7].

Beyond benefiting patients and insurance companies, wearables offer unique
opportunities for medical researchers. First, participants would have options to
allow or deny collection of individual metrics as they see fit. Second, provided that
the relevant data is accurately measured by the device being used, or is at least
reliable enough for correlations to be made, the continuous stream of data could
benefit clinical trials. The FDA would have more clinical data with which to
consider relevant regulatory decisions, and the increase in clinical applications of
new technology will inform the improvement and use of even more technologies to
improve evidence-based medicine [8].
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3 Users of MHealth Technology

Two broad groups of users benefit most from wearables. The first general group
includes young, healthy, tech-savvy persons who primarily use these devices for
activity and exercise tracking. Companies such as Under Armour and Adidas have
acquired mobile application companies such as MyFitnessPal and RunKeeper to
program and provide a more complete digital fitness/data collection platform. As
another example, researchers have used data from Apple’s HealthKit package to
obtain helpful de-identified data that can be used to study a disease, condition,
device, or sensor [9, 10]. Thus, while the most apt (and likely) to use these digital
fitness applications, for the most part this younger cohort has less use for metrics
associated with possible pathology—glucose, cholesterol, blood pressure, etc. This
group primarily benefits from wearables through activity-tracking, and the resulting
lower risk of disease conferred by their healthier lifestyles.

The second broad group consists of more elderly and chronically ill patients.
This population is more likely to be diabetic, arrhythmic, and/or rife with cardio-
vascular problems, such as those arising from high cholesterol or long-term
smoking. Ironically, this group could stand to benefit from health-monitoring
wearables the most, but there is often a hesitancy to adopt new tech in this group for
reasons including high financial costs, privacy concerns, and misconceptions
around ease of use [11, 12]. This group primarily benefits from wearables by
anticipatory means—predicting adverse outcomes with a view to mitigation. For
example, loss of balance upon rising from bed or a chair is due to failing antici-
pation in the body’s ability to prepare for the change in position.1 By tracking the
effects of aging and recording them on an individual’s Anticipatory Profile™ the
intention is to develop means for maintaining anticipation in the aging.

Usage and de-identified physiological data collected from different age groups
and subpopulations will provide useful stratified data that not only allows for better
applications of the technologies, but also allows for better marketing to target
consumer groups.

4 FDA Regulation of Medical Devices, Wearables,
and Applications

The Food and Drug Administration (FDA), which has regulatory control over
medical devices, categorizes medical devices into three classes [13]. A medical
device is defined by the FDA as any product or equipment used to diagnose a

1By tracking the effects of aging and recording them on an individual’s Anticipatory Profile™ the
intention is to develop means for maintaining anticipation in the aging. See: The anticipatory
profile. An attempt to describe anticipation as process, http://www.tandfonline.com/doi/abs/10.
1080/03081079.2011.622093.
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disease or other conditions, to cure, to treat or to prevent disease. Class I devices are
simple in design and have no potential risk. Examples include tongue depressors
and Band-aids. These devices must be registered, exhibit proper branding and
labeling, and be produced using proper manufacturing techniques. Class II devices
are more complicated in design but have minimal risk. Examples are X-ray
machines, powered wheelchairs, and surgical or acupuncture needles. Class III
devices are intricate in design and have the strictest guidelines because they pose
the greatest risk. Examples include implanted pacemakers and prosthetic or artificial
heart valves. However, in general, the FDA does not regulate most health-related
wearable devices as long as they are low-risk for consumers to use.

4.1 FDA Guidelines

To provide oversight and clarity to the development of mobile health (mHealth)
applications, the FDA recently released their guidelines on regulations involving
mobile medical apps (February 2015). By some definitions, a mobile app can itself
be considered a medical device, leading to stricter regulations. This can be the case
when a mobile app transforms a mobile platform into a regulated device with the
addition of a sensor that is used in the diagnosis of disease or other conditions.
An ECG sensor attached to a mobile phone would transform the mobile app into a
device since the readouts become useable patient data. These rules are nevertheless
malleable and will vary depending on application. The FDA will not regulate but
will “exercise enforcement discretion” over apps that help users self-manage, track,
or monitor their disease or conditions without providing medical advice or sug-
gestions. Fitness wearables and mobile sensors and trackers for diet, exercise, sleep
and mood that bring control to the user are examples, and therefore are not under
regulation. Additionally, aiding patient communication with physicians via video-
conferencing or telemedicine portals is not strictly regulated.

The line is drawn at the point where apps help transform a mobile device into a
medical device, for example as a blood pressure cuff, otoscope, sphygmo-
manometer, pulse oximeter, spirometer, or ophthalmoscope. The argument is that
the non-digital version of these medical devices are already FDA-regulated and if
they were used incorrectly or malfunctioned, they may pose a risk to patients. By
the FDA’s definition, a ‘mobile medical app’ is a mobile app intended to either
(1) be used as an accessory to a regulated medical device, or (2) transform a mobile
platform into a regulated medical device. What is a regulated medical device?
The FDA guidance states:

When the intended use of a mobile app is for the diagnosis of disease or other conditions, or
the cure, mitigation, treatment, or prevention of disease, or is intended to affect the structure
or any function of the body of man [or woman], the mobile app is a device.
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4.2 Data Security

On the patient or consumer’s side, one of the first concerns regarding a mobile
application is the security of their personal data. Many devices allow for back-
ground monitoring of activity, such as a heart rate-sensing mirror or a car seat that
measures weight. Notably, many mobile phones are also able to log keystrokes or
GPS location data in addition to number of steps taken. Furthermore, commercial
wet labs such as Theranos, 23andMe, and Cleveland Heart Lab that are offering
their services to the public are making genetics, proteomics, and epigenetics
increasingly available. Used laboratory equipment can also be easily purchased at
auctions or on websites such as eBay. Easy access to equipment and in-depth
personal data makes it possible for consumers to bring the lab into their homes and
personal health analyses to themselves without having to go to an institution,
company, or outside location. There is a perhaps unintended consequence of these
devices and technologies whereby they are providing health care capabilities to the
consumer/patient. As the average person lacks a medical education with which to
put collected data into context, it is important that clinicians help to provide the
platform, knowledge, and experience for these shifts to take place. Undoubtedly,
data security will become a critical component to consider, as it could be disastrous
for certain devices, for example, a cardiac pacemaker, to become “hackable” and
controlled by an unauthorized third-party.

4.3 Electronic Medical Records

Physicians often dictate patient charts on their mobile devices or computers, take
images on their mobile phones, and check medical records remotely. The major
healthcare corporations in the United States have already begun multi-million dollar
shifts from paper to electronic records to allow healthcare professionals to have
structured methods of keeping patient data. On the other end, patient portals are
beginning to be built into these systems whereby patients are slowly being given the
option of checking their own health data remotely. This gives patients a chance to
read their diagnoses and check their medications list. There is public health
potential here, where through Internet resources, patients can monitor side effects of
drugs, or monitor their symptoms even more closely using new devices and
technology.

A potential danger is that patients risk becoming afflicted with “cyberchondria,”
a state where patients become hyper-aware of symptoms, and believe they may
have diseases and syndromes that they do not actually have. There are likely to be
many false positives in certain diagnostic devices and false diagnoses in general as
these technologies are developed.
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5 Current Devices, Mobile Applications, and Commercial
Companies

Mainstream fitness wearable devices from companies such as Fitbit, Jawbone,
Garmin, Misfit, Moov, and Apple currently provide users with personal fitness data
that includes heart rate, steps taken, stairs climbed, calories consumed, body mass
index (BMI), and sleep activity. The appearance of these devices has created a
psychological shift in the mindset of users, toward being more proactive with their
lifestyle and health. Studies have demonstrated that just being aware of the number
of steps taken per day and wearing a device that measures these steps can be
powerful enough to motivate the wearer to walk the longer route to a destination,
although more extensive studies involving behavior change techniques imple-
mented in technologies need to be performed [14]. Moreover, the ability to analyze
health trends and data on an individualized basis can encourage the user to be more
self-conscious about health and fitness.

5.1 Gamification and Interactivity

“Gamification” of fitness milestones has become one method of encouraging users
to link their peers to their accounts and make their data viewable. In this way they
can compete with each other in tasks such as walking 20,000 steps a day, or
climbing the most number of stairs in a week. Similarly on the mobile app software
end, push notifications are another way to remind or encourage the user to interact
with the app interface more often and frequently. The Fogg behavior model
describes 3 main elements that must converge in order for there to be a change in
behavior: motivation, ability, and trigger [15]. In the case of a fitness wearable
device, the motivation is often a desire for better health, and a trigger to act may be
facilitated by friends who also own the same wearable. Ability is defined by sim-
plicity factors that include time, money, and physical effort, where the idea is to
make a behavior simpler to accomplish.

For many fitness technology companies, much of the success of their devices is
owed to the user experience and interface (UX/UI) of their mHealth app and fitness
tracker, as well as the culture that has developed around fitness wearables.
Ease-of-use, portability, convenience, and devices that require very little time to use
are favored by consumers. Additional appeal comes from functions beyond passive
data tracking, which includes nudges for time-sensitive events or activities,
reminders, or options for personalized programmable prompts.
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5.2 Usability

Devices that require the least amount of work to maintain and that allow for the
maximum interpretable data collected are therefore ideal, e.g., long battery life or
wireless syncing. A major design flaw would be the requirement of a device to be
physically connected to a computer in order to sync data, and its marketability
would be significantly affected even if the physical design was aesthetically
desirable. Devices must excel on both the hardware and software levels. The
hardware must be attractive and streamlined, such that the consumer feels good
about wearing and using a device in public, and the software must be intuitive and
easy to use and follow, offering simple-to-understand analytical data outputs.
Admittedly, a portion of user attraction to a product is often due to creative mar-
keting strategies and intelligent branding.

6 New Commercial Opportunities

Bridging into the more specialized mHealth app arena are health trackers such as
iRhythm for the detection of cardiac arrhythmias, Neumitra for measuring the
autonomic nervous system, or BodyMedia armbands that can additionally measure
skin temperature and heat flux. These health trackers can potentially offer clinicians
data that can be integrated into more advanced levels of healthcare. An example use
case would be using skin temperature and heat flux to predict onset of a
hot-and-cold flash during menopause, or to predict the onset of heat stroke.
Interpretation and utilization of these collected data offers a unique challenge in the
years to come, as our increasingly advanced sensors and technology will allow us to
identify and monitor parameters we have not previously considered.

Technology giants such as Google X, Google’s semi-secretive facility dedicated
to major technological advancements, have continued to research and release var-
ious health-related products. For example, Google Glass was created in this facility
and has been used by physicians to help with their daily clinical work in ways that
include telemedicine, accessing patient records and charts, and during surgery to aid
in recognizing anatomical structures. Other interesting innovations include a contact
lens capable of detecting glucose levels in tear fluid for diabetic patients, and a
project known as Baseline Study. Baseline Study analyzes medical information and
uses genomics to define what a healthy human body actually is, or rather, gives a
‘baseline’ such that deviations from that genomic “norm” will allow a change to be
detected that may suggest predisposition to a certain disease state. This data is
determined through an aggregate of data from a population of anonymized indi-
viduals. The clinician would have the ability to more easily predict the onset of a
major disease or condition and provide prophylactic options.

In an effort to combine many of the new mHealth apps and technology, the
Smartphone Physical was curated and implemented in 2012 [16, 17]. The
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Smartphone Physical includes the use of nine devices total, categorized into 3 broad
groups each aimed at a unique demographic. The first group of devices, intended
for everyday use by consumers, includes a scale for weight, a blood pressure cuff,
and an oxygen saturation monitor. The second group, intended to reach specific
patient-groups, includes an ECG, spirometer, and otoscope for ear examination.
The third group, for medical providers, includes more advanced devices requiring
professional training to interpret, and includes the stethoscope, ophthalmoscope,
and ultrasound.

7 Data Management, Analysis, Application

Utility of collected data from a medically approved wearable will be maximized if
the output can be easily reviewed and interpreted by the patient’s family physician
or other clinicians. Application data scientists will be key in properly parsing out
large data sets such that usable conclusions, or at least strong correlations can be
made between trends and diagnoses. While some sensors are able to offer relatively
objective data, e.g. a glucose meter, other sensors that record spirometry, skin tone
coloring for stages of bruising, or blood flow may offer more subjective correla-
tions, and large data sets would likely have to be analyzed for statistical
significance.

Preventice, as a standout example of how to do things in an informed manner,
has created a remotely monitored arrhythmia tracker [18]. Physicians are given
access to a ‘dashboard’ of data on which displays their patient’s heart rhythm and
other key biometric data. This type of connectivity represents a seamless adaptation
of wearable-collected data into clinical decision-making. This type of data usage,
however, does not involve more complex embedded algorithms that have thresh-
olds set to help interpret the data. Instead, it continues to require the clinician’s
expertise to make decisions and diagnoses.

Algorithms that perform more complex analyses of collected data will become
more prevalent over the next few years. Clinician input will be most critical when
setting the relevant thresholds and clinical significance of individual patient data.
AliveCor’s FDA-approved atrial fibrillation diagnosis algorithm is a good example
of point-of-collection algorithms that are used at the time of device usage to provide
ECG data about the heart’s current state [19, 20]. Collected information can then be
shared with a healthcare professional if any unusual heart rhythms are recorded.

7.1 Processing Big Data

There will be no shortage of data collected by current and future devices, but there
will be a lag phase wherein our processing of this large set of data will need to catch
up to hardware development. Scientists and clinicians will need to determine how
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to interpret and utilize vast amounts of collected information. Going forward, for
algorithm purposes, monitoring for each disease or health condition will require the
creation of ‘thresholds’ to distinguish between good and ill health. Subsequent
clinical trials may need to be conducted to test the thresholds that are set. Given the
complexity of the human body, co-morbidities on top of lifestyle choices will make
this task of parsing out data even more complex. Machine learning in the form of
using patient data to train an electronic ecosystem on what is significant will
become widespread practice in mHealth app development. Hypothetically, machine
learning could be used to identify the group of healthy individuals that have
increasing blood pressures over 4.5 years with a given slope, and determine that
this trend may result in a diagnosis of hypertension at the 5-year mark. Similar
analyses could be performed for other health conditions.

Within a generation we will witness an effort to replace the need for a live,
real-time clinician with a virtual “artificial intelligence” clinician for a general
checkup. The ability to perform experiments such as mobile polymerase chain
reaction (PCR) will give individuals the ability to self-diagnose, given that the
correct primers for a disease biomarker or gene are provided. Advanced tech-
nologies could allow for complex microarrays or multivalent ligand targeting to be
performed remotely and on a mobile device—potentially useful in diagnosing
genetic conditions or infectious diseases. Biopsies of tumors could potentially be
performed in the future, where advanced imaging technologies are able to reconcile
pathological states and offer a tentative or definitive diagnosis immediately (e.g.
suspected squamous or basal cell carcinoma). However, while we are making fast
progress from science fiction to reality, a trained pathologist’s eye will still be the
preferred method of diagnosis for the coming years.

8 Conclusions

Health-tracking wearables have become far more sophisticated over the past few
years. Previously only able to measure rudimentary data such as heart rate and steps
taken, they are now able to directly measure and/or estimate metrics such as blood
glucose, heart rhythm, and brain activity [1].

8.1 Anticipation

Anticipation as a concept within medicine refers to prediction of a health outcome
that is informed by collected physiological data. If disease or complication-onset
can be anticipated, clinician and patient alike are empowered to redouble their effort
to delay or prevent morbidity [5]. There may be an increased dependence by
insurance companies on collecting personalized health information that may begin
to drive medicine towards a world involving ‘genetic discrimination’ (not unlike in
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the science fiction film Gattaca) [21]. It will be critical that clinicians understand
that prediction does not always result in onset, just as a healthy lifestyle and
behavior do not guarantee a disease-free state. We will want to stray away from
examining humans as machines using machines, but instead use these technologies
in ways that best augment current healthcare. Since human beings are each unique
biological systems, we need to consider each individual as a unique case and not as
only part of an aggregate population. We also need to be careful not to further
discriminate in healthcare against those who have a predisposition for certain
congenital or familial conditions, and to appreciate what makes us organic and
distinctive as humans. Part of the human condition involves illnesses and diseases,
and new technologies should first aim to alleviate these health conditions before
considering the potential creation of super-humans or cyborgs.

8.2 Anticipating New Challenges

Despite the benefits that medical wearables have, there are still major challenges to
overcome. Given the diverse depth of collected information, where will wearables
fit in FDA guidelines? How will data be resolved and interpreted? How will we
determine patient-specific thresholds for various diagnoses and conditions, and can
they be generalized to the population? How can we ensure we reach the demo-
graphic who will benefit the most from wearable technology? Finally, devices will
need to remain portable and simple to use in order to drive widespread market
adoption.

Regardless of the challenges on the horizon, medical wearables and mHealth
applications objectively provide unique, long-term insight into a patient’s health,
and will undoubtedly continue to improve patient outcomes as they become more
and more sophisticated. The key lies in balancing the use of newer technologies
between modern and traditional healthcare. It is important to recognize that the use
of technologies will fall at different ends of the spectrum according to their
applications and utilization in different medical fields. Some technologies will only
be used to further verify a diagnosis or aid in creating one, while other technologies
may provide the gold standard for diagnosis or treatment. Certain clinical occu-
pations may be eventually replaced by advanced computer programs and devices—
but there is a balance there still. Consider medical imaging diagnostics: someday a
machine may be better able to discern minor differences on imaging than a human
clinician, but a physician’s skill in parsing subtle clues from a patient’s history with
findings on imaging to weave a diagnosis cannot easily be replaced. Nevertheless,
new technologies can augment and improve the lives of patients and general
consumers, and have the potential to allow for better, cheaper, and more accurate
diagnoses.
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Coaching of Body Awareness Through
an App-Guide: The HealthNavigator

Wilko Heuten, Hermie Hermens, Jan-Dirk Hoffmann,
Monique Tabak, Janko Timmermann, Detlev Willemsen,
Anke Workowski and Johannes Technau

Abstract The article describes the process of the development of an app to support
people in lifelong secondary prevention, e.g. after a heart attack or with chronic
diseases. The goal of this app-guide, called the HealthNavigator, is to coach people
walking on leisure paths through guidance, motivation, and better understanding of
physical abilities (body awareness). There were three development cycles, each one
followed by a demonstrator test with health professionals and patients. The out-
comes of these tests were taken into account for the following development cycle.
Focus was placed on how to motivate people to exercise regularly and in a healthy
manner. The evaluations showed that HealthNavigator was found to be usable tool
for teaching body awareness and making users feel safe, while motivating them to
take walks in the open air.
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Keywords Physical activity � Rehabilitation � Health-app � Motivation �
User-centered design

1 Introduction

Regular physical activity has nothing but positive effects on the human body. There
is one main premise for this: the activity must be exercised individually within an
optimal range and at optimal intensity in order to avoid overexertion, injury, and
physical problems, such as circulatory or coronary disorders. A moderate aerobic
activity of 30 min per day reduces the risk of coronary heart disease [1], and, carried
out regularly, it enhances the subjective quality of life [2]. An ideal endurance
activity in a moderate range can be performed through taking walks—hiking,
trekking, strolling—which can be done by anyone and anywhere in the open air.
Controlling intensity while performing endurance activity in an outdoor setting can
be difficult, especially for people with little or no experience in this. Control requires
objective parameters, such as heart rate, and subjective parameters, such as
self-assessment in order for the walker to be coached regarding individual optimal
walking intensity. To this end, an app-guide, called HealthNavigator, was developed
to coach people during walking on leisure pathways (e.g., streets with sites of
historic or cultural interest, paved or unpaved paths in parks, country roads, forest
paths). The app provides route guidance, motivation stimulus, and real-time body
awareness. The HealthNavigator is an app-guide for people who want to improve
their physical condition by hiking outdoors in nature; it can also be used, for
example, by persons with cardiovascular diseases, who do not take any medication
(e.g. ß-blockers) to regulate heart rate. In that sense, potential users are persons in the
phase of lifelong secondary prevention or in the final phase of rehabilitation. Caveat:
HealthNavigator is part of a research project, not a medical device in the legal sense.

HealthNavigator consists of an app on a smartphone, an app on a smartwatch,
and a belt with an integrated ECG. The system should encourage users to optimize
their performance and impart confidence in respect to physical capabilities by
displaying physical parameters, monitoring self-estimated exertion by the
Borg-Scale [3], and providing individual feedback. Due to simultaneous detection
of objective and subjective conditions of the user, the HealthNavigator is able to
recommend user-tailored load profiles and suggest optimal walking routes. To
motivate the user to go for a walk, HealthNavigator provides information on points
of interest (such as historical buildings, memorials, and museums in towns or
villages), rest areas (such as restaurants or sitting areas with attractive panoramas).

An iterative approach was followed in developing the HealthNavigator, with
several cycles building on each other. There were three main iterations, each one
consisting of a requirements analysis, system-development, and evaluation. These
will be discussed in the sections to follow. Comments from users and professionals
helped in adapting the system to achieve steady improvement towards the final
demonstration model.
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2 Requirements

Although the number of applications and telemedicine systems is rapidly evolving,
many of such initiatives do not reach an operational phase. Insufficient technical
performance and low usability are considered to be among the major barriers for
successful implementation [4]. Involvement of patients and professionals in the
requirements analysis and the design process is crucial for adjusting its utilization in
the user’s daily routine and for successful implementation. Therefore, for devel-
oping the requirements of HealthNavigator, we chose an iterative, user-centered
design approach. It considers the user as the basis for the design and involves
him/her in the evaluation of design choices [5].

A scenario was developed following the PACT approach (People, Activity,
Context and Technology) related to patients using a technology in their daily life
within a certain (medical) context. Incorporating the principles of evidence-based
medicine into PACT scenario development provides starting points for more
effective and efficient design of such applications [6]. We studied the literature
documenting state-of-the-art research, and we assessed the user’s medical knowl-
edge and needs by means of PACT tables and expert interviews. By means of open
interviews, medical experts were asked about the target users. The developers
provided feedback by proposing FICS extensions to the scenario. (FICS stands for
Function and events, Interactions and usability issues, Content and structure, Style
and aesthetics, related to system use.) The scenario was updated, containing PACT
elements combined with FICS elements (Fig. 1).

After elicitation of the requirements in focus groups with medical experts and
patients, the functional requirements were prioritized following MoSCoW (Must
have, Should have, Could have, Wouldn’t have). Table 1 shows the Must haves
(M) and the Should haves (S). Mock-ups were created and evaluated with the
patients and specialists. In addition, a field study was performed with the users, to
evaluate simple navigation techniques on a smartphone.

Fig. 1 The HealthNavigator’s user-centered design approach (reproduced with permission from
[4])
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3 HealthNavigator

3.1 Concept

The HealthNavigator application combines two main support systems. First, there is
health status monitoring, which is realized by measuring heart rate, but also by
letting the users reflect their perceived exertion. The information measured by and
entered into the system is then used to give users advice for walking faster or slower
according to their goals. Second is the navigation system, which includes points of
interest. It helps users to navigate on previously defined routes and to adapt the
route according to user needs. It also supports navigation back to the starting point
(e.g., a healthcare facility) using the shortest route (which may be different from the
predefined routes).

While both systems work together, we carefully separated them by using dif-
ferent devices. The navigation system works on the smartphone, since it is not
necessary all the time, because walking routes tend to be straight for a longer time,
and the smartphone provides a big enough screen with high resolution for getting a
clear overview of the map for the route. Health status is constantly monitored.
Interaction with the user should be easy, fast, and not distracting. Thus, we decided
to use a smartwatch for this interaction.

3.2 Health Status Monitoring

The navigation of the HealthNavigator also focuses on the user’s exertion level.
Health status monitoring is supposed to keep the exertion of users within appro-
priate limits. In the HealthNavigator, this is achieved by measuring heart rate and
querying the perceived user exertion. The perceived exertion can be measured using
the Borg-RPE-Scale [4], which allows the rating from 6 (no exertion at all) to 20
(maximum exertion). In the beginning, the users have to define their target exertion
level. In the HealthNavigator, users were able to choose between four different
levels: low, medium, high and very high (see Fig. 2a). Additionally, the fitness
level and the age have to be entered by the users.

The HealthNavigator uses the perceived exertion as the main parameter for
health status monitoring. The heart rate is used as a supportive parameter. This
means that if the system measures exertion different from what the user entered, the
perceived exertion is considered to be correct and the system will adapt to that. The
goal of this behavior is to cultivate body awareness in the user. We created an
algorithm, visualized in Fig. 3.

The algorithm uses the target rating of perceived exertion (RPE) to compute
estimated heart rate corridors. The HealthNavigator uses five heart rate corridors:
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Table 1 Requirements of HealthNavigator, showing the Must haves (M) and Should have
(S) requirements

1. Start-up and settings

1.1 For first time use, the system must create a user profile based on responses regarding
height, medication, preferences, etc.

M

1.2 At start-up, the system should ask only a subset of questions, relevant for that
moment, for the user profile

S

1.3 At start-up, the system must propose suitable routes to the patient, based on the user
profile

M

1.4 The app should allow for adjusting the following settings: User profile, Walking or
Biking, Routes, Display Parameters

S

1.5 The system can be used with default settings M

2. Monitoring and sensing

2.1 The system must specify the user’s location in order to provide directions M

2.2 The system must measure the user’s activity in order to show the level of activity and
set an activity goal

M

2.3 Activity must also be accurate (i.e., correlates to METs) when the user is cycling M

2.4 The system can determine the amount of activity the user should aim for, which can
be adapted by the healthcare professional

S

2.5 The system should measure physical parameters through additional sensors
Heart rate should always be monitored (mandatory)
Saturation and breathing should be monitored when appropriate (optional)

S

2.6 Additional information should be calculated from the gathered data: location, time,
speed, duration etc.

S

2.7 The system should acquire information about surroundings: weather, points of
interest, etc.

S

3. Adaptive routing

3.1 The system proposes the most suitable route to the patient, which corresponds in
difficulty and length to the physical abilities and wishes of the patient, based on the
user’s profile, history of walks, and past performance

M

3.2 Besides the most suitable route, the system must also provide alternative routes M

3.3 The user must be able to decide which route to walk/bike M

3.4 For each route the system must show the difficulty/intensity, prospective arrival time
(based on user’s profile and most suitable physical performance), and points of
interest

M

3.5 On route, the system must provide route navigation M

3.6 On route, the system must provide information about the surroundings M

3.7 In case the user gets off the route, the system should be able to guide the user back S

3.8 The device should support the user in finding the shortest way back S

4. Display parameters

4.1 During walking/cycling, the system must be able to display heart rate, time, location,
estimated duration

M

4.2 The system should be able to display altitude, slope, oxygen, breathing rate, calories
burned. The patient can choose these parameters in the settings

S

(continued)
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Table 1 (continued)

5. Feedback on performance

5.1 The system must provide feedback about optimal physical performance (e.g., “Slow
your pace”)

M

5.2 The patient must be alerted when measured physical parameters are beyond the
patient’s personal thresholds

M

5.3 The system should provide feedback in the form of advice, not instruction S

5.4 The feedback should be tailored and personal: the system should automatically adapt
the feedback to the patient’s personal preferences, performance, and available
information about the environment

S

5.5 Feedback must be provided in such a manner that it should not be necessary to hold
the device in the hand the whole time

M

6. Reports

6.1 The system should document the measured parameters and route in a report M

6.2 The user should be able to make print-outs of the report M

6.3 Effect of the training should be perceptible in order to increase motivation S

6.4 Report should be sent in a secure manner S

6.5 The patient needs to log into gain access to the data S

Fig. 2 a Selection of load level and smart watch interaction of the Health Status Monitoring.
b Borg-RPE-Scale input and c heart rate display
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one optimal corridor, two warning corridors, and two alarming corridors. The
corridors are estimated based on the user’s the age, the target exertion level, and the
maximum heart rate of the user, all of which is estimated by the popular for-
mula 210–age. The HealthNavigator then utilizes the measured heart rate to esti-
mate whether the users are within their desired load limits. If the heart rate is within
the estimated optimal heart rate corridor, the HealthNavigator assumes that the user
has obtained the desired load and only asks about perceived exertion every ten
minutes. If the heart rate lies outside the optimal corridor, the system will shorten
this interval. If the deviation is only small (low and/or high corridors), the interval is
lowered to three minutes. If the deviation is high (too low and/or too high corri-
dors), the interval is lowered to one minute. This way, the users won’t be asked for
perceived exertion too often if it is very likely that they are within their desired
limits.

Just as the correlation between the heart rate and the RPE can be high for
everyone, since each person reacts differently to physical activity, the interpretation
of the RPE levels is also very individual and can differ, too. To address these issues,
the algorithm uses the regularly user-entered RPE values to adjust the estimated
heart rate corridors, and in conjunction, the interval of user queries for the RPE.
This calibration is made if the actual RPE that the user entered equals the target
RPE that the user entered at the beginning. In this case, the user has obviously

Fig. 3 Algorithm for the
health status monitoring using
the perceived exertion as main
parameter
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reached his/her defined target intensity—which is the overall goal. If the estimated
heart rate corridors do not reflect this, they must be adjusted. The algorithm does
this slowly in order to avoid too great adjustments caused by temporal effects, such
as a briefly elevated heart rate not caused by physical activity or by short elevations
of the exertion level due to geography (for instance, slopes). We chose to adjust the
estimated heart rate corridors by a maximum of 5 beats per minute per adjustment.
By way of example: let the target be RPE 12 and the estimated heart rate corridor
between 110 and 130 beats per minute. If the heart rate is 100 and the user enters 12
as the current RPE, the algorithm will adjust the estimated heart rate corridor to 105
and 125 beats per minute. This will not change the query interval the first time; but
the second time, the heart rate corridor will be reduced to 100 and 120, respectively,
and match the actual heart rate. The navigation of the HealthNavigator also focuses
on the exertion of the user. When the desired exertion level is selected (Fig. 2a), the
user can also select how exhausting the path for the hike should be.

The requirements analysis showed that patients in cardiac rehabilitation consider
it important to be able to monitor their heart rate. Since entering the perceived
exertion is not necessary all the time, the smart watch shows feedback about the
heart rate when no user input is required. Figure 2b and c show both smartwatch
views used in the HealthNavigator.

Another important element of the requirements analysis is that the system can
provide feedback about the user’s optimal performance. Therefore, we have
developed a decision support system so the HealthNavigator can provide feedback
to help the user achieve the desired exertion level: sending the user messages about
walking pace (for example, “Decrease your pace,” when, based on the system input,
exertion becomes too high). This feature of HealthNavigator is under development
and has not yet been fully evaluated.

3.3 Touristic Navigation

In addition to selecting the desired exertion level (Fig. 2), the user can also select
how exhausting the path for the walk should be. The HealthNavigator then locates
them and downloads available routes from Open Street Maps. These routes were
entered beforehand by experts and contain a necessary rating of the route and
possible shortcuts in case users feel over-exerted during the hike. The system then
shows available paths to the user and colors them according to the previously
entered desired exertion level. Routes that fully meet this requirement are marked
green, and routes that are too easy are colored yellow. Routes that are too difficult
are colored red and display an additional warning symbol to alert the user against
choosing a route that is too hard (Fig. 4).
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After choosing a route, the HealthNavigator displays the navigation view
(Fig. 5). It consists of a self-rendered map based on Open Street Map data. This
data is downloaded as soon as the route is known. During the walk, this allows the
HealthNavigator to always guide the user back to the starting point through the
shortest path, even if the mobile data connection fails. The navigation itself is
realized using a highlighted blue path displayed on the map. The user can zoom in
and out to get a better overview of where the path leads. A dialog for showing the
expected amount of time to arrival can be opened and closed by the user.

Every route has a predefined shortcut. When it is reached, the HealthNavigator
opens a dialog informing the user about both possible ways to continue. The user
can then decide whether he/she would like to walk the original route as planned or
take the shortcut (due to overexertion, time planning, or other reasons). The user
can always activate the navigation back to the starting point by choosing this option
from the application menu.

Fig. 4 Examples of route lists indicating suitable routes for the user
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4 Evaluation

Evaluations have been conducted annually, which allows for incorporating the
respective partial results into each iteration of the HealthNavigator. Similarly, the
usability of the HealthNavigator has been evaluated by various user tests in several
separate studies. The design of the HealthNavigator was set based on these results.
Final evaluation of the HealthNavigator was performed under real conditions, such
as the handling and using of the device by the test participants. A standardized
protocol was used at two testing stagess, consisting of a pre-interview, a field study,
and a post-interview.

Participating in the study was a total of 12 subjects (5 in group 1 and 7 in group
2),with a mean age of 56.3 ± 8.7 years (group 1: 48.6 ± 6.9 years; group 2:
61.9 ± 4.7 years) with a range of 42 years to 68 years (group 1: 42–57 years;
group 2: 56–68 years). Group 1 consisted of healthy people (four of whom were

Fig. 5 The navigation view of the HealthNavigator. a The navigation map and b a detailed
display of a point of interest
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healthcare professionals) and group 2 consisted of persons undergoing physio-
therapy. The subgroups differed significantly in age.

HealthNavigator received a good usability rating (SUS score: 71.0 ± 22.3)
based on [7, p. 118]. The majority of the participants (83.3 %) believed that their
body awareness will increase by using the HealthNavigator system frequently
(group 1: 80 %; group 2: 85.7 %). Healthcare professionals explained that this is
the case because dyspnea (i.e., difficult breathing) and other symptoms could be
diagnosed. The user will become more aware of his/her body condition and learn
about his/her capacity. Nine of all participants (75 %) felt safe and confident with
the HealthNavigator system (group 1: 60 %; group 2: 85.7 %); and six participants
(50 %) thought that the HealthNavigator system can remove anxiety over exer-
cising (group 1: 60 %; group 2: 42.9 %). Four of the seven patients voiced their
intention to use HealthNavigator once it becomes available.

The health status monitoring (entering the Borg) was rated the most important
current feature of the HealthNavigator, together with the feedback provided. This
may be due to the fact that the HealthNavigator is a device with new features, in
contrast to the sport navigation devices currently on the market.

The results regarding the features of the HealthNavigator show that the (heart
rate) feedback, the tourist information, and the selectable routes are the main
motivational functions. The results show that the users are intrinsically motivated to
use HealthNavigator to improve their physical condition, to explore the surround-
ings, and to learn something about the surroundings, while they find the opinions of
others regarding the device of less importance.

5 Discussion

With the HealthNavigator, a new method was implemented to help patients
regarding lifelong secondary prevention and for healthy people who want to
increase their physical condition. The HealthNavigator combines tourist navigation,
health status monitoring, and feedback in order to increase body awareness and to
coach users in walking on scenic and tourist routes. Evaluations show that the
HealthNavigator is user friendly, can teach body awareness, and makes users feel
safe, while motivating them to walk and hike outdoors.

The need for people in general and especially for patients to maintain an active
and healthy lifestyle was the original impetus behind the project and was closely
related to experiences of project partners with patients in current healthcare. The
result—the combination of the measured exertion and perceived exertion—is from a
technical and medical point of view, new and opens broad prospects for follow up.

We designed a technical system that the target groups find usable and under-
standable. To achieve ease of usability, we ourselves designed the routing, which
allowed us to take the individual preferences of older people into account. There
are, of course, improvements to be made for further development of the
HealthNavigator. For example, to explain the system to a larger audience, a manual
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is needed. Also more effort needs to be put into the user interface and the inte-
gration of sensors in order to obtain better view of the patient while walking.

With the automatic determination of heart rate corridors and the algorithmic
verification of heart rate matching the rating of perceived exertion (RPE), we offer
the user a unique possibility to control him- or herself and to learn what his or her
individual thresholds are. Very interesting would be to further develop the feedback
of the HealthNavigator system for increased guidance regarding navigation and
health status monitoring. The decision support that provides feedback and coaches
the user to acquire the best walking pace is largely developed, but should be
precisely evaluated regarding safety, effects on walking behavior, and motivational
influence. In respect to the navigation, currently the user receives a message when
an alternative route is available; a future system should automatically coach the user
to alternative routes when the input data requires doing so. In light of the recent
unobtrusive sensors that are becoming more and more available, together with
available context information, the system could be extended through more input
data (e.g., physical activity, weather), to make the automatic routing and decision
support feedback as accurate and tailored to the user as possible.

The testing with two groups (healthcare professionals and potential users in
secondary prevention) delivered two different viewpoints: one from the actual user
and another from the persons who are likely to recommend and explain the system
to the user. Both views are important when you think in terms of market intro-
duction and operational conditions. We received valuable feedback from profes-
sionals and patients, who were mainly positive. Physiotherapists from the
Netherlands were willing to test the system and prompted its usefulness for their
daily work, as well as patients and practitioners from Germany, who were assured
that the HealthNavigator would be of great benefit. However, first we need to
perform larger scale trials in order to investigate the effects on the walking behavior
and quality of life of the users, and the added value for daily practice. And in terms
of market introduction, a closer look at the needs of practitioners and general
rehabilitation processes must be taken so that HealthNavigator can be incorporated
into regular (care) programs.
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Anticipation and Child Development

Julie Brisson and Anne-Laure Sorin

Abstract Anticipation serves as an interesting clue in the field of developmental
psychology since it can be assessed at a behavioral level during interaction within
both social and physical environments. Assessing anticipatory behaviors leads to a
better understanding of child development, providing clues to the development of a
child’s cognitive skills. On a theoretical level, several questions arise. Does a child
who anticipates necessarily understand the situation he is in, or does he merely make
a perceptive association learned through conditioning? Can it be stated with certainty
that a child who does not (or cannot) anticipate does not understand? In the case of a
child’s typical development, anticipation is also one means for understanding
atypical development, such as autism spectrum disorder. On a practical level,
whatever the underlying explanation, anticipation deficit could be one interesting
screening procedure for detecting developmental disorders as early as possible.

Keywords Anticipation � Autism � Behavior � Development

1 Introduction

In the field of developmental psychology, researchers are attempting to delve into the
minds of infants: what they already know at birth, what they learn and how they relate
to their environment, how they further develop. Children come to the world within a
social environment and progressively learn from observing this environment. They
observe and experience several repeated situations, for instance, routines like meal
times, bath or care periods, play times, and interactions with parents. If they under-
stand these situations and the repetitive patterns are assimilated, children adapt and
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respond quickly to these various repeated solicitations. That is, they learn. (Learning
is a defining characteristic of the living [1]). The information they assimilate goes into
building their anticipatory functioning; it becomes part of their anticipation repertory.
Seen in this light, a child’s actions can reveal clues to the development of anticipation.
Thus, observing a child “in action,” researchers can track not only a child’s under-
standing of the given situation, but also the role anticipation plays.

Our research attempted to answer two main questions:

1. How typically developing infants understand their world and what can help
them to understand it more quickly?

2. Do infants later diagnosed with autism display a lack of anticipation, implying
that they do not understand as quickly as typically developing infants do?

1.1 Observing Anticipatory Behavior

As researchers in developmental psychology attempt to enter the minds of infants,
they have elaborated sophisticated paradigms: the habituation paradigm [2] and the
violation of expectation method [3]. Anticipatory behavior has recently been taken
into consideration. It is indeed an interesting clue for researchers because it can be
observed, measured, and interpreted in terms of the child’s abilities. An anticipatory
behavior could be considered a sign that a child recognizes a specific situation,
might have understood it, and adapts his behavior. We maintain that there is a link
between motor anticipation and cognitive anticipation.

From among the several methods used in developmental psychology, observa-
tion is generally employed to assess motoric behavior [4]. Software that allows
frame-by-frame viewing is used to assess, for instance, whether the child readies his
arms in order to protect his body from a fall. One specific motoric behavior is
oculomotor behavior. Eye-tracking technology facilitates new perspectives because
it can track the child-subject’s visual exploration path. The child’s gaze shows
whether he anticipates the aim of a behavior as anticipatory saccades are generated
toward a target ahead of an ongoing observed action [5]. When a child sees a person
eating soup, for example, his anticipatory behavior could be to look at the mouth
area before the spoon touches it. This could lead to the conclusion that the child
knows the aim of this activity. Anticipation can also be observed in postural
changes, especially anticipated postural adjustments. Every motoric action is due to
coordination between movement and posture [6, 7]. Posture is usually assessed
through kinematics and electromyography recordings [8].

When can anticipatory behavior be observed? What does anticipation reveal
about the processes that give rise to it? Are infants able to anticipate from birth? Is
anticipation dependent on the context? These questions will be addressed in the first
part of this text. The second part will deal with the difficulties of people with autism
spectrum disorder (ASD) to anticipate, and the possibility to use such difficulty as a
screening criterion.
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2 Anticipation—A Working Definition

It is important to define what anticipation means in the context of this research.
Anticipation seems to be a familiar concept. People use the word anticipation (and
its various forms) without giving it much thought. Therefore, it is important to
define anticipation, a complex process, in the scientific framework. An anticipatory
process is a process “in which the current state results not only from a past state, but
especially from a possible future state” [9]. It is expressed in action. It implies
understanding the consequences of one’s action on oneself and the environment in
which the action takes place [10]. Thus one needs not only to be aware of what
happens, but also to calculate the possible outcome that will prepare the corre-
sponding action and to carry it out [11]. For example, when a bottle falls from a
table and you want to catch it, you need to determine its trajectory in order to
prepare your reach and act. In order for a person to conjure this project of action
(which takes place within milliseconds [12]), information must be “processed.” The
perceptions induced by the situation, such as visual or proprioceptive information,
are analyzed. The information perceived in the present has to be connected to
personal knowledge. Indeed, anticipation requires using a representation of one’s
self and of the environment, as well as a representation of the interplay between the
two. These are not present from birth; they will be accumulated, beginning with
birth, through infancy [10] and through a certain point in adulthood [13].

Furthermore, the situation is analyzed in comparison with similar observed or
experienced situations that have been stored in memory. Although they are from
different theoretical branches in psychology, several authors have included these
memorized patterns in their theories. For instance, Piaget [14] defined his action
schemes as blocks of knowledge about organized actions that can be generalized or
used in similar situations. These knowledge units are constantly updated and uti-
lized for obtaining another major component: the goal of the future action.

The goal is an important concept in anticipation, as is the preparation needed to
attain it, taking into account the parameters of the situation, or inferring someone
else’s goal in a social situation. Preparation—the readiness potential according to
Libet [12]—leads to executing the action. Possible outcomes are linked to the goal
and correspond to the ideal result of the action before its execution. Finally, the
result of the action is compared to this internal model while executing it (see Hilber
[15] on this issue). Learning takes place and the anticipation is reinforced—or
rejected if it turns out to be wrong.

This process could be effective for analyzing what underlies the actions of
adults. But what about children? They progressively conjure or construct a world
that is more and more coherent and predictable, leading to the development of their
anticipatory capabilities. In the next part, we shall describe how anticipation is
utilized to assess the infant’s and child’s abilities, from the simplest motoric action
to more and more complex social situations, and what can help the child to analyze
a situation and adapt to it.
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3 Typical Child Development

Studies in different domains of developmental psychology show that healthy infants
quickly acquire anticipatory capabilities. When it comes to following a regular
moving object, infants 18–36 weeks old anticipate the linear path of a rapidly
moving object [16]. They are able to assess distances and velocity in space. In a
smooth pursuit task, 5-month-old infants will form expectations of the position and
time of the target, even if the path is not sinusoidal, but triangular [17]. The same
anticipation capability was evinced in children at 2 and 3 months of age when they
were shown pictures in a predictable sequence. The infants’ eyes moved to where
the next picture would appear just before it was shown [18–20].

3.1 Evidence of Anticipation

Postural Adjustment. When a voluntary motion begins, the movement of body
parts tends toward the center of gravity and creates a disequilibrium. The posture
instantly adjusts so that the body maintains balance while executing the motion.
With children, this adjustment is at first retroactive and gradually becomes proac-
tive with experience [7]. At around 15–18 months of age, babies can adapt the
posture of their trunk and neck muscles in anticipation in order to reach an object
with the arm without losing balance [21, 22]. Between the ages of 18 and
30 months, they progressively learn how to adjust in anticipation the body’s center
of gravity while taking their first steps [23].

To assess anticipatory postural control at an older age, the bimanual load-lifting
paradigm was elaborated [24]. When a tray carried by a participant is either loaded
or unloaded, the carrier anticipates the weight transfer. Children between ages 21
and 40 months are more able to stabilize the tray while loading it themselves than
when the experimenter loads it [7]. The unloading condition has been studied with
older children between 4 and 8 years of age. In these tasks, children learn to
integrate the object’s weight and center of gravity as they anticipate loading or
unloading. The anticipatory postural adjustments (APA) are at first immature and
lack synchronization with the movement itself. It improves with maturation and
experience and allows the child to perform a greater variety of actions.

3.1.1 Reaching for an Object

When it comes to reaching for an object, most children from 5 months on adapt their
grasp to the target by starting to close their hand around the object before touching it
[25]. This action is executed in anticipation of, not in reaction to, touching the target’s
shape. Nevertheless, it is only from 13 months on that a child’s grasp is as accurate as
an adult’s when it comes to smoothness of the movement and accuracy of hand
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aperture. When two pieces of information about the target have to be processed, 10–
12-month-old children adapt their grasp first to the orientation of the object they want to
grasp and then to its size [26]. Whereas 12 month-old children are able to simulta-
neously adapt their hand configuration to both orientation and size of the object they
want to grasp, it is more difficult for 10-month old children, who have more of a
problem in anticipating the object’s size. When only one aspect of the object is present,
the younger children can adapt to the object’s size; but adding another dimension
entails complication. They need advanced preparation abilities (readiness potential) in
order to integrate varied information about the object.

As children advance in age, their ability to construct a motor program improves.
Proaction becomes more efficient and priority is given to proaction. This was
demonstrated with bimanual coordination. Before the age of 11 months, children
try to reach for big objects with one hand; they use the second hand after receiving
haptic feedback. From 11 months on, children start their reach using both hands,
implying better anticipation of and preparation for the final result [27]. From the age
of 3 years, they can anticipate a more complex action, pursuing not the easiest path,
but the path that will lead them to the most comfortable end-state—although both
paths could lead to the same goal. Children not only perform the task, but also
anticipate the path. This ability increases with age, and as a function of the task
difficulty and children’s’ expertise in accomplishing the task [28].

3.1.2 Anticipation in Social Situations

Children already use anticipatory behaviors in situations that require no social
knowledge. The social environment is more complicated to analyze than the
physical environment partly because it is less predictable. In this context children
have to deal with their own goals and also with the supposed goals of others. How
are actions understood in a social context? When do infants become able to
anticipate the goal of a perceived action in a social context?

Children constantly experience social interactions or observe interactive situations
[29]. Multiple experiences help them understand the situation as well as predict the goal
of the people around them [30]. Experience plays an important role as they learn to
adapt their own behaviors in social situations. Any observed action as simple as
observing another person transferring a toy into a bucket can imply anticipation.
Whereas 12-month-old children and adults anticipate the action by looking ahead of the
toy and toward the goal container, 6-month-old infants do not [31].

Elsner et al. [29] showed that the properties of the goal of the social action can
help a child to understand a gesture and attribute a meaning. Twelve month-old
infants observed an interactive scene of give-and-take in which a hand or an
affordant U-shaped object was utilized. The infant’s look shifts to the goal more
quickly when the receiving hand is presented with the U-shape than when the palm
of the hand faces the ground. The infants are also faster when the hand is replaced
by a U-shaped object. This proactive gaze-shift to a long-trajectory reach has also
been noticed in 6-, 8-, and 10-month-old, but not 4-month-old infants [32].
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Dealing with more complicated social actions, 12-month-old infants anticipate
the goal of a feeding action while observing as a third party. At 12 months of age,
they look particularly at the adult who should receive the food [33].

We could assess that goal anticipation would be displayed much earlier in situ-
ations in which the child is directly involved. Some authors support the idea that
anticipating the goal of an action is correlated to being able to produce the action
(e.g., [5, 34, 35]). Another facilitator to anticipation could also be goal saliency
[36]. The multiplicity and heterogeneity of the tasks remind us that anticipation is
action specific. Indeed, it implies awareness of the other’s goal within an action.
This awareness is linked to the knowledge about a situation or an action and
potentially to the ability to perform an action or a sequence of actions.

Knowing the child’s abilities is important to better understand child development. It
is also a prerequisite for discovering differences in developmental disorders. The next
part deals with anticipation ability in the case of autism spectrum disorders.

4 Development of Infants with Autism

The fifth edition of the Diagnosis Statistical Manual (DSM-5 [37]) defines autism
spectrum disorders as resulting in impairments in everyday life and particularly in
social relations, and as having an early onset. The main criteria are a deficit in
communication and social interaction, together with repetitive and restricted
behaviors, interests, and activities. Anticipation deficit is not included among the
main criteria, but it has appeared in several aspects of development.

Children with autism display postural adjustment failure [38]. When they per-
form a reaching motion, the ability to adapt their speed or the body segments
position to their target is delayed. In a bimanual unloading task, they do not present
anticipatory contraction of the muscles that stabilize the arm position [39]. They do
not display anticipatory postural adjustments, but rather use a feedback control
mode. In other words, instead of anticipating, they react [8].

4.1 Autism and Social Interaction

In order to test for social cognition, 3-year-old children were presented with a movie
asserting a false belief. A puppet places an object in one of the two available boxes. An
actress is watching the scene. While she turns away, the puppet returns, removes the
object from the box and leaves. The actress turns back to the scene and wants to grab the
object. In this situation, children who can assess false beliefs are able to understand that
the actress did not see the puppet removing the object and therefore she believes that the
object is still in the box. An eye-tracking device was used to measure whether the child
participant anticipates the actress’s goal by looking longer and in advance at the box in
which the object is believed to be. Results showed that children at risk for autism
displayed difficulties in understanding a mental state [40].
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4.2 Autism and Timely Diagnosis

Although the scientific and clinical communities are attempting to diagnose a child’s
autism at the earliest age possible, it is rarely made before the child reaches the age of
3 years. Several studies have been performed with children already diagnosed in order
to assess their anticipation capabilities. To learn more about children’s early years and
their specific development, researchers have two main options: follow infants at high
risk for autism (because an older sibling was already diagnosed), and/or study family
home movies. Parents recorded these movies before they learned that the child was
diagnosed as autistic. Parents agreed to lend a copy so that researchers could analyze
their child’s behavior in comparison with a group of typically developing infants.
Although the parents did not produce this material for research purposes, it does
provide a lot of information upon cautious and close analysis. Both types of obser-
vation provide information about atypical development.

Several studies using the observation method pointed out the lack of anticipation in
young children with autism. In contrast to typically developing children, children with
autism do not raise their arms in anticipation of being picked up by an adult [41, 42].
When they are seated and about to fall down, they do not protect themselves by holding
out their arms. They may not even realize the consequences of falling [43–45].
Trevarthen and Daniel [46] observed an interaction between a father and his
11-month-old twin daughters. One was diagnosed with autism, the other was not. The
typically developing sister displayed anticipatory emotional behaviors. As the interactive
climax approached, she showed more joy and pleasure behaviors, such as smiling,
shouting, and excitement, until the sequence ran its course. The other sister did not seem
to have any expectation concerning the father’s behavior and did not show any antic-
ipatory interest.

When researchers observed family home movies of a feeding situation, they
noticed that infants—as young as 4 months of age—later diagnosed with autism do
not anticipate the spoon’s approach. In contrast to typically developing children,
they succeeded less in opening their mouth in anticipation when the parent pre-
sented the spoon to feed them [4].

Researchers observed infants during their first year of life in order to assess their
production of anticipatory smiles during initiation of joint attention in groups of infants
with high or low risk for autism [47]. When they want to share their interest in an
object, infants usually shift their gaze from the partner to the object of interest. The act
is accompanied with smiling. When the smile occurs before the child turns to the adult,
as the latter is looking at the object, it is called anticipatory smiling [48]. It typically
emerges around the age of 6–12 months [49]. Gangi et al. [47] showed that the sibling
with high risk for autism displayed fewer anticipatory smiles than do low-risk children.
Nevertheless, they did not find any association between the anticipatory smiling and the
severity of the ASD symptoms. These results could be interpreted as signs calling for a
broader autism phenotype, one showing early differences in communication. It seems
that, depending on the complexity of the task, at-risk children are able to anticipate.
Nevertheless, when they learn the behavior in a specific situation, they need more time
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or more repetition of the situation to be able to perform as well as typically developing
children.

All the signs discussed above could be part of a screening tool for targeting early
signs of autism at a specific age.

4.3 Open Questions

There are numerous explanations for this lack of anticipation. There are many areas
in which shortcomings are acknowledged. Information about perception is treated
in some other way, either because of a weakness of central coherence [50],
enhanced perceptual functioning [51], or problems with motion vision [52].
Slowing down the visual or auditory stimuli seems to have a positive impact on the
subject-child’s behavior [53–55]. In regard to their knowledge, self-awareness [56],
understanding of others’ emotions [57], or the creation of social routines, there is
some alteration. It has also been shown that children between ages 6 and 36 months
cannot easily detect the contingency within a situation [58]. The lack of anticipation
could be due to a lack of interest in social stimuli (e.g. [59]). On the other hand, it
could also be due to a motor (dyspraxia-like) disorder [60], or more likely to
difficulties in the executive functions, such as readying a sequence of actions or
executing the sequence without any mistake [38, 61–63].

Assessing anticipatory capabilities can provide insight into the development of
children’s cognitive skills. On a theoretical level, some questions remain. Does a
child who anticipates necessarily understand the situation he is in, or does he learn
perceptive associations through conditioning? Can we say that a child who does not
anticipate does not understand? Or might the understanding be good but the
readiness potential or execution is altered?

5 Practical Considerations: How Does This Information
Help?

In comparison to typical development, anticipation is also a means for understanding
atypical development, such as autism spectrum disorder. On a practical level, whatever
the underlying explanation, anticipation deficit could be one interesting screening item
among others for detecting developmental disorders as early as possible. Early
screening could lead to closely following the infants who have an atypical development
and offer them playful activities to stimulate their attention, imitation, and communi-
cation abilities, etc. The earlier the intervention, the better the development [64–70].
Because of a better development of intellectual abilities, language, and social behavior,
early intervention reduces the total cost for society (round £148,000 per person, or 6 %
saving, [71]). Early screening also reduces parental distress and anxiety due to
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diagnosis wandering. Parents notice quite early that their child development is atypical,
even during the first year of life [72, 73]. They try to understand their child and his
unusual behavior. From this perspective, early screening could lead to more informa-
tion for the parents and possible invitation to parental support groups.

This goal will be attained in the long term, after performing a series of studies to
confirm the trend and assess the differences across diagnoses.
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Anticipation and the Neural Response
to Threat

Nathaniel G. Harnett, Kimberly H. Wood, Muriah D. Wheelock,
Amy J. Knight and David C. Knight

Abstract An important function of emotion is that it allows one to respond more
effectively to threats in our environment. The response to threat is an important
aspect of emotional behavior given the direct biological impact it has on survival.
More specifically, survival is dependent upon the ability to avoid, escape, or defend
against a threat once it is encountered. Anticipatory processes supported by neural
circuitry that includes the prefrontal cortex and amygdala are critical for the
expression and regulation of the emotional response. Further, these anticipatory
processes appear to regulate the response to the threat itself. Healthy emotional
function is characterized by anticipatory processes that diminish the emotional
response to threat. In contrast, emotional dysfunction is characterized by anticipatory
processes that lead to an exaggerated threat response. Thus, anticipatory mechanisms
play an important role in both healthy and dysfunctional emotional behavior.
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A valuable function of emotion is that it motivates effective responses to important
events in our environment. For example, fear motivates defensive responses
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(e.g., fight or flight) and promotes rapid associative learning of warning cues and
the threats they predict, which is critical for survival. More specifically, the
knowledge that a threat is imminent allows one to execute preparatory behaviors in
anticipation of the impending threat. Thus, survival is promoted when threats can be
anticipated and effectively managed. However, maladaptive anticipatory and
threat-elicited responses appear to be linked to anxiety and stress-related disorders.
A key goal, then, in the study of emotion is to understand the relationship between
the anticipatory response and the response to the threat itself. Specifically, under-
standing how anticipatory functions influence threat-evoked behavior is important
for understanding emotion learning, expression, and regulation processes that
mediate anxiety and stress-related disorders.

1 Anticipatory Response

Pavlovian fear conditioning is a procedure that is frequently used to investigate
emotion learning, memory, expression, and regulation processes [1–5]. During
Pavlovian fear conditioning, an originally innocuous warning cue (i.e., a condi-
tioned stimulus; CS) is typically paired with an innately aversive threat (i.e., an
unconditioned stimulus; UCS) that produces a reflexive unconditioned response
(UCR). Repeated pairing of the warning cue (CS) and threat (UCS) then elicits an
anticipatory response (i.e., a conditioned response; CR) in anticipation of the threat.
Thus, CR expression during Pavlovian conditioning reflects anticipation of the
forthcoming threat. Skin conductance response (SCR), a measure of sweat gland
activity that reflects sympathetic activation of the autonomic nervous system
(ANS), is often used as an index of the peripheral emotional response in human fear
conditioning research [6–9]. An anticipatory SCR (i.e., the CR) to the CS (i.e., the
warning cue) occurs when one has learned the CS-UCS (i.e., cue-threat) contin-
gency and serves as an objective measure of associative learning. Previous
Pavlovian fear conditioning research has demonstrated that anticipation of threat
initiates preparatory responses that promote behavioral and physiological reactions
that minimize harm [10–14]. For example, conditioned hypoalgesia (decreased
sensitivity to painful stimuli) develops during fear conditioning, reducing the pain
produced by noxious stimuli [12, 15]. A similar process appears to diminish the
ANS response to the threat itself during fear conditioning [16–20]

2 Threat-Elicited Response

In contrast to the anticipatory response (CR), the response (UCR) elicited by an
aversive threat (UCS) is typically considered an innate and automatic reaction that
does not require learning. However, learning-related changes in the response to
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threat itself frequently develop during conditioning [10, 17, 20–25]. Specifically,
the predictability of threat (UCS) modulates the magnitude of the threat-elicited
response such that a diminished response is produced by predictable threat (UCS
that follows a CS) compared to unpredictable threat (UCS presented alone). Thus,
there is a conditioned reduction in the response to predictable versus unpredictable
threat (conditioned UCR diminution) [16, 19, 23, 25, 26]. These findings are
consistent with learning theory, which states:

1. Learning occurs when there is a discrepancy between expectations and
outcomes.

2. The CS gains discriminatory control over the UCR to the UCS.
3. The UCR is diminished by predictable compared to unpredictable threat [5, 27,

28].

Thus, an enhanced anticipatory response to the warning versus safety cue
demonstrates that the cue-threat association has been learned.

The anticipatory response (the CR to the CS+) appears to be essential for the
diminution of the response to the threat itself (UCS). Specifically, conditioned
diminution of the response to threat develops when the threat follows the warning
cue (CS+), but not when the threat follows the safety cue (CS−) or when the threat
is presented alone [16, 18, 19, 23, 25, 26]. Further, as the magnitude of the
anticipatory response increases, the magnitude of the response to predictable threat
decreases [23, 25]. However, a similar relationship is not observed when the threat
is unpredictable. That is, the anticipatory response does not vary with the response
to threat itself when threat unexpectedly follows a learned safety cue [23, 25].
These findings suggest that an anticipatory response specific to the warning cue is
necessary for conditioned diminution of the response to threat.

3 Neural Substrates of Anticipatory and Threat-Elicited
Responses

A neural network that includes the amygdala and prefrontal cortex (PFC) supports
anticipatory processes and appears to regulate the emotional response to threat. The
amygdala is a critical component of the neural circuit that mediates fear learning
and expression of conditioned fear [2, 7, 15, 17, 29–34]. The amygdala receives
information about the warning cue and the threat (CS and UCS), forms the
cue-threat association, and projects to other brain regions (such as the periaque-
ductal gray, hypothalamus, and ventral tegmental area) to control the peripheral
expression of emotion [15, 32, 35]. The conditioned emotional response mediated
by the amygdala appears to be regulated by projections from the PFC [1, 36]. This
PFC-amygdala circuitry is critical for the expression and regulation of conditioned
changes in the peripheral emotional response. Further, the PFC and amygdala
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appear to support processes that mediate the modulatory effect the anticipatory
response (CR) has on the response to threat itself (UCR).

The amygdala and dorsal regions of the PFC (dorsomedial and dorsolateral PFC)
show increased anticipatory activity to the warning cue (CR to the CS+) during fear
conditioning [7, 30, 31, 37–40]. These same brain regions show diminished
responses to predictable compared to unpredictable threat during fear conditioning
[17, 24, 25, 41], which closely mirrors the behavioral response to threat itself [17,
21–23, 41]. Further, the dorsolateral PFC demonstrates an inverse relationship
between anticipatory activity to the warning cue and the response to the threat
(Fig. 1), such that as anticipatory activity increases, threat-evoked activity
decreases [24, 25]. The anticipatory activity within the dorsolateral PFC appears to
be particularly important for regulating threat-related activity within other brain
regions such as the ventromedial PFC and the amygdala [25]. Further, our prior
work demonstrates greater dorsolateral PFC connectivity to the dorsomedial PFC,
ventromedial PFC, and amygdala during predictable compared to unpredictable
threat [42]. Thus, anticipatory dorsolateral PFC activity appears to regulate
threat-related responses, and may support healthy emotion regulation (Fig. 2).

Threat predictability and controllability appear to interact to influence the neural
response to threat. Specifically, ventromedial PFC and hippocampal activity varies
with the predictability and controllability of threats [43]. Activity within these brain
regions is diminished when threats are both predictable and controllable. In con-
trast, ventromedial PFC and hippocampal activity is enhanced when threats are
unpredictable and/or uncontrollable. Further, the stress-ameliorating effects
observed when one has control over a threat appear to be mediated by the ven-
tromedial PFC [44] and hippocampus [45]. For example, a prior encounter with a
controllable threat modifies the ventromedial PFC function that regulates amygdala
activity and controls the emotional response elicited by future threats [46–49].
These findings suggest that the ability to predict and control threat has an important
impact on ventromedial PFC and hippocampal function. Given that the

Fig. 1 Relationship between anticipatory and threat-related brain activity. Anticipatory activity
was inversely related to threat-related activity on predictable trials within dorsolateral prefrontal
cortex (PFC). In contrast, anticipatory activity did not modulate the response to unpredictable
threat. These findings suggest that anticipatory activity inhibits threat-related activity within the
dorsolateral PFC
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ventromedial PFC and hippocampus are important components of the neural circuit
that regulates emotion [45–47, 50–54], these brain structures may support processes
that mediate the stress resilience that develops when one can control an imminent
threat.

4 Understanding Internalizing Disorders

Neural circuitry that supports the cue-threat association may be important for
understanding internalizing disorders. For example, individuals with anxiety and
stress-related disorders display greater amygdala activity to warning cues compared
to healthy controls [55–57]. Further, anxious individuals tend to show greater
anticipatory activity to both warning and safety cues compared to healthy indi-
viduals [58]. This hyperarousal to warning cues persists even once the cue-threat
contingency changes [54, 59, 60]. Thus, enhanced anticipatory activity observed in
patient populations may fail to regulate the response to actual threats within the
environment. Specifically, individuals with anxiety and stress-related disorders may
show enhanced brain (amygdala) activity to predictable threat instead of the
diminished response typically observed in healthy individuals. The enhanced
threat-elicited response may be mediated, in part, by disruption of functional con-
nectivity of the PFC-amygdala network. In turn, hyperactivity within this neural
circuitry may mediate the hyperarousal associated with anxiety and stress-related
disorders.

Fig. 2 Neural circuit hypothesized to regulate the emotional response to threat. Anticipatory
dorsolateral PFC activity regulates threat-elicited activity within the PFC and amygdala (solid
lines). Connectivity between other regions of the PFC and amygdala (dotted lines) also appears to
influence emotion expression. In turn, the amygdala controls learning-related changes in the
peripheral emotional response. PFC prefrontal cortex; ANS autonomic nervous system; HPA
hypothalamic-pituitary-adrenal axis
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Disruption of PFC-amygdala circuitry may mediate the emotional disinhibition
that characterizes many anxiety and stress-related disorders. For example, the
hyperarousal associated with anxiety and stress may be due to insufficient top-down
regulatory control. In fact, anxiety and stress disorders are often associated with
hypoactivation of the ventromedial PFC [50, 54, 61, 62]. In turn, ventromedial PFC
hypoactivation may lead to hyperactivation of the amygdala [50, 54, 63–65]. Thus,
dysfunction of the PFC-amygdala circuit may mediate key symptoms of anxiety
and stress-related disorders [52, 66–68]. Prior work from our laboratory indicates
anticipatory processes regulate the emotional response to threat [20, 23, 25]. Thus,
anticipatory processes that typically support healthy regulatory functions may
instead disrupt emotion regulation and increase susceptibility to stress and anxiety.

5 Conclusion

Anticipation of threat is an important process that facilitates the healthy regulation
of the emotional response to threat. Associative learning of the cue-threat rela-
tionship supports anticipatory processes that mediate the conditioned diminution of
the response to threat. Conditioned diminution of the emotional response to threat
appears to be mediated by a PFC-amygdala network. Anticipatory processes sup-
ported by the dorsolateral PFC regulate the dorsomedial PFC, ventromedial PFC,
and amygdala response to threat. The ability to predict and control threats is a
critical aspect of emotional resilience [43, 69–73]. Evidence suggests that the
ventromedial PFC and hippocampus play an important role in the emotion regu-
lation process [51, 52, 68, 74–76]. Thus, these brain regions appear to mediate
functions that are important for stress resilience. Therefore, dysfunction of the
PFC-amygdala network may result in maladaptive anticipatory processes that dis-
rupt emotion regulation in the face of threat, and may be responsible for the
emotional dysfunction associated with anxiety and stress-related disorders.
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Anticipation and Ubiquitous Computing



Smart Watches for Physiological
Monitoring: A Case Study on Blood
Pressure Measurement

Viswam Nathan, Simi Susan Thomas and Roozbeh Jafari

Abstract Given the close coupling between wearable devices and the human body,
a natural application for these devices is to inform the user of their physiological
status. An important point is the potential for wearables to empower the user to
monitor his/her own health rather than rely solely on medical professionals or
sophisticated medical equipment. This makes it more convenient for the user to
monitor certain vital signs more often and this continuous monitoring can prove
crucial in diagnosing certain conditions. Pervasive monitoring allows for collection
of a large amount of data, which in turn can allow treatments in medicine that are
anticipatory rather than reactionary. We emphasize the importance of the design of
convenient, wearable physiological sensors by looking in-depth at one specific
wearable device called BioWatch, which can be used to non-invasively and con-
tinuously measure blood pressure from the wrist.

Keywords Anticipatory � Wearable sensors � Non-invasive blood pressure mea-
surement � Pulse transit time

1 Introduction

Medicine has made progress in considering health, and the associated healthcare,
from an anticipatory perspective (see Nadin [1]). Progress will continue if the
expectation of providing significant data about the state of an individual is met.
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Although we do not discuss the broader subject of anticipation in this text, we focus
on a particular application: a wristwatch-based platform for continuous blood
pressure monitoring. Our contribution takes place at the point where science
(physiology in this case) and technology (what it takes to provide a small device
that does not interfere with an individual’s activities) meet. Once the BioWatch is
deployed, knowledge concerning predictive performance will be gained.

With recent advancements in sensor design, miniaturization of hardware and
improvements in battery life, the adoption of wearable sensors among the general
populace has increased significantly. This provides a great opportunity to open a
new dimension for healthcare and diagnostics. Too often, patients go to a doctor
and get treatment only after a serious medical problem has manifested. An approach
that anticipates these conditions before they happen would prove invaluable. We
have already seen commercial solutions that can measure the wearer’s heart rate or
step count, providing useful feedback. However, we need to go beyond this and
fully exploit the continuous, close coupling between the sensor and the user in order
to anticipate imminent illness and radically change our perception of medicine.

Diagnosis through wearable sensors has several advantages over the traditional
model of diagnosis via clinical visits. Firstly, wearable sensors allow for pervasive,
round-the-clock monitoring as opposed to sporadic visits to a doctor or medical
facility. For example, heart rate variability (HRV) is a condition that requires
repeated monitoring throughout the day to detect trends, some of which might
indicate myocardial ischemia. Thus, continuous monitoring could potentially allow
early identification of problems and more timely delivery of medicines. Secondly,
well-designed wearable sensors can be very convenient to use compared to current
medical grade equipment; they are likely to be relatively noninvasive and easier to
use correctly without expert knowledge. We will see in this case study itself how
blood pressure can be conveniently measured from the wrist rather than through an
invasive cuff-based one-time measurement. Another important advantage of
wearable sensors is that they can monitor the users in their natural environment as
they go about their daily lives. This is in contrast to clinical settings, in which
patients may not always be in their natural state; a commonly cited example is that
of the “white coat syndrome,” wherein patients experience stress in the presence of
the doctor, which leads to a blood pressure reading that is higher than usual. Finally,
one of the most important potential advantages of wearable sensors is that they
could empower the users with more information about their own physiological
status, which in turn could lead to proactive healthcare and treatment that is more
preventative than reactive.

In this article, we provide a detailed look at BioWatch, a device developed by
our research group that attempts to meet the previously mentioned criteria for a
wearable physiological monitor. The device, in the form of a watch, is capable of
measuring the electrocardiogram (ECG) and photoplethysmogram (PPG) from the
wrist. Using these two modalities in conjunction, we can measure the pulse transit
time (PTT), which is inversely proportional to blood pressure. Using appropriate
calibration for the specific subject and posture, blood pressure can be continuously
measured from the wrist. We believe that this eases self-monitoring of blood
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pressure and can potentially aid both users and their respective clinicians by pro-
viding a wealth of data that can be used to build a patient history, observe trends
and potentially anticipate life threatening conditions.

2 Background

According to statistics from the Centers for Disease Control and Prevention (CDC),
heart disease is the leading cause of death for both men and women. According to
the CDC, about 600,000 people die of heart disease in the United States every year,
which is 1 in every 4 deaths [2]. One of the most important and easiest ways to keep
track of the heart’s health is by monitoring blood pressure (BP). With the increased
interest in personal health monitoring products and the development of new
wearable sensors, a continuous noninvasive wearable BP device would be a great
asset for health-conscious persons or someone who is diagnosed with heart related
ailments. Even though different studies have proposed noninvasive solutions, such
as measuring BP from the pulse transit time (PTT) [3] or from the radial artery [4,
5], an easily wearable product for this purpose is still not available in the market.
Such a device should not only provide accurate and reliable readings of BP, but also
be easy to use in a convenient form that does not unduly cause the user discomfort
for daily use. Gearing towards this goal, we dedicated our effort to develop a
noninvasive wearable BP monitoring device using PTT.

Over the years researchers have observed that PTT correlates well with systolic
BP (SBP) [6–9]. Since PTT can be calculated using electrocardiogram (ECG) and
photoplethysmogram (PPG) [10], it can be leveraged to obtain a continuous and
non-invasive measurement of SBP. Diastolic BP (DBP) on the other hand has been
shown in previous studies, such as [6], to not correlate as well with PTT. This was
also confirmed by our own experiments (described later in this text). However, we
can get around this restriction by using pulse pressure (PP) instead. PP is simply the
difference between SBP and DBP and it has been shown to correlate better with
PTT [9, 11]. Once we estimate SBP and PP through regression techniques, we can
obtain DBP using simple subtraction.

2.1 The BioWatch

In order to measure PTT we need the ECG and PPG; in many of the previous studies,
the modules, which measured these two signals were separate. This arrangement
results in the challenge of proper synchronization and these systems were not
independently wearable [12, 13]. Among the studies attempting to introduce
wearable BP measurement devices, the wearable solution in one of the studies [14]
is not convenient enough because of its wired connection extension to the other arm,
which led to discomfort when worn all day. The study by Kim et al. [15] did not
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provide a clear validation on the measured BP. The BioWatch, a wearable device in
the form of a wrist watch, can monitor the user’s BP noninvasively. BioWatch can
also monitor heart rate using either ECG or PPG and measure blood oxygenation by
easily replacing the PPG sensors with a different set. The system uses Bluetooth for
wireless transmission, which makes BioWatch an easily wearable device (Fig. 1).
The user wears it on the left hand and touches the ECG electrode with the right hand
to complete the electrical connection for the ECG.

While this study focuses on the relationship between PTT and BP, it must be
noted that there are studies showing that there are other PPG characteristics that also
correlate with BP. In [11] it is shown that the RSD (the time ratio of systole to
diastole), RtArea (area ratio of systole to diastole), TmBB (time span of PPG cycle),
and TmCA (diastolic duration) are also correlated with BP. According to our study,
using more than one of these indices will improve the BP estimation. However, the
PPG data in the above mentioned work is collected at the fingertip while the PPG
collected in our experiments is from the wrist. PPG waveforms acquired from
different positions of body can be different in appearance, which in turn can affect
the recognition and validity of certain features. Therefore, more extensive analysis
is required in order to fully explore the possibilities of using alternate features with
a wrist-based PPG. This text focuses on wearable system design and development
of techniques to translate PTT to BP.

The human body is complex and there are many physiological factors, such as
physical characteristics of blood vessels, which influence BP and PTT. Some
studies show that factors like mood or mental stress [16], race [17], and posture can
influence BP or PTT [18–20]. The effect of these varies from individual to indi-
vidual and can change with age or health condition in each individual. Because of
these different and complex factors, coming up with a single solution for accurately
calculating BP from PTT is extremely difficult without controlling some of these
factors. Calibration is one of the viable methods addressing this issue.

Fig. 1 Biowatch with two
electrodes underneath the
watch making contact with
the left arm and the top
electrode making contact with
the right arm via a finger
touch
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A simple one-point calibration that uses a fixed BP shift to compensate for the bias
of an empirical formula is proposed in [21]. Some other empirical formula-based works
have investigated an adaptive Kalman filter (AKF) for continuous calibration [22], and
Hilbert-Huang Transformation (HHT) for better PTT generation [23]. Apart from the
empirical formula-based method, linear regression is also applied to derive the rela-
tionship between BP and PTT [24, 25]. Nevertheless, first, there is no clear justification
behind the assumption of a linear relationship for PTT-based BP estimation. Second,
most PTT-BP relationship studies are done while assuming only one posture. Third,
one of the most important reasons for the demand of continuous calibration in empirical
formula-based methods is the lack of the ability to track the height difference between
heart and measurement position.

2.2 Innovative Aspects

The main contributions of our work are the following:

1. Multiple closed-form regression relationships between BP and PTT are
investigated.

2. Analysis of the effects of inter-subject and posture variations on the BP esti-
mation validates the need for training for each individual and each posture.

3. The method to detect height difference between the heart and the point of
measurement is designed to provide feedback to the user in order to correct the
arm position in real time.

Every time the heart beats, there is a rush of blood from the heart to all parts of
the body. The speed of this movement is directly proportional to the BP. So the time
taken for the blood to travel from the heart to any specific location in the human
body is inversely proportional to BP, and this corresponds to the PTT. The speed of
this travel corresponds to the pulse wave velocity (PWV). By measuring PTT
noninvasively and continuously, we can then estimate SBP and DBP.

2.2.1 Definition of PTT

PTT can be defined as the time between the ECG “R peak” and the corresponding
maximum inclination in the PPG [10]. This is illustrated in Fig. 2, which shows filtered
ECG and PPG waveforms from the BioWatch. PTT divided by the distance of travel,
which is approximately the arm length in our case, gives us the PWV. The PTT
measured here also includes the pre-ejection period (PEP), which is the interval
between the onset of the QRS complex in ECG and actual cardiac ejection of the blood
from the heart. Ideally, we would have to remove PEP from PTT to get the true PWV.

According to one study [26], PEP varies with different postures. Since our
method calibrates and trains the PTT-BP equation to each individual and posture,
this should eliminate the effect of PEP on the resulting BP. Keeping this in mind,
we decided not to assume the extra burden to measure PEP separately.
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3 Hardware Description

Our first goal was to integrate both ECG and PPG measuring devices into one unit
in a wristwatch form factor. The platform used for BioWatch is designed by our lab,
the Embedded Signal Processing Lab (ESP), in partnership with Texas Instruments
(TI). In an earlier project for TI (called Health Hub), we developed a
wristwatch-based Heart Rate and SPO2 monitor. In that system, we used a flat PPG
sensor with both infra-red (IR) and Red LEDs. Taking this design as the base, we
added the ECG circuitry. To get the ECG signal across the heart, we need two
differential electrodes in order to make contact with the body on opposite sides of
the heart. A third bias electrode is also required for this system in order to bias the
signals to within proper operating range for the amplifiers. The positive differential
electrode and the bias electrode are placed underneath the watch, where they will
make contact with the left arm; and the negative differential electrode is placed on
top so that the user can touch it with the right hand.

BioWatch comes with two analog front ends (AFE): the TI ADS1292 for
acquiring ECG signal; and the TI AFE4400 for reading PPG. The board also
contains a nine-axis (Accelerometer + Gyro + Magnetometer) MEMS inertial
sensor (MPU-9150 from InvenSense, Inc.), which allows to sense body movements
and detect posture. More details about the hardware and its operation are available
in our earlier papers [27, 28].

4 Methods

As a first step in validating our hardware, we verified the correlation between the
measured PTT and SBP, as well as between PTT and PP. We then looked into how
SBP and PTT changes for different postures on different individuals. Conclusions
from these steps led to the training of PTT to BP equations for each individual and
for each posture. This training was done to generate fitted equations for SBP and
DBP. The results were analyzed to quantify how much the specific posture and
subject training affected the resulting BP calculation. Finally, the accelerometer data
available from BioWatch was used to develop arm position detection techniques.

Fig. 2 PTT obtained from
filtered ECG & PPG collected
through BioWatch
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4.1 Measuring Reference BP

Through utilization of a reference device—the Colin Continuous Blood Pressure
Monitor CBM-7000—arterial blood pressure (ABP) is measured continuously from
the radial artery. (More details about this reference device are provided in
Sect. 5.1.) Figure 3 shows the beat-to-beat ABP. In a window of one heartbeat, the
peak of the measured signal corresponds to the SBP, whereas the valley corre-
sponds to the DBP. The difference between these corresponds to the pulse pressure
(PP). We use this to get beat-to-beat reference measurements for BP.

4.2 Translating PTT to BP

We know PTT is correlated with SBP and PP, and the exact relationship is a
function of various factors such as age, height, thickness of blood vessels, and so
on. Instead of identifying all the factors and coming up with a fixed relationship, we
train equations using curve fitting and regression techniques to capture this rela-
tionship in a training data set. This method also allows us the flexibility to easily
generate different equations for different postures, which we will show to be
important.

The PTT from the BioWatch is measured along with the ABP from a reference
device, which gives us the ground truth. PTT can change depending on individual
arm lengths, but PWV can give a better stable value across different individuals
having the same BP, and will also help in comparing results across different
individuals. So before beginning the curve fitting process, the PTT is first trans-
formed to the pulse wave velocity (PWV) as defined below:

PWV ¼ d
PTT

ð1Þ

Here d is the distance from heart to the wrist and is calculated as 50 % of the
height of the individual [21]. This measure is also supported by studies such as [29],
where a high correlation between arm-span and body height is shown.

Fig. 3 ABP collected from
radial artery
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We attempted five different types of function formats for the fitting function that
was to be trained. The equations were of varying complexity and the idea was to
compare their performance in capturing the relationship between PWV and SBP (or
PP) and see which equation type would provide the optimum balance between
complexity and accuracy. One common fitting function is polynomial regression as
described below:

y ¼ a0 þ a1 � xþ a2 � x2 þ � � � þ ak � xk ð2Þ

Here, k is the order of the fitting function, x is the PWV, and y is either the SBP
or PP, depending on which reference was used. In this work, we attempted only
polynomial equations of orders 1 and 2.

In [10], BP is calculated as 70 % of the total pressure drop DBP in the body,
where DBP is calculated as shown below.

DBP ¼ 1
2
q

d2

PTT2 þ qgh ð3Þ

Here q is the density of the blood, d is the distance from heart to the wrist, g is
Earth’s gravity, and h is the height difference between the two sites: the heart and
the wrist. We trained a generalized equation based on this BP model as defined
below:

y ¼ ax2 þ b ð4Þ

where x is the PWV, y is the SBP (or PP) measure, and a, b are constants that are
determined by the curve fitting process. In addition, we also tested two exponential
equation formats. Table 1 summarizes all the equations used to train the fitting
function. Parameters a, b, and c are determined after the training. Evidently, more
complex equations would be able to fit a given training data set better. But there are
two factors that would favor opting for a simpler equation: First, the system is
expected to be a real-time implementation on a wearable device with a micro-
controller, thus restricting its ability to perform complex computations; second,
simpler equations would be less susceptible to over-fitting to a particular training
data set and prove less effective for the remaining testing data. We also primarily
considered polynomial and exponential equations, since many previous works, such
as [10, 21], used similar models.

In order to test and compare the performance of the trained equations, we
divided the data set into 10 segments, of which 9 were used for training. The
effectiveness of each equation is tested on the untrained segment. A 10-fold cross
validation is done to compute the root mean square error (RMSE) between the
calculated SBP and the actual measured SBP as measured by the reference device.
The process is also repeated for DBP: the trained estimate of PP is subtracted from
the corresponding trained estimate of SBP to get the calculated DBP, which is then
compared to the reference DBP. This procedure is repeated for all 3 postures on all
subjects.
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4.3 Position Detection

While measuring the PTT, users are encouraged to keep their arm with the
BioWatch across the chest at position C, as shown in Fig. 4. This is the position
used for training the equations. Changing this position every time the user measures
the BP can lead to less accurate results. Studies show that differences in the height
of the sensor position relative to the heart can change the PTT values [30]. We
verified this phenomenon using a simple test: we asked one subject to hold the arm
in 5 different positions, as shown in Fig. 4, and measured the PTT and resulting BP
measure for each position. This test was conducted over a span of 2–3 min. The
results detailing the BP variation are shown in Table 9 in Sect. 6.5. After this
experiment, we heuristically defined a range of ±2 cm as the acceptable arm
position deviation from the training position in order that results remain consistent.
A wider range means the BP measurement will be less reliable and a shorter range
can make proper positioning of the arm difficult for the user.

We wanted to correlate this range of acceptable arm position with a range of
values on the accelerometer. The 3-axis acceleration is captured by the
accelerometer on the BioWatch and is sent to the PC during the data collection.
Since the BP is measured when the subject is stationary (e.g., standing, sitting,
supine), the accelerometer measures only the effect of gravity on the three axes. In

Table 1 Different fitting
functions used for training

Fitting eq. no: Equations

1 y ¼ axþ b

2 y ¼ ax2 þ bxþ c

3 y ¼ ax2 þ b

4 y ¼ axb þ c

5 y ¼ aebx

Fig. 4 Different arm
positions with BioWatch. In
this case position C is the
position during the training
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this work, the accelerometer orientation and position are assumed to be fixed, since
the user is expected to wear the watch in a relatively similar fashion each time. This
means that arm position changes along the plane, as shown in Fig. 4, were best
captured by the y-axis readings of the accelerometer, denoted as gy, and this is
effectively the projection of gravity along the y-axis. To define the acceptable gy
range, we used the lower arm length (defined as the length from the elbow to the
wrist where the subject wore the BioWatch), gy value during training, Earth gravity
g, and the previously defined range of acceptable sensor height change (±2 cm).

In Fig. 5, CA is the arm position during training, CF is the upper limit of the arm
position, and CD is the lower limit. In other words, arcs FA and AD are 2 cm long
in our case.

We can then see that:

h ¼ arccos
gy
g

� �
ð5Þ

where h is the angle made by the arm to the axis of gravity. The angle / corre-
sponding to each arc of 2 cm is computed as follows:

/ ¼ AF � 360
2p� AC

ð6Þ

It is then trivial to obtain all the other relevant angles.
Finally the upper gy limit can be computed as follows:

g0y ¼ g� cos h0 ð7Þ

Here g0y is the projection of gravity on the y-axis when the arm is placed at the

upper limit of the sensor height change, and h0 is the corresponding angle made by
the arm to the axis of gravity. Similarly the lower limit of gy is also computed. Here
we assume that the position of the elbow is relatively fixed.

Using thismethod, wefind the acceptable range of gy for each individual during the
training phase. This range can then be used to indicate to the users whether they are
placing their arm properly during theBPmeasurement. The application can indicate to

Fig. 5 Measuring gy range
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the user whether he/she should move the arm up or down in order to bring it to the
proper position. We should clarify here that the current system is limited to detecting
this particular movement of the arm up and down across the chest; we assume that the
arm is still close to the chest and the elbow remains in the same position.

We also further looked into our device to see how accurately it can classify the arm
position using y-axis accelerometer data. In a separate, more comprehensive test,
readings for gywere taken at several different arm positions, and a k-nearest neighbor
(k-NN) classifier was used to classify each gy value to one of about 16 different arm
positions. It should be noted here that the k-NN classifier is used merely to validate
our accelerometer’s accuracy in the absence of a gold standard. The classifier is not
used as part of the angle or gravity measurements and is not part of the usual signal
processing flow of the BioWatch. The experimental protocol is explained in detail in
Sect. 5.3, while the accuracy of the classifier is reported in Sect. 6.5.

5 Experimental Setup

The experiments for gathering PTT and BP data were conducted at the University
of North Texas Health Science Center. A total of 11 healthy subjects participated in
the experiment, with written consent obtained from all of them. The protocol and
consent were approved by the IRB at the UNT Health Science Center. The tests for
position detection were conducted at The University of Texas at Dallas with a total
of 4 subjects participating. The protocol and consent were approved by the IRB at
The University of Texas at Dallas.

5.1 Measurement Procedure for PTT-BP

For measuring the PTT and the reference BP, we needed to use both hands of the
subject. The BioWatch was worn on the left wrist to collect both ECG and PPG.
With the help of a trained technician, we used the Colin Continuous Blood Pressure
Monitor (CBM-7000) as the reference device for ABP. It collects beat-to-beat ABP
from the radial artery using the right arm and the right wrist. This device itself is
calibrated to a standard BP cuff at the beginning of each measurement cycle, and
then continues to collect indirect ABP from the wrist using its wrist-worn module.
The ABP recorded is sent to the PC through BIOPAC MP150, which simultane-
ously also records another ECG signal from the subject. This ECG is taken across
the heart and is also used to align the data from both the BioWatch and the
reference device. To control the height of the sensor and keep it consistent, we
decided to keep all the measurements at chest level. Since in this experiment the
right arm was used to collect the ABP, we used a wire connecting from the top ECG
electrode to the right hand to complete the electrical connection for ECG on the
BioWatch.
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5.2 Protocol for PTT-BP Study

Once the subject is ready for data collection, he/she is asked to assume the standing
position for the first set of data collection. Our aim was to make sure that the BP is
accurately measured during normal conditions as well as during periods of BP
fluctuation. Keeping this in mind, we added the Valsalva maneuver to the experi-
mental protocol [31]. This helps in bringing sharp changes in BP for a brief amount
of time. The Valsalva maneuver required the subject to exhale against the closed
airway after the maximal inhalation (at the maximal lung volume) to induce the
required change. The subject is at rest during the first 4 min of the data collection.
This gives us enough time to get the PTT and BP measurements using normal
conditions. After that, the Valsalva maneuver was performed 5 times. A 45-s to
1-min gap is maintained between each one. The total time taken for data collection
for one posture for each subject is around 10–12 min. This same procedure is
repeated in sitting position and supine position. The collected data was imported to
MATLAB for further processing. The reference SBP and DBP are also obtained
from the ABP device. With the help of the two ECG signals from both the
BioWatch and the reference device, the data can be aligned. The data is visually
checked and any data segments with motion artifacts are removed for accurate PTT
calculation. Using the calculated PTT and the reference SBP and PP, we trained
PTT-SBP and PTT-PP equations. For validation we found the RMSE between the
calculated BP and the real measured BP on an untrained data segment. Figure 7
shows the PTT and SBP measured simultaneously during the Valsalva maneuver
and the results are reported in Sect. 6.

5.3 Protocol Used for Development of Arm Position
Classifier

For this test we used 3 test subjects. We noted arm length, initial arm position, and
position A in Fig. 6, which is used for training and the corresponding y-axis
measurement gy. Based on these measurements, the allowable gy range is calculated
using the methods described in Sect. 4.3. The subject is asked to keep his/her arm
in different positions 2 cm apart. Measurements in each position were repeated 5
times and the corresponding gy values were noted. A total of 15–17 positions are
used for testing, as indicated by the circles in Fig. 6, where every two circles are
2 cm apart. Using the k-NN algorithm and leave-one-out cross validation
(LOOCV), we further use this data to see how well the device can classify among
these positions. We used 4 out of the 5 values in each position as the training set
and the left-out value from each position is tested and classified using the k-NN
algorithm. This is repeated for each of the 5 values as per LOOCV.
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6 Discussion and Results

6.1 Correlation Between PTT and BP

As we expected, we observed a negative correlation between PTT and SBP. The
highest negative Pearson correlation coefficient we observed was 0.88, and the
lowest negative correlation coefficient was 0.25. The average across the 11 subjects
yielded the observed negative correlation coefficients of 0.64, 0.55 and 0.74 for
supine, sitting, and standing postures respectively. The fact that the correlations
were different for each subject and posture shows that any calibration or algorithm
developed to calculate BP from PTT needs to take into consideration both the
posture and the individual. Figure 7 shows how PTT varies as SBP varies for one of
the individuals during the Valsalva maneuver. We also found that the average
correlation coefficient between PTT and reference DBP was as low as 0.38 ± 0.21,
confirming the findings from previous studies. The correlation coefficient between
PTT and PP on the other hand was 0.65 ± 0.17, thus making it a good proxy to
train and use in order to estimate DBP.

6.2 Change in PTT and SBP During Posture Changes

Table 2 shows the mean systolic BP from the reference device and the mean PTT
collected during each posture for each individual. Each value is the average of the
continuous SBP and PTT collected during the entire time segment for each posture.
Table 2 shows how both SBP and PTT change differently across different indi-
viduals. For example, in the sitting posture, Subject 1 and Subject 3 have the same
SBP, but their PTTs differ by 35 ms. Moreover, when the posture changes from

Fig. 6 Different positions
used for arm position
detection test
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sitting to standing, SBP increases in the case of Subject 1, but decreases in the case
of Subject 3. The PTT, however, decreases for both subjects. Finally, Fig. 8 shows
the scatter plot of BP and PTT for a single individual for 3 different postures; and
we can see that there are significant differences. These observations indicate that a
PTT-SBP equation trained for one posture/subject will not hold true for another.
This notion will be further analyzed and quantified in Sect. 6.4.

6.3 Root Mean Square Error

For each subject, we trained the PTT-SBP equation on data from each posture and
calculated the SBP using this equation. Similarly, we trained PTT-PP equations and
computed DBP using the calculated SBP and PP. The RMSE between the

Fig. 7 PTT and BP collected simultaneously

Table 2 Average systolic BP
collected from individuals and
their corresponding measured
average pulse transit time

Subject
no.

Systolic BP (mmHg) and pulse transit time (ms)

Supine Sitting Standing

SBP PTT SBP PTT SBP PTT

1 105 256 118 293 133 271

2 96 270 107 262 112 256

3 105 221 118 224 81 222

4 93 292 104 291 103 300

5 129 264 113 253 110 276

6 111 267 95 277 107 259

7 108 277 97 289 110 281

8 112 236 113 245 128 245

9 150 248 113 270 104 279

10 102 272 110 249 98 255

11 124 279 118 277 115 274
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calculated BP from the BioWatch and the actual measured BP from the reference
device was computed on the untrained segments for each of the postures. These
results were then averaged across all subjects for each of the fitting functions, as
shown in Tables 3 and 4 for SBP and DBP, respectively. We observed low average
RMSEs across all postures ranging between 7.83 and 9.37 mmHg for SBP, and
between 5.77 and 6.90 mmHg for DBP. The maximal RMSE over all subjects and
postures is 14.27 and 9.68 mmHg for SBP and DBP, respectively. The 95 %
confidence intervals for the RMSE for both SBP and DBP are shown in Tables 5
and 6. These results validate the feasibility of PTT-based BP measurement on a
wrist-based device. Figure 9 shows the fitted systolic BP and the measured systolic

Fig. 8 Scatter plot of PTT & BP collected from the same subject during supine, sitting and
standing postures

Table 3 RMSE between
calculated SBP and measured
SBP

Fitting
function

RMSE for different postures in mmHg
(mean ± std)

Supine Sitting Standing

1 7.90 ± 1.60 8.88 ± 2.30 9.36 ± 2.06

2 7.86 ± 1.64 8.86 ± 2.39 9.14 ± 2.19

3 7.92 ± 1.64 8.90 ± 2.30 9.35 ± 2.03

4 7.83 ± 1.64 8.80 ± 2.42 9.06 ± 2.21

5 7.95 ± 1.65 8.90 ± 2.30 9.37 ± 2.07

Table 4 RMSE between
calculated DBP and measured
DBP

Fitting
function

RMSE for different postures in mmHg
(mean ± std)

Supine Sitting Standing

1 5.88 ± 1.62 5.97 ± 1.15 6.90 ± 2.02

2 5.77 ± 1.71 5.97 ± 1.28 6.68 ± 1.95

3 5.86 ± 1.64 5.96 ± 1.17 6.87 ± 1.99

4 5.78 ± 1.66 6.09 ± 1.22 6.72 ± 1.95

5 5.86 ± 1.63 5.97 ± 1.18 6.89 ± 2.02
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BP during the Valsalva maneuver for one of the subjects. Similarly, Fig. 10 shows
the fitted and measured DBP during the Valsalva maneuver for a subject.

In general, the DBP estimates were better, both in terms of average RMSE as
well as the tightness of the confidence interval. Moreover, the “standing” position
resulted in relatively poorer performance compared to the other postures.

If we consider the results across different fitting equations, we do not find any
large variations in performance between the equations. This means that in eventual
deployment and online processing on a microcontroller, a simple equation might
suffice. Figure 11 shows the plot of PWV against the actual systolic BP, and the

Table 5 95 % confidence intervals for RMSE of SBP estimates

Fitting function 95 % confidence intervals for different postures in mmHg

Supine Sitting Standing

1 [−16.837,16.971] [−19.240,19.410] [−20.045,20.214]

2 [−16.760,16.749] [−19.284,19.416] [−19.691,19.836]

3 [−16.908,16.933] [−19.292,19.454] [−19.995,20.154]

4 [−17.232,17.496] [−20.555,21.208] [−20.546,21.020]

5 [−18.137,17.815] [−19.749,19.675] [−22.917,22.410]

Table 6 95 % confidence intervals for RMSE of DBP estimates

Fitting function 95 % confidence intervals for different postures in mmHg

Supine Sitting Standing

1 [−13.120,13.133] [−13.003,13.142] [−15.340,15.408]

2 [−12.938,12.936] [−13.112,13.169] [−15.148,15.199]

3 [−13.102,13.112] [−12.997,13.133] [−15.303,15.371]

4 [−13.626,13.939] [−14.705,15.355] [−17.248,18.330]

5 [−13.312,13.234] [−13.376,13.517] [−15.415,15.551]

Fig. 9 Fitted BP & corresponding systolic BP
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fitted BP from the 5 fitting equations on one subject. The results are largely similar
for DBP as well.

In [32], the authors conclude that the calibration that accounts for a variety of
possible BP points is important for the overall accuracy of the device. Accordingly,
the PTT equations developed in this work are calibrated across a wide range of BP
variations. The average SBP change during the Valsalva maneuver across all
subjects is 90 mmHg. Consequently, the methods described here can be expected to
provide more accurate results under varying conditions.

6.4 Individual-Specific and Posture-Specific Training

Apart from the method, shown in Sect. 6.3, for generating Tables 3 and 4, we also
generated Tables 7 and 8 to test the importance of training the equation to specific
postures and individuals. The equations were first trained using data from all the
postures of the same subject. This equation was tested on the untrained segment of
the data on each posture of the same individual. The RMSEs calculated using this

Fig. 10 Fitted BP and corresponding diastolic BP

Fig. 11 PWV versus actual systolic BP and fitted BP
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method and their percentage increase from the Table 3 SBP results are shown in
Table 7. The increase in RMSE shows that posture-specific training always yields
better results than training without regard to posture.

We also wanted to evaluate the results when training the equation on the same
posture across all subjects. This equation is then tested on the untrained data from
the same posture of each individual. The results in Table 8 again show a significant
increase in the RMSE. This led to the conclusion that not only posture-specific, but
also individual-specific training significantly improves the performance of the
system.

6.5 Position Detection Accuracy

Table 9 shows the value of PTT, SBP, and gy measured on one individual for the
different arm positions defined in Fig. 4. This test was done to confirm the effects of
arm position changes on the PTT. Here the SBP was calculated from the measured
PTT. The table shows that the PTT and BP changes significantly with different arm
positions. About 15 % change in SBP can be noted from position E to position A.
A simple position detection of the arm can ensure that the accuracy is maximized.

Table 7 RMSE from equation trained on all postures and percentage increase on RMSE when
compared to posture specific trained BP

Fitting function Percentage increase on RMSE in mmHg

Supine Sitting Standing

RMSE % increase RMSE % increase RMSE % increase

1 12.30 55.51 10.68 20.17 12.13 29.58

2 12.11 54.03 10.78 21.57 12.01 31.37

3 12.33 55.63 10.68 20.06 12.09 29.38

4 12.10 54.57 10.78 22.48 12.02 32.58

5 12.38 55.76 10.65 19.63 12.07 28.75

Table 8 RMSE from equation trained on all subjects and percentage increase on RMSE when
compared to subject specific trained BP

Fitting function Percentage increase on RMSE in mmHg

Supine Sitting Standing

RMSE % increase RMSE % increase RMSE % increase

1 14.58 84.44 11.14 25.37 16.81 79.56

2 14.56 85.18 11.15 25.77 16.69 82.60

3 14.64 84.71 11.14 25.14 16.86 80.37

4 14.51 85.22 11.15 26.64 16.62 83.35

5 14.65 84.35 11.13 25.04 16.84 79.61
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The gy value shown in position C in Fig. 4 is considered to be the proper
position of the arm. This value will differ slightly between individuals since the arm
length and other body characteristics of each individual can be different. During the
training phase for each individual, this gy value was recorded and the acceptable
range of gy was calculated (as explained in Sect. 4.3) to indicate proper arm
position for any future readings. The GUI displaying the measured BP can then
indicate whether the user placed the arm in the proper position that was used for
training by simply monitoring the gy value of the accelerometer and ensuring it is in
the correct range.

To test the effectiveness of this arm position detection based on gy measure-
ments, we tested the accuracy of the k-NN classifier defined previously in Sect. 5.3.
The value of k is set to be the total number of positions tested for each subject,
which varied from 15 to 17. Any time there is a tie between two or more sets of
neighbors belonging to different classes, we chose the class with the set of
neighbors that has the lowest cumulative distance to the tested input. When eval-
uating the ability to classify within ±2 cm of the actual position, we found that the
accuracy of the classifier was 98 %.

The arm position detection described in Sect. 4.3 can be used for both sitting and
standing postures. Currently, this technique cannot be used for the supine posture
since the effect of gravity on all three axes during arm movement remains the same,
and more sophisticated signal processing would be required. For arm position
detection, the current implementation is just an initial foray into dealing with certain
arm position changes. Further improvement is also desirable through developing
algorithms such that the PTT/PWV- BP equation adjusts itself with the change in
the arm position. Such extensive techniques were not in the current scope of the
research presented here, but will be investigated in the future.

7 Conclusion

In this article, we presented a wrist-based platform for continuous BP monitoring.
The device measures PTT, which is then converted to BP using appropriate fitting
functions. We observed that PTT and BP values change significantly across dif-
ferent postures and different individuals. We proposed a unified method to train,

Table 9 gy, PTT and BP
values at different arm
positions

Arm positions gy, PTT and SBP values for different arm
positions

y-axis (gy) PTT (mS) SBP (mmHg)

A 0 266 115

B 0.25 273 110

C 0.58 279 105

D 0.7 282 103

E 0.955 286 100
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develop, and calibrate the PTT-BP equation to each individual and posture. We are
yet to evaluate the long-term effectiveness of this approach and the necessity and
frequency of future training or calibrations due to advancement in age and progress
of ailments. However, in the short term, this method gives us a way to measure
individual- and posture-calibrated BP without the need for considering many other
characteristics, such as PEP, age, etc. RMSEs in the range of 5.77–6.90 mmHg for
DBP, and 7.8–9.37 mmHg for SBP are obtained using the described techniques.
This method also relies on correct arm position when measuring BP, and we
provided a built-in solution based on an accelerometer to automatically detect the
arm position with an accuracy of 98 %.

The proposed noninvasive wireless solution of the BioWatch could potentially
provide a convenient, wearable solution for continuous BP monitoring, which in
turn could lead to effective anticipatory measures for patients at risk of cardiac
disease.
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Anticipation Mobile Digital Health:
Towards Personalized Proactive Therapies
and Prevention Strategies

Veljko Pejovic, Abhinav Mehrotra and Mirco Musolesi

Abstract Recent advances in healthcare illuminated the role that individual traits
and behaviors play in a person’s health. Consequently, a need has arisen for,
currently expensive and non-scalable, continuous long-term patient monitoring and
individually tailored therapies. Equipped with an array of sensors,
high-performance computing power, and carried by their owners at all times,
mobile computing devices promise to enable continuous patient monitoring, and,
with the help of machine learning, build predictive models of patient’s health and
behavior. Moreover, through their close integration with a user’s lifestyle, mobiles
can be used to deliver personalized proactive therapies. In our work we develop the
concept of anticipatory mobile-based healthcare (anticipatory mobile digital health)
and examine the opportunities and challenges associated with its practical
realization.
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1 Introduction

Mobile computing devices, such as smartphones and wearables1 represent more
than occasionally used tools, and nowadays coexist with their users throughout the
day. In addition, these devices host an array of sensors, such as GPS receivers,
accelerometers, heart rate sensors, microphones, and cameras, to name a few [1].
When data from these sensors are processed through machine learning algorithms,
they can reveal the context in which a device finds itself. The context can include
anything from a device’s location to a user’s physical activity, even stress levels
and emotions [2, 3]. Thus, the personalization and the sensing capabilities of
today’s mobiles can provide a close view of a user’s behavior and well-being.

Above all, mobile devices are always connected. They represent the most direct
point of contact for the majority of the world’s population. Mobile phones, for
example, provide an opportunity for intimate, timely communication, unimaginable
just 20 years ago. One of the positive results is that mobile devices are becoming a
new channel for the delivery of health and well-being therapies. For instance,
digital behavior change interventions (dBCIs) harness smartphones to deliver per-
sonally tailored coaching to participants seeking behavioral change pertaining to
smoking cessation, depression or weight loss [4]. Communication through a widely
used, yet highly personal device ensures that a person can be contacted at all times,
which might be crucial in case of suicide prevention interventions. In addition, the
smartphone is used for numerous purposes, which protects a dBCI participant from
stigmatization that may arise if the device is used exclusively for therapeutic
purposes.

In addition to inferring the current state of the sensed context, an ever-increasing
amount of sensor data, advances in machine learning algorithms, and powerful
computing hardware packed into mobile devices allow for predictions2 of the future
state of the context. Context predictions have already been shown in the domains of
human mobility [5–7], but also population health state [8]. Every next generation of
mobile devices comes equipped with new sensors, and soon we may expect gal-
vanic skin response (GSR), heart rate, and body temperature oxymetry sensors as
standard features.3 This would open up the ability to accurately predict an indi-
vidual’s health state.

1In this paper, wearables refer to smartwatches, smartglasses, e-garments, and similar clothing and
accessory items equipped with computing and sensing capabilities.
2Editor’s note: It is questionable whether the current state of algorithmic computing can actually
“predict.” For a detailed explanation, see [5, 6], which also informs why “project” is the better
word to apply to the current ability of mobile sensing devices.
3For example, Intel’s proposal: http://iq.intel.co.uk/glimpse-of-the-future-the-healthcare-
smartwatch/.
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1.1 Anticipatory Mobile Computing

Anticipatory mobile computing is a novel concept that (similar to prediction) relies
on mobile sensors to provide information upon which the models of context evo-
lution are built. It extends the idea with reasoning and actioning upon such pre-
dictions. The concept is inspired by biological systems that often use the past,
present and the projected future state of itself and its environment in order to change
the state at an instant, so as to steer the future state in a preferred direction [9].
Anticipatory mobile computing has a potential to revolutionize proactive health-
care. Health and well-being problems could be anticipated from personalized sensor
readings, and preventive actions could be taken even before the onset of a problem.
We term this new paradigm Anticipatory Mobile Digital Health (AMDH); and in
this paper we discuss the challenges and opportunities related to its practical
realization.

First, we examine the key enablers (i.e., mobile and wearable sensors) that
provide the contextual data, which can be leveraged to infer a user’s health state.
Then, we discuss machine learning techniques utilized for building predictive
models of the user’s (health) context. We are particularly interested in the models
that describe how the context might change after an intervention or a therapy. We
investigate the challenges related to unobtrusive learning of the impact of an
intervention to a person, and the opportunities for highly personalized healthcare.
We also take into account individual differences among users, and the potential for
capturing and including genetic pre-determinants into the system. We continue with
the examination of human-computer interaction issues related to the therapy
delivery, and conclude with a consideration of ethical issues in AMDH. Finally,
although we earlier examined the potential for inducing change in a person’s
behavior through anticipatory mobile computing [10], this paper extends the idea to
the much larger domain of digital healthcare and elaborates on particular challenges
and opportunities in the area.

2 Mobile Sensing for Healthcare

The use of wireless and wearable sensors represents a novel and a rapidly evolving
paradigm in healthcare. These sensors have the potential to revolutionize the way of
assessing a person’s health. Sensor-embedded devices are given to the patients in
order to obtain their health related data remotely. These devices do not only help a
patient in reducing the number of visits to the clinic, but also offer unprecedented
opportunities to practitioners for diagnosing diseases and tailoring treatments
through continuous real-time sampling of the patient’s heath data. Furthermore,
some of these devices empower the users with the ability to self-monitor and curb
certain well-being issues on their own.
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2.1 Advantages of Mobile Sensing Devices

Today’s mobile phones are laden with sensors that are able to monitor various con-
textual modalities such as physical movement, sound intensity, environment temper-
ature and humidity, to name a few. Some previous studies have shown the potential of
mobile phones for providing data that can be used to infer the health state of a user [11–
14]. Houston [11] and UbiFit [12] are the early examples of mobile sensing systems
designed to encourage users to increase their physical activity. Houston monitors a
user’s physical movement by counting the number of steps taken via an accelerometer
that serves as a pedometer; whereas, UbiFit relies on the Mobile Sensing Platform
(MSP) [15] to monitor a user’s varied physical activities. MSP is capable of inferring
physical activities that include walking, running, cycling, cardio and strength exercise,
and other non-exercise physical activities, such as housework. BeWell is a mobile
application that continuously monitors a user’s physical activity, social interaction, and
sleeping patterns and helps users manage their well-being [13]. Bewell relies on sensors
such as accelerometer, microphone, and GPS, which are embedded in mobile phones.
In [14] the authors show that the depressive states of users can be inferred purely from
location and mobility data collected via mobile phones. The above examples demon-
strate the close bond between smartphone sensed data and different aspects of human
health and well-being.

2.2 The User’s Role

A particularly interesting example of mobile healthcare monitoring is given by
LifeWatch (www.lifewatch.com), a smartphone equipped with health sensors that
constantly monitor the user’s vital parameters, including ECG, body temperature, blood
pressure, blood glucose, heart rate, oxygen saturation, body fat percentage, and stress
levels. A user has to perform a specific action in order to take health measurements. For
example, a user should hold the phone’s thermometer against the forehead in order to
measure the body temperature; to take ECG readings, the user should clutch the phone
horizontally with thumb and forefinger placed directly on top of a set of sensors placed
on the sides of the phone. The sensor data are sent to the cloud for the analysis and the
results are delivered back to the user within a short time interval. Such a phone can
prove to be extremely useful in the healthcare domain. (Caveat: there is still no proof of
the accuracy of its results.) Although within the owner’s reach for most of the time,
smartphones do not stay in a constant physical contact with the user, and consequently
are limited with respect to personal data they can provide.

More recently, mobile phone companies have introduced smart-watches that link
with mobile phones and enable the users to perform actions on the mobiles without
actually interacting with them. These devices open up new possibilities for health
data sensing. First, they maintain continuous physical contact with their users, and
second, they host a new set of sensors, usually unavailable on traditional
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smartphones. In general, these devices come with accelerometer, heart rate and
body temperature sensors. Smart-watches are inspired by the concept of a smart
wristband, a device that monitors the health state of a user and presents it in a visual
form on the linked mobile phone. Smart-wristbands enable real-time health state
monitoring, and have achieved considerable commercial success among the
health-aware population (e.g., the UP line of wristbands by Jawbone4). Initially
these bands were able to report only a user’s physical activity. However, new
sensors, such as body temperature and heart rate, have been introduced, together
with more sophisticated data analytics and presentation to the user.

2.3 A Plethora of Smart Devices

Mobile sensing on the phone is for the majority of readings limited by the amount of
physical contact the user makes with the phone. Smart-watches and smart-wristbands
ensure that the contact is there, yet are limited to a particular part of the users body (the
wrist). Sensor embedded smart-wearables designed to dedicatedly monitor specific
health related parameter from a specific part of a user’s body, have appeared recently
and promise more reliable sensing. Such smart-wearables could enable healthcare
practitioners to obtain the patient’s health data continuously and in the patient’s natural
environment. These devices come with a variety of health sensors. Pulse and oxygen in
blood sensor, airflow sensor, body temperature sensor, electrocardiogram sensor, glu-
cometer sensor, galvanic skin response sensor (GSR), blood pressure sensor (sphyg-
momanometer), and electromyography sensor (EMG), are some examples of the health
sensors embedded in the smart-wearables. Other examples of smart-wearables include
Epoc Emotiv [16], an EEG headset capable of capturing brain signals that can be
analyzed to infer a user’s thoughts, feelings, and emotions. MyoLink (https://
somaxisdotcom.wordpress.com) is another wearable that can continuously monitor the
user’s muscles and heart. It can capture muscle energy output, which in turn can be
used to quantify the user’s fatigue, endurance, and recovery level. Also, it can be placed
on the chest to continuously track the user’s heart rate. ViSi mobile (www.
soterawireless.com), worn on a wrist, measures blood pressure, hemoglobin level,
heart rate, respiration rate, and skin temperature. The device is highly portable and
enables users to monitor their health at any time and anywhere.

2.4 Future Steps

The next step in wearable computing is the one in which devices become com-
pletely stealth, and as in the Weiser’s vision of pervasive computing, completely

4https://jawbone.com/up.
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integrated with people’s lives [17]. Shrinking the size of smart wearables—for
example reducing the size of a device from something obtrusive to a small adaptive
device that users can wear on their bodies and forget about—is a step in that
direction. BioStamp [18] is a device composed of small and flexible electronic
circuits that stick directly to the skin like a temporary tattoo and monitors the user’s
health. It is a stretchable sensor capable of measuring body temperature, monitoring
exposure to ultraviolet light, and checking pulse and blood oxygen levels. The
company envisions future versions of BioStamp able to monitor changes in blood
pressure, analyze sweat, and obtain signals from the user’s brain and heart in order
to use them in electroencephalograms and electrocardiograms [20].

These wearable sensors enable the continuous measurement of health metrics
and deliver treatment to the patients on time. Yet, the difficulty of continuous
monitoring is not the only problem in modern healthcare. Recent studies have
shown that around 50 % of prescribed drugs are never taken [19, 20], and thus
prescribed therapies fail to improve patient health [21]. In order to address this
problem, Hafezi et al. [22] proposed Helius, a novel sensor for detecting the
ingestion of a pharmaceutical tablet or a capsule. The system is basically an
integrated-circuit micro-sensor developed for daily ingestion by patients, and as
such allows real-time measurement of medication ingestion and adherence patterns.
Moreover, Helius enables practitioners to measure the correlation between drug
ingestion and patients’ health parameters, e.g. physical activity, heart rate, sleep
quality, and blood pressure—all of which can be sensed by mobile sensors.

The ecosystem of devices supporting health sensing is already substantial and
constantly increasing. Soon, healthcare practitioners will have a remote
multi-faceted view of a patient’s health in real time. The key enabler is the unob-
trusiveness of these smart sensing devices. Furthermore, issues such as the accuracy
of measurements, accountability for mistakes and the security of a user’s privacy,
need to be thoroughly addressed before these devices can be accepted in official
medical practice.

In the next section we discuss the novel concept of anticipatory mobile digital
health, outlining the challenges and opportunities in this promising field. Although
smart health sensing devices are still in their infancy, we believe that we shall
witness a rapid evolution of this research area in the coming years.

3 Anticipatory Mobile Computing

Anticipation is the ability to reason upon past and present information together with
possible future states (See Nadin5 and [23]). To date, anticipation exists only in
living systems. Rosen described an anticipatory system as one “containing a

5Nadin, M.: Medicine: The Decisive Test of Anticipation. In: Nadin, M.: (ed.) Anticipation and
Medicine, pp. 1–25. Springer, Cham (2016).
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predictive model of itself and/or its environment, which allows it to change state at
an instant in accord with the model’s predictions pertaining to a later instant” [9].
He thus points out that there is an internal predictive model that an anticipatory
system builds and maintains. The concept of an anticipatory computing system
envisions digital implementation of such a model and automated action based on
the model’s predictions. Yet, an anticipatory computing system is of interest only if
the anticipation carries a value, or meaning, for the end-user [24, 25].

We argue that modern mobile computing devices fulfill the necessary prereq-
uisites for anticipatory computing. First, thanks to built-in sensors and personalized
usage, these devices can gather data about their own state—and indirectly the user’s
state—and the state of the environment. Second, their computing capabilities allow
devices to build predictive models of the evolution of the state. Third, the bond
between a device and its end-user is so tight that the automated suggestions (based
on the anticipation) that a device might convey to a user are likely to influence the
user’s acting upon them. (After all, if people already look into their smartphones
when they need to navigate in a new environment or choose a restaurant, they are
more likely to turn to smartphones when it comes to health issue consultation.)

To clarify the concept of anticipation on mobile devices (termed Anticipatory
Mobile Computing—AMC), in Fig. 1 we sketch a system that senses the context
and builds a model of the environment evolution, which gives it the original pre-
dicted future. The system then evaluates the possible outcome of its actions on the
future. An action that leads to the preferred modified future is realized through the
feedback loop that involves interaction between the system and the user.

4 Anticipatory Healthcare System Architecture Design

The opportunity to infer an individual’s health and well-being with the help of
mobile sensing, together with the perspective of AMC, paves the way for pre-
ventive healthcare through anticipatory mobile healthcare systems. We sketch the
main ideas behind such a system in Fig. 2. Physiological (e.g., heart rate, GSR) and
conventional mobile sensors (e.g., GPS, accelerometer) provide training data for
machine learning models of the context (e.g., a user’s depression level) and its

Fig. 1 Anticipatory mobile systems predict context evolution and the impact that current actions
can have on the predicted context. The feedback loop consisting of a mobile and a human enables
the system to affect the future
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evolution. The models project the future state of the context, termed the original
future, and the state after an intervention or a therapy, termed the modified future.
Based on the projections, a therapy with the most preferred outcome is selected and
conveyed to the user. Since different users may react differently to the same therapy,
close sensor-based patient monitoring, together with a priori inputs, such as a user’s
genetic background, are used to custom tailor the therapies.

A practical realization of an anticipatory mobile digital health system requires
that the following building blocks be present:

• Mobile sensing. The role of this block is to manage which of a number of
available mobile sensors are sampled, and how often. The mobile device’s
sensors were originally envisioned as occasionally used features, and their
frequent sampling can quickly deplete a device’s battery. At the same time,
important events may be missed if sampling is too coarse.

• Therapy and prevention toolbox. This block contains definitions of possible
therapies and prevention strategies that can be delivered to the user. Although
we envision further automatization of this module, for now, we believe that a
professional therapist’s expertise should be harnessed to limit the number of
possible therapies and to oversee their deployment.

• Machine learning core. Anticipatory mobile digital health employs machine
learning for two separate aspects of health state evolution modeling: context
evolution model and therapy/prevention-effect model. The former connects
sensor data with higher-level context, and provides a predictive model of how
the context might evolve. The latter provides a picture of how different therapies
might affect a user’s health state. (These models will be discussed in detail in the
next section.)

• User interaction interface. The success of an anticipatory mobile digital
healthcare system is limited by the user’s compliance with the provided therapy
and prevention strategy. The look, feel, and behavior of the mobile application
that delivers the therapy or prevention strategy to a user is crucial in this step.

In the following section, we also discuss the challenges in designing a successful
user interaction interface.

Fig. 2 Anticipatory mobile systems predict context evolution and the impact their actions can
have on the predicted context. The feedback loop consisting of a mobile and a human enables the
system to affect the future
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5 Challenges and Opportunities

Numerous challenges obstruct the path towards implementing anticipatory mobile
digital healthcare systems. Rooted in mobile sensing, anticipatory mobile digital
health faces challenges such as resource, primarily energy, inefficiency of contin-
uous sensing, and the difficulty of reliable context modeling. Yet, these challenges
are common for a larger field of mobile sensing, and a thorough discussion of these
issues is available elsewhere [1, 26, 27]. Instead, here we focus on aspects that are
unique to anticipatory mobile healthcare.

The use of machine learning algorithms to model and project user behavior and the
effect of a therapy or a prevention strategy on the future health state of a specific user is
the main challenge. The value of machine learning models, for instance, increases with
the amount of available training data for the user. Second, the mobile monitors the user,
and may suggest courses of action; yet, it is the user alone who decides whether to
follow the therapy or to take certain preventive measures—or not.

In addition to machine learning, future anticipatory mobile digital health developers
should pay special attention to human-computer interaction issues in this field. They
must try to resolve what is the best way to convey advice/therapy to a user, so that
compliance with the proposed therapy or prevention strategy is the highest. Last but not
least, issues of ethics, responsibility, and entity roles in anticipatory mobile digital
health remain uncharted territory. Further on, we discuss each of the challenges indi-
vidually and provide positional guidelines for overcoming the challenges.

5.1 Machine Learning in Anticipatory Mobile Digital
Health

As stated above, anticipatory mobile digital health employs machine learning for
two separate aspects of health state evolution modeling: context evolution model
and therapy/prevention-effect model.

5.1.1 First, a Model of a User Current and Projected Future Health
State is Needed

In this model, a relationship is built between mobile sensor data and high-level
health state. The model can be direct, if certain values of physiological sensor
readings indicate a certain health state, or indirect, if sensor readings reveal con-
textual aspects that can be connected to an individual’s health state. For instance,
GPS readings can reveal user mobility, which in turn can hint a user’s depression
state [14]. In the next step, inference models are extended to provide possible future
states of the health state directly, or indirectly through predictions regarding the
future context. Anticipating a user’s next location is an active area of research, with
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substantial achievements [5–7]. For many other aspects of the user’s behavior and
health state, reliable predictive models still do not exist, and even the possibility of
their being built remains an open question.

5.1.2 Second Major Machine-Learning Model

The second major machine-learning model in anticipatory mobile digital health is
the model of the impact of a possible therapy or prevention strategy on the predicted
future health state of a user. There are two non-exclusive ways to construct such a
model: one is to harness the existing expertise in healthcare in order to map
available therapies to health state transitions. For example, we could map antide-
pressants to a transition from depressive states to a healthy state.

However, these rules are not suitable for preventive healthcare. Anticipatory mobile
digital health operates on projections (predictions, in Rosen’s sense), and consequently,
therapies should aim for prevention. In addition, although mobile devices remain highly
personal, and the sensor data uncovers fine-grained individual health state information,
these general rules limit the system’s ability to deliver personalized healthcare. An
alternative approach is to build a therapy/prevention-effect model by monitoring the
evolution of a user state after a proactive therapy or prevention strategy is delivered. By
comparing the original predicted state with the actual state recorded some time after the
therapy (or prevention strategy), we can identify the relationship between the therapy (or
prevention strategy) and the future health state change. Built this way, a model reveals
successful proactive therapies, which is difficult to achieve in traditional practice.

It must be kept in mind that what works for one patient may not work for
another. These models are highly personalized and can reveal therapies that are
useful for a particular kind of a person only. Still, we argue that these models
should not be built from scratch. The available therapies that could be automatically
suggested to a particular patient in a particular situation should be determined by
the rules stemming from existing medical expertise.

5.1.3 Learning with a User

Automated tool-effect modeling in anticipatory mobile digital health requires that a
therapy (or prevention strategy) be induced in a user so that its effects can be observed.
This outcome is then used to train and refine the model. Reinforcement learning, where
an agent uses a tool in the intervention environment (which can be represented through
a Markov decision process, for example), is a natural way to model the problem [28]. In
every step, a certain tool is selected and applied; the observed change in the health state
elicits a reward that reflects how positive the change is.
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5.1.4 Measuring Health State

Thus, there is a need for a suitable metric for measuring the health state change. Here
we need to evaluate the effect of a proactive therapy or prevention strategy, that is,
basically compare the original predicted health state and the modified predicted health
state. We argue that the comparison metric has to be domain dependent. For example,
if an anti-stress therapy is evaluated, the difference between the predicted skin con-
ductivity and heart rate values without intervention, and the actual values after the
intervention, is a reasonable measure of stress level change [29]. However, system
designers should keep in mind that the metric has to be both suitable for machine
learning algorithms and relevant from the healthcare point of view.

5.1.5 Learning Without Interfering

Reinforcement learning uncovers the mapping between therapies and health state
changes. Delivering a previously unused therapy or prevention strategy refines the
model as we learn more about how the user reacts to this tool. From the practical
point of view, however, we face a dilemma: use a tool that is known to result in a
positive health change outcome, or experiment with an unused tool that might yield
an even better outcome. In reinforcement learning this dilemma is known as the
exploration versus exploitation trade-off.

Providers of strategies for solving the dilemma in an anticipatory mobile digital
health setting must be aware of the possible irreversible negative consequences of a
wrong therapy or prevention strategy. Preferably, the system should learn as much
as possible without explicit delivery of therapies to a user. Such a learning concept
is called latent learning. It is a form of learning where a subject is immersed into an
unknown environment or a situation without any reward or punishment associated
with them [30]. Latent learning has been demonstrated in living beings, who form a
cognitive map of the environment solely because they are immersed in the envi-
ronment, and later use the same map in decision making.

We argue that mobile computing devices, through multimodal sensing, can harness
latent learning to build a model of the user reaction with respect to certain actions or
environmental changes that correspond to those targeted by the therapies. This is
particularly relevant for therapies that are not based on medications, such as behavioral
change interventions [10]. For example, suppose a depression prevention system can
provide the user with the suggestion to go out for dinner with friends. We can get a
priori knowledge of how this suggestion would affect the user, if, for example, on a
separate occasion we detected that the participant went out for a dinner with friends,
and we gauged the depression levels, estimated through mobility and physical activity
metrics, before and after the dinner. Defining how the expected action—going out with
friends—should manifest from the point of view of sensors—e.g., a number of
Bluetooth contacts detected, location, time of the day—is one of the prerequisites for
practical latent learning. Again, interdisciplinary efforts are crucial to ensure that the
detected reaction corresponds to the one that should be elicited by the tool.
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5.2 Personalized Healthcare

Current therapies are often created as “one size fits all,” even though the healthcare
industry is well aware that in many cases individuals react differently. For example,
antidepressants are ineffective in 38 % of the population, while cancer drugs work for
only 25 % of the patient population [31]. Personalized therapies promise to revolu-
tionize healthcare, by avoiding the traditional trial-and-error therapy prescription,
minimizing adverse drug reactions, revealing additional or alternative uses for
medicines and drug candidates [32] and curbing the overall cost of healthcare [31].

Anticipatory mobile digital health is poised to bring personalized healthcare closer
to mainstream practice. Mobile sensing can provide a glimpse into individual behav-
ioral patterns, identifying risky lifestyles. Therapy/prevention-effect machine learning
models can also take into account a patient’s genetics in order to individualize the
therapy or prevention strategy. Investigation of which genes impact the occurrence and
reaction to a treatment of a certain disease is a very active area of research. The
potential for healthcare improvement is immense, having in mind that with some
conditions, such as melanoma tumors, the majority of cases are driven by certain
person-specific genetic mutations, and could be targeted by specific drugs [31].

The relationship is not one way, and anticipatory mobile digital health could also
help with pharmacogenomics—the study of how genes affect a person’s response to
drugs. Identifying common traits of genetic background in populations who reacted to
an anticipatory therapy or prevention strategy in the same way would help in discov-
ering the relationship between genes and health treatments. Finally, the inclusion of the
genetic background in common medical practice is not far from reality. For example, in
2014 a human genome sequencing for less than USD1000 became available.

5.3 HCI Issues in Anticipatory Mobile Digital Health

Despite the automation that anticipatory mobile digital health brings, in the end, it is up
to a user to comply with the given therapy or prevention strategy. This is particularly
important for behavioral change intervention therapies, i.e., those that are delivered in
cases where the health state is directly influenced by the patient’s behavior.
Consequently, communication between the system and the patient has to be seamless.
Users are an important part of the system, and their inclusion requires an appropriate
interface between the participant and the system. As noted by Russell et al., [33] a
system that autonomously brings decisions and evolves over the course of its lifetime
needs to be transparent to the user. The user interface must make such a system
understandable to the user and capable of review, revision, and alteration. In addition,
the content should be framed to emphasize that the tool can help; it is of fundamental
importance to avoid any hint of harassing and patronizing the participant.

The timing of a therapy or a prevention strategy is also important for its successful
delivery. This is particularly true for automated therapies delivered via a mobile device.
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An inappropriately timed intervention that comes, for instance, when a patient is in a
meeting, or riding a bicycle, may lead to annoyance, or may be completely overlooked
by the patient. Mobile sensing helps with identifying opportune moments for delivering
therapies. The context in which a user is, such as location, physical activity, or
engagement in a task, to an extent determines whether the patient is able or willing to
interrupt [34, 35]. Machine learning and mobile sensing are harnessed for monitoring a
user’s reaction to an interruption arriving when the user is in a certain context, and from
there on a model of personal interruptibility is built.

Querying the model with a momentarily value of a user’s context returns the
estimated interruptibility at the moment. While practical implementations of the
above models already exist [34], we envision predictive models of user interrupt-
ibility. Finally, we highlight that opportune moments denote those times at which a
patient is likely to quickly acknowledge/read the content of a delivered message.
Identifying moments when the delivered information will have the highest medical
impact is even more important; yet due to the difficulty of obtaining the training
data—we would need to deliver the same therapy or prevention strategy at different
times to the same user—identifying such moments remains very challenging.

5.4 Ethics and Accountability

Privacy issues in mobile sensing emerged soon after the proliferation of smart-
phones about a decade ago. Misuse and leaking of information that can be collected
by a mobile device—such as a user’s location, collocation with other people,
physical activity of a user—may deter people from trusting mobile application,
especially in a domain as sensitive as health. Trust is a key component for the
success of anticipatory mobile digital health applications, and every care should be
taken that personal information not leak. Ensuring that sensor data do not leave the
device at which they are collected is one way to minimize the risk. However, this
complicates the construction of the joint machine learning models discussed earlier.

The responsibility chain in the domain of anticipatory mobile digital health is yet to
be defined. Unsuccessful therapies can have serious consequences. It is unclear who
would be to blame if a delivered therapy or prevention strategy does not improve the
patient’s health state, or even worse, endangers the person’s life. A therapist who
designed the therapy, a software architect who devised the underlying machine learning
components, together with the patient, play a role in the process.

6 Conclusions

Personalized and proactive healthcare brings undisputed benefits in terms of therapy
and/or prevention strategy, efficiency, and cost effectiveness of the healthcare
system. Mobile devices have a potential to become both our most vigilant observers
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and closest advisors. Anticipatory mobile digital health harnesses the sensing
capabilities of mobiles in order to learn about the user’s health state and to antic-
ipate its evolution so that proactive therapies tackling predicted health issues can be
delivered to the user in advance. With the help of machine learning that takes into
account rich sensor data and a user’s genetic background, anticipatory mobile
digital health applications can tailor personalized therapies. In addition, the concept
can be used to learn more about how therapies affect different demographics, users
who behave in a certain way, or have a particular genetic background. Generalizing
from a larger pool of users and therapies can identify groups for which a therapy or
prevention strategy is successful, basically discovering new facts about drugs. Last
but not least, we believe anticipatory mobile health applications warrant a discus-
sion on their inclusion into the health insurance frameworks.
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Intelligent Support for Surgeons
in the Operating Room

Rainer Malaka, Frank Dylla, Christian Freksa, Thomas Barkowsky,
Marc Herrlich and Ron Kikinis

Abstract Modern technology gives surgeons the possibility to plan operations
using complex 3D information tools providing data integration, analysis and
visualization. However, in the operating room, most of the tools are not at hand. It
might be useful to access the data and to visualize certain surgical procedures
during the actual surgery. We investigate such situations and look for novel solu-
tions for intra-operative support for surgeons to access 3D information: what they
need, when they need it. We integrate medical image processing, cognitive mod-
eling and human- computer interaction in order to anticipate the surgeons’ needs.
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We address three issues for developing such systems: how to identify what infor-
mation the surgeon needs; how to adapt pre- and intra-procedure information to the
surgical situation; how to present the relevant information to the surgeon. This
paper presents the vision and preliminary results of a collaborative research project.

Keywords Human-computer interaction � Surgery � Cognitive systems � 3D
medical data

1 Introduction

Computer assistance for surgical procedures and interventions is a rapidly growing
field. Typically, pre-operative image information is used for planning surgical
interventions. Software tools support this planning by registering data from different
sources and segmenting structures of interest, e.g., for building 3D model repre-
sentations of tumors, surrounding tissue, and organs [1]. The surgical plan is then
used during the procedure to guide the surgeon’s determination of what to remove
and from where [2]. However, it is a huge challenge to realign pre-operative data
(e.g., volume data, 3D models) with the patient during the procedure. Furthermore,
during the intervention, tissue shift, resections and cutting, intentional displacement
and deformation of organs, and other actions will distort the information obtained in
the pre-operative phase [3].

The goal of an intelligent intra-operative support would thus be to present
appropriate information to a surgeon during a procedure. Specifically, we aim to
present the proper guidance information at the correct time in an optimal manner.
To succeed in this endeavor it is necessary to anticipate the surgeon’s information
needs and to allow for quick, easy and robust interaction. To anticipate desired
information is not trivial. An anticipatory system depends not only on the current
and previous states, but also on possible future states [4]. Therefore, it requires to
observe the situation, model the context and to predict potential next states. This
way, some of the information can be anticipated; that is, inferred based upon
experience [5]. A surgeon who needs additional information from 3D data in a
concrete situation cannot start searching through a number of menus of a computer
program, interact intensively with 3D interfaces and finally select the information.
Ideally, computer systems are aware of the situation in the surgery room and,
depending on the progress of the operation anticipate what is needed and suggest
entries to specific visualizations of data, e.g. with respect to content, granularity, or
perspective. The surgeon then selects the desired information with interfaces that
need only a low level of attention. The selected data subset would be displayed for
immediate use, e.g., directly connected to some surgical device in order to minimize
focus shifts. Such an approach will also include mixed reality technologies that
have not yet been studied deeply in the international research community.
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2 State of the Art

Space and conditions in the operating room (OR) limit the ways in which infor-
mation can be presented and what kinds of standard input devices can be used
(Fig. 1). Recently, touchscreens and mobile devices covered with sterile sleeves
have enabled the surgeon to directly steer and interact with the information pro-
vided [2, 6]. Scientists have investigated the use of projectors, in combination with
hand/finger tracking, to turn parts of a room into interactive surfaces, and have
looked at touchless interaction for circumventing the problem of unsterile input
devices [7].

In current systems, neither is the information presented automatically adapted to
a phase or specific situation in the OR, nor do current systems take into account the
cognitive load1 [8]. In addition, each input device processes input independently of
other devices (cf. e.g. [2, 6]); there is no shared contextual information between
different systems or interfaces, and synchronization is left to the users.

Despite the fact that research in Medical Image Computing and Computer
Assisted Interventions is a well-established topic, there has been little focus on the
integration of mixed reality technologies, novel interaction paradigms, and 3D
simulation algorithms in the OR. Information presentation and interaction based on
human-computer interaction (HCI) underwent a number of paradigm shifts in the
last decades. In the early days of computing, users were expected to adapt to
machines; the user perspective was widely ignored. From the mid-1980s on,
usability methods focused on the ergonomics of the users’ work environment [9].
More recent trends look into the “hedonistic” aspects of HCI and the user expe-
rience (UX) [10].

Considering the cognitive aspects of HCI, studies show that there are severe
limitations to the amount of information that a person can simultaneously perceive
and process, how the data are distributed over various channels of perception and
processed, and how different modalities (e.g., visual vs. haptic) interfere with each
other [11, 12]. There are also individual differences concerning whether auditory or
visual information is more easily and quickly processed, and how easily condensed
abstract visuo-spatial information can be processed [13, 14]. Moreover, since the
setup in the OR can vary substantially depending on the kind of intervention, it is
important to provide flexible multi-modal interaction possibility. Abstract models of
multi-modalities and intelligent presentation planning can bring in flexibility [15].

For adapting not only the dialog modality but the content itself, the presented
information has to be adapted to the user, the dialog situation, and the context. It has
been shown that entrainment can enhance dialog effectiveness [16]. Models of
pragmatic knowledge, the domain and contexts can be used for building
context-dependant systems [17–19]. Such models are built on various AI tech-
niques (both symbolic and sub-symbolic) and as with many intelligent interactive

1Cognitive load refers to the mental effort in human working memory to solve a specific problem.
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systems there is also a tradeoff when integrating too much intelligence into the
system [20].

3 Towards Intelligent Support in the Operating Room

Previous research has paid relatively little attention to the integration of novel
interaction paradigms for effortless interaction with 3D data in the OR and 3D
simulation algorithms necessary to present accurate information after “opening” the
patient’s body and making cuts. We are proposing to investigate these important
scientific and technical challenges. We believe that these are topics with a rich
potential for producing significant scientific progress and will lead to improved
intra-operative support for surgeons. This technological research requires knowl-
edge about and understanding of the information needs of a surgeon during surgery.
In order to advance the research agenda, we propose to focus on three central
questions:

(a) What information does the surgeon need?
(b) How can we adapt pre- and intra-procedure information to the surgical

situation?
(c) How should we present the relevant information to the surgeon?

Fig. 1 Situation in the OR: very limited space for HCI that, moreover, has to be sterile. The image
shows an abdominal surgical treatment
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The answers to these questions are key to novel systems that help the surgeon
with decision-making during surgery (e.g., by improving access to preoperatively
acquired information). Help with the actual manual tasks (e.g., by adapting the
information to the current situation) is also important. OR environments are chal-
lenging to all participants in a procedure: the surgeon and other personnel in the
room must integrate multiple information streams that aid in performing the sur-
gery. Information overload is a real issue with potentially detrimental consequences
for the outcome of the procedure. In this scenario, it is critical to present the right
information at the right time.

3.1 How to Identify What Information the Surgeon Needs

We need to find out about objects, concepts, processes, and their interrelation when
applied in a surgical context and how they can be derived and represented in an
assistance system. This requires applying and further developing novel HCI
methods based on natural user interaction (NUI) and contextual computing in the
domain of the OR. Even though recent HCI methods are promising for complex and
professional environments, which are characterized by many constraints, there is a
substantial need for advancing existing methods beyond the state of the art. The
current decision workflow and procedures that lead to a certain course of action
must be observed and discussed with scrutiny. An analysis and models of the
context and workflow, in which an assistive intra-operative system is to be
deployed, are necessary. This comprises, for instance, analysis of clinical require-
ments, analysis of human input and feedback requirements, as well as proposals for
information architecture (user interfaces) and integration into the workflow.

3.2 Adapting Pre- and Intra-procedure Information
to the Surgical Situation

For modeling the results, we propose a qualitative approach to the conceptualization
of knowledge, as this is considered to be cognitively more adequate than quanti-
tative approaches (e.g., [21]). Qualitative Spatio-Temporal Reasoning (QSTR)
provides well-defined representations and reasoning techniques to deal with
imprecise and incomplete knowledge on a symbolic level, i.e., without numerical
values [22, 23]. Qualitative representations have been successfully applied to dis-
ciplines such as intelligent service robotics, architecture, nautical and pedestrian
navigation, airport apron observation, and biomedicine, by linking representations
to the specific concepts of each domain [24, 25]. For these reasons, we use this
approach to build the representational basis of information architecture. We thus
aim for:
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(1) investigating the conceptual structure of entities, relations, and spatial refer-
ence frames used in surgery;

(2) deriving suitable conceptualizations including (potentially new) reasoning
techniques to support planning and simulation of surgical procedures; and

(3) extracting qualitative context and process formalizations of selected processes.

3.3 Presenting Relevant Information to the Surgeon

In order to advance current techniques for context-based aggregation, clustering,
and presentation of available information based on the conceptual models, it is
necessary to automatically adapt the type and amount of information that is pre-
sented to immediate situational needs. Presenting the appropriate information at the
correct time on the right device or display is the goal.

Thus, the first step for intelligent information presentation is the detection and
analysis of the context. Therefore, approaches to monitor a surgeon’s cognitive
capabilities with respect to various sensory modalities (visual, auditory, and haptic
perception) are necessary. The results of this monitoring can be used to steer the
way that additional pieces of information are conveyed to the surgeon. The OR is a
very special environment that poses a number of specific challenges for user
interaction: surgeons need to concentrate on the procedure; everything must be
sterile, and OR personnel cannot touch conventional IT systems. This poses a
number of challenging research questions for user interaction metaphors and
technologies. For example, intuitive metaphors for controlling the display of
medical 2D and 3D content without third-party help are needed. In contrast to
existing work, an ideal system would integrate different input devices and modal-
ities within one interaction context.

In addition, interactions with IT systems should be touchless, if possible;
otherwise maintaining sterility is an issue that has to be addressed [7]. Interaction
design in the OR can be guided by the concept of embodied interaction in context
[20]. The combination of NUIs for 3D interaction [26, 27] and user-centric methods
brings together new technological means for interaction that would feel natural
from a user perspective.

4 Building Intelligent Interactive Information Systems
for the OR

An ideal system would be design according to how information is mentally
acquired, processed, organized, and stored, and which representation structures and
cognitive processes are involved. In mental information processing, there is an
intense interplay between the perception and action capabilities of a cognitive agent
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and the physical environment in which cognition is embedded [28]. So it is
essentially due to the situational context in the given environment in which a task is
performed that influences the cognitive effort induced by a task or the corre-
sponding information processing.

Depending on context or information needs, a variety of devices and interaction
methods must be available in flexible combinations. This allows for optimization to
the actual setting in the context of a particular operation. Therefore, a practical
approach towards our research goals it not to follow the idea of just one very
mighty and highly automated system, but rather to build smaller and feasible
systems for particular contexts. Such systems could be particular devices dedicated
to singular treatments or operation types, but optimized to present the right infor-
mation at the right time. Building a number of such solutions can, in turn, be
extended and integrated into unified approaches with more complex models and a
whole spectrum of input and output devices.

An example of such a small step towards larger systems is a device for radio
frequency ablation to present navigational information regarding where to position
the instrument’s needle tip and how to align the device exactly in 3D, for instance,
in order to ablate a tumor [29].

The solution in this case proposes an LED ring mounted on the device (Fig. 2).
Thus the surgeons do not need to look at a monitor, but rather get all required
information when and where it is needed.

We currently work on a number of projects addressing visualization and inter-
action possibilities that respect the particular settings of the OR, e.g. through foot
interaction devices or even brain-computer interfaces [30, 31].

5 Discussion and Conclusions

This paper presents an approach to building systems for intelligent support for
surgeons. In contrast to existing projects and interfaces in this area, our attempt is
unique in that we want to integrate different devices into an interaction context in
order to enable a fluent switch between different input devices and interaction
techniques and metaphors. The goal will be to base the information/visualization

Fig. 2 A prototype of an ablation probe with two LED rings
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with which the surgeon interacts upon the situational context (e.g., the specific
phase of the surgery), current task, or personal style and needs of the surgeon or
other team members. The input devices used can include a broad range of devices,
such as portable interactive surfaces, fixed touchscreen monitors, 3D full body,
hand and finger tracking, as well as combinations of projectors with body, hand,
and finger tracking.

In the future, various interfaces and/or information streams of established
medical devices present in the OR have to be integrated, thus providing a master
interface that can be intuitively and dynamically adjusted both manually and
automatically to the surgeon’s and other team members’ needs, personal operation
style, and technique. For example, the surgeon could point at an important device or
organ area and directly drag the most important information or interface to a
suitable location across the available displays or projections.

In order to achieve unobtrusive interaction with the IT systems in the OR, one
additional goal is to develop and investigate a range of novel methods and algo-
rithms to achieve precise and robust full degree-of-freedom hand tracking.
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Anticipation and Alternative Medicine



Unorthodox Forms of Anticipation

Dean Radin

Abstract Prediction involves the act of mentally projecting into possible futures
based on knowledge of the past and influenced by present wants and needs. Most
scientists assume that prediction is sufficient to account for forms of behavior in
which the future is represented by wants and needs. Experiences that are labeled
intuitive hunches, gut feelings, premonitions, or presentiments are suggestive of
time-reversed forms of anticipation. Despite the seeming impossibility of genuine
time-reversed effects, a growing body of empirical data in psychology, psy-
chophysiology, and physics suggests that despite the disquiet associated with the
concept of retrocausality, such influences may nevertheless exist.

Keywords Anticipation � Prediction � Presentiment � Retrocausation � Teleology

1 Introduction

Preparing for the future is a central preoccupation of human beings. Adults plan for
retirement; children plan for Halloween. Physicians plan a patient’s course of
healing; patients would like to know if treatments will be effective. Epidemiologists
expect epidemics; geologists would like to be able to predict earthquakes, meteo-
rologists forecast weather, and so on.

To anticipate entails capabilities different from those involved in planning,
expectation, forecasting, prediction, intuition [1]. A human being’s ability to
anticipate allows him/her to successfully hit a baseball with a bat without actually
watching the ball. Through anticipation, a catcher runs to where the ball will be.
A tennis pro returns the serve in anticipation of where the tennis ball is heading [2].
The reactive mode—waiting to see where the ball lands and then acting on that
information—spells failure in sports. It prevents us from passing out when we stand
up from a sitting position [3]. It determines what we see or fail to see [4], and it
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forms the basis for an entire class of humor [5]. In sum, anticipation is a key feature
that distinguishes living from non-living systems, as well as much of human
activity from that of other living organisms (e.g., animals, insects). As such, it is
important to understand the full range of anticipatory behavior.

Conventional models of anticipation assume that this ubiquitous behavior can be
fully understood by common sense notions of causality. But some forms of
anticipatory experience, variously called intuitive hunches, flashes of insight, gut
feelings, precognition, premonitions, or presentiments, appear to violate ordinary
causality and suggest teleological pulls from the future. Are such appearances of
retrocausation merely telic veneers, or is it possible that some experiences do
involve genuine influence from the future?

The orthodox answer is that experiences of retrocausation are necessarily illu-
sory because reversed causation is impossible. Indeed, scientific explanations are
predicated on the assumption of unidirectional and inviolate causality, so claims of
precognition must be mistaken because they would presumably violate one or more
natural laws [6]. However, despite such common sense assumptions, both empirical
and theoretical reasons can be brought to bear to challenge this orthodox stance.

2 Methods

One of the hallmarks of science is that it has repeatedly revealed that many of our
intuitions about the nature of reality—including such foundational concepts as
space, time, matter and energy—are wrong. For example, everyday experience tells
us that Nature is based on three core principles: locality, causality, and reality [7, 8].
Locality refers to the idea that all interactions between physical systems occur
through physical contact. This disallows any form of “spooky action at a distance,”
to use a phrase made famous by Einstein. Causality tells us that the cause-effect
order is sacrosanct, i.e., that time moves strictly forward. Reality means that the
moon (or any object) is still there even when you are not looking at it, i.e., that the
world consists of objects with real properties that are completely independent of
observers.

From an everyday perspective, all of these principles are self-evident. The
problem is that developments in physics over the course of the 20th century (pri-
marily relativity and quantum theory) have established to very high degrees of
confidence that one or more of these three principles are simply wrong [7–10]. To
date there is no widespread consensus about whether we need to relinquish locality,
causality, or reality, or all three; but it is abundantly clear that something about our
understanding of the deep nature of reality is radically at odds with common sense.
This opens the door to thinking about new, previously unthinkable, possibilities,
including retrocausal experience. We will refer to such experiences as forms of
“unorthodox anticipation.”

Fortunately we are not limited to discussion of anecdotes. These experiences are
perfectly amenable to scientific study in a variety of rigorous ways, including
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(a) consciously predicting future events that cannot be inferred via ordinary means,
and where the probability of a chance outcome is known; (b) similar studies con-
ducted while the participant is dreaming, in which unconscious responses are
measured by implicit behavior and physiological manifestations.

2.1 Forced-Choice Tasks

The protocol in these experiments involves asking participants to guess the outcome
of a future random decision, like the tossing of a pair of dice or its modern
equivalent, generation of a random number by a truly random process instantiated
within a hardware-based electronic circuit. The source of randomness in these
modern random number generators (RNGs) includes radioactive decay times,
electron tunneling, and other quantum-randomness events.

A meta-analysis of these forced-choice experiments conducted from 1935 to
1987 [11], based on 309 publications, found a small overall average effect size
(Rosenthal effect size r = 0.02 [12]), but due to the large statistical power, the
deviation from chance was highly significant (associated with a standard normal
deviate of z = 6.02, or p < 1.1 × 10−9). The possibility that this outcome was
inflated due to selective reporting practices was addressed by calculating how many
unreported or unretrieved studies averaging a null effect would be necessary to
reduce the effect to a non-significant level. That number turned out to be 14,268
studies, which was deemed implausible given the number of researchers known to
have conducted these studies. It was further found that while experimental methods
had significantly improved from 1935 and 1987, the effect size remained constant,
which argues against the potential that the results were biased by differences in
study quality. Also, studies with participants selected for better performance pro-
duced significantly larger effects as compared to unselected participants, which is
consistent with the observation that human performance displays wide variations in
natural talent.

While this literature provides evidence for a form of unorthodox anticipation,
forced-choice experiments eventually declined in popularity for two main reasons.
First, repeated-guessing tasks are boring, and as such they encourage participants to
guess the next target based on the gambler’s fallacy rather than on intuitive
impressions. Second, this type of test constrains the impressionist and spontaneous
way that these abilities manifest in everyday life [13, 14]. These limitations led to
the development of new experimental designs.

2.2 Free-Response Tasks

In a free-response task, participants are asked to describe a photo, video clip, or a
geographic location that will be randomly selected and displayed or visited in the
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future. Independent judges then compare the participant’s impressions against a
pool of five targets, one of which was the actual (randomly selected) target and four
were decoys. The five-item target pool is devised in advance so the possible targets
are as different from one another as possible. The judge’s task is to rank-order the
participant’s impressions to the best match of the five, the next best, and so on. In
the simplest form of analysis, if the actual target is ranked first, then that trial would
be classified a “hit;” otherwise it would be a “miss.” Many other, more sophisti-
cated methods of analysis have also been applied to this type of data. Most of the
free-response trials based on this general protocol were performed by two groups.
The first was (at the time) a classified project housed first at the Stanford Research
Institute (SRI) from 1973 to 1988, and then later continued at Science Applications
International Corporation (SAIC) from 1988 to 1995 [15]. The second was con-
ducted by the Princeton (University) Engineering Anomalies Research Laboratory
(PEAR Lab) from 1978 through the late 1990s [16].

Analysis of the trials conducted at SRI, consisting of 770 individual sessions,
resulted in a mean effect size of (Rosenthal’s) r = 0.21, associated with z = 5.8,
p < 3.3 × 10−9. Some 445 tests conducted later at SAIC resulted in a mean effect
size of e = 0.23, z = 4.85, p < 6.1 × 10−7 [15]. A total of 653 sessions conducted
at about the same time at the PEAR Lab resulted in a mean effect size of r = 0.21,
z = 5.42, p < 3.0 × 10−8) [16]. The similar effect sizes observed in these three sets
of data suggest the presence of similar underlying phenomena, and the magnitude
of these effects as compared to that observed in the forced-choice tasks confirms the
suspicion that experimental designs based more closely on how this information
spontaneously arises in everyday life might produce stronger effects.

2.3 Dream Experiments

Precognitive dreams, to which Burk made reference during the conference
Anticipation and Medicine1 (see Burk2) are one of the more frequent spontaneous
forms of unorthodox anticipation [17, 18]. To explore these experiences under
controlled conditions, experiments have been conducted while participants were in
the dream state. A participant would go to bed in a sleep lab and periodically be
awakened to report his/her dream when exhibiting REM (rapid eye movements). If
the dreamer was at home, he/she would simply be asked to write down the dreams
upon spontaneously awaking. In the morning, a target would be randomly selected
from a pool of prepared targets, and the selected target would be shown to the
dreamer. As with the free-response technique, independent judges would blindly

1Anticipation and Medicine. Third International Conference: Anticipation Across Disciplines.
Hanse Institute for Advanced Study/Hanse Wissenschaftskolleg, September 28–30, 2015. http://
www.h-w-k.de/index.php?id=2181.
2Burk, L.: Anticipating the Diagnosis of Breast Cancer: Screening Controversies and Warning
Dreams. In: Nadin, M.: (ed.) Anticipation and Medicine, pp. 285–297. Springer, Cham (2016).
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compare the dream content against the actual target and the decoy targets; and if the
actual target was assigned a rank of 1, then that would be considered a “hit.”

Three of four published experiments using this technique reported significant
results based on simple counting statistics (p < 0.05, two-tailed tests [19–21]). The
fourth study did not achieve a statistically significant outcome, but the result was in
the predicted direction.

In two other dream precognition experiments [22, 23], rather than showing the
dreamer just the actual target, all of the target images were shown and the dreamer
had to rank the similarity of his/her dreams to each of the items in the target pool.
This design may have introduced some confusion because the dreamer’s future
experience included both the actual target and the decoys. This may be why both of
these studies produced non-significant results. With each of three of four
well-designed studies producing significant outcomes, this limited empirical data-
base suggests that information from the future may be present below the level of
awareness.

2.4 Implicit Behavioral Responses

Implicit anticipation experiments investigate whether present-time behavior is
unconsciously influenced by events in the future. For example, the phenomenon of
“mere exposure” indicates that people who are exposed to one of two equally
preferably items (e.g., photographs of similar-looking people) will tend to prefer the
one they have already seen, even when that exposure is subliminal [24]. An
unorthodox anticipation version of the mere exposure experiment first asks a par-
ticipant to select one of two images, and then a computer randomly selects one of
the images and presents it subliminally. If mere exposure in the future influences
present-time behavior, then the participant’s freely selected present choice should
be biased to match the randomly selected future image.

This paradigm was popularized by Bem, who in 2011 reported a series of nine
such experiments with overall highly significant results [25]. Two years later a
meta-analysis collected 90 studies using similar implicit designs, as well as repli-
cations of Bem’s method, conducted between 2000 and 2013 by laboratories
around the world. The results showed that the effect was independently repeatable
and highly significant overall (Hedges’ g = 0.09; p < 1.2 × 10−10) [26].

After categorizing the 90 studies according to the cognitive style required by the
task (known as “fast-thinking” versus “slow-thinking” [27]), 61 of the experiments
were determined to be fast-thinking and 29 were slow-thinking. The former refers
to snap judgments performed without conscious effort, whereas the latter refers to
conscious deliberation. Over all, the fast-thinking implicit anticipation tasks were
highly significant (z = 7.11, p < 6 × 10−13), but the slow-thinking tasks were not
(z = 1.38, p > 0.15). This difference was consistent with the observation that
unorthodox anticipatory phenomena appear to arise first in the unconscious mind
and only rarely bubble up to the level of conscious awareness [28–30].
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2.5 Physiological Responses

If unorthodox anticipation does indeed reside in the unconscious, then the phe-
nomenon should also be detectable by monitoring unconscious bodily changes in
the nervous and circulatory systems. Psychophysiological tasks examining these
purported effects have been dubbed “presentiment effects,” i.e., pre-feeling as
opposed to pre-cognitive responses [28].

Unlike the implicit anticipation tasks, these studies do not require behavioral
responses or decisions. Instead, the participant is simply exposed to random
dichotomous stimuli, e.g., a series of unpredictable weak vs. strong electrical
shocks, or calm vs. emotional photographs, while an aspect of their physiology is
monitored. The hypothesis is that the physiological measure will begin to react in a
manner consistent with the future stimulus. Thus, seconds before an emotional
photo is randomly selected and displayed, the participant’s sympathetic nervous
system (SNS) activity is expected to increase, reflected by say, a rise in skin
conductance level, whereas before a calm picture the SNS will remain calm and
skin conductance level will show no unexpected deviations from the baseline.

One of the first presentiment experiments used a reaction time task to test if
contingent negative variation (CNV), an unconscious brainwave indicator of
anticipation, would detect a randomly timed stimulus in the immediate future [31].
The experiment showed a small but statistically significant difference. Shortly
thereafter, two independent replication attempts obtained outcomes in the expected
direction, but not to statistically significant degrees [32, 33]. At about the same
time, an experiment was reported that included presentiment as a possible factor
with electric shock as the stimulus [34]. Based on skin conductance measures, 6 of
10 experimental sessions individually showed significant results, each at p < 0.01.

Two decades later a presentiment experiment was conducted using skin con-
ductance as the main measure and calm versus emotional photographs as stimuli
[28]. That study resulted in a statistically significant outcome, which was soon
independently and successfully replicated [35]. That sparked many new replications
using physiological measures, including skin conductance, heart rate, peripheral
blood flow, pupil dilation, brain electrical activity, and brain blood oxygenation
[36–57]. The basic protocol in these studies was conceptually similar, but the
stimuli ranged from photographs to cartoons, audio tones, light flashes, and elec-
trical shock. As in the other experiments mentioned herein, the future stimuli in
most of the presentiment studies were selected by hardware-based random number
generators (RNG).

By 2011, over three dozen presentiment replications had been reported. The first
meta-analysis retrieved 37 experiments involving a total of 1064 participants [58].
The overall average effect size was a Cohen’s d of 0.26 (CI95 % = 0.19 to 0.37), and
the combined statistical result was p < 1.6 × 10−18. A Bayes factor was also cal-
culated, providing a Bayesian interpretation of the strength of evidence for or
against the hypothesis. According to Jeffreys [59], for a Bayes factor less than 3 to 1
the hypothesis under test may be interpreted as “barely worth mentioning.” If it
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reaches 10 to 1, the evidence may be considered “substantial;” above 30 to 1, it may
be considered “strong;” above 100 to 1, it is “very strong;” and above 100 to 1, the
evidence can be regarded as “decisive.” For the presentiment studies, the Bayes
factor was an unambiguous 28 trillion to 1. The worst case file-drawer was esti-
mated to be 954, a ratio of 26 hidden, unpublished, or non-retrievable studies for
each of the known 37 experiments. Such a degree of selective reporting was judged
implausible.

A second meta-analysis found 49 published and unpublished presentiment
experiments through 2010 [60]. To help narrow the scope of that analysis, each
study included was required to have specified a preplanned analysis, use human
physiological measures, and contain clear expectations (or desiderata) for the
physiological outcomes both before and after the stimuli. Of the 49 studies, 26
reported by seven laboratories fit these criteria. The result was an effect size similar
to that observed in the first meta-analysis (Cohen’s d = 0.21), and the overall
probability was again highly significant with p < 2.7 × 10−12. Higher quality
studies were associated with larger effect sizes, and the file-drawer estimates ranged
from a conservative 87 studies to a more liberal 256 studies, with both estimates
judged as implausible. Finally, among those studies that had explicitly investigated
the possibility that mundane anticipatory strategies may have been responsible for
the significant outcomes, no evidence was found.

3 Discussion

The orthodox response to the experiments reviewed here is that retrocausality—a
reversal of the ordinary cause-and-effect relationship—violates common sense, and
thus apparently positive evidence can be understood only as flaws or flukes. This
reaction is not unreasonable because retrocausation strongly challenges the every-
day sense of the unidirectional flow of time. But the history of science has amply
demonstrated that “naïve reality” is often revealed as a special case of a more
comprehensive reality the moment we glimpse beyond the ordinary senses. For
example, Einstein showed that matter, energy, space, and time are not the absolutes
suggested by common sense, but rather they are intimate relationships [61].
Likewise, quantum theory informs us that quanta (i.e., elementary particles) do not
have definite properties when no one is looking—at least not in the way we
understand either “properties” or “looking” in common sense terms [7].

But perhaps the oddest challenge to what we take as self-evident is the nature of
causality. This topic has generated more restlessness among scientists and
philosophers than is commonly appreciated. As Bertrand Russell put it,

All philosophers imagine that causation is one of the fundamental axioms of science, yet
oddly enough, in advanced sciences, the word ‘cause’ never occurs …. The law of
causality, I believe, is a relic of bygone age, surviving, like the monarchy, only because it is
erroneously supposed to do no harm [62, p. 337].
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Or as mathematician John von Neumann wrote in 1955,

We may say that there is at present no occasion and no reason to speak of causality in
nature—because no [macroscopic] experiment indicates its presence … and [because]
quantum mechanics contradicts it [63, p. 88].

It is also worth noting that within physics, it is well known that at the quantum
scale the present can be influenced by the future. As described by Greene, referring
to the delayed choice experiment in quantum mechanics:

By any classical-common sense-reckoning, that’s, well, crazy. Of course, that’s the point:
classical reckoning is the wrong kind of reckoning to use in a quantum universe [64,
p. 875].

This retrocausal effect, first proposed as a thought experiment by physicist John
Wheeler, has been experimentally demonstrated to high degrees of confidence in
physics labs around the world [65–67]. A critic might respond by saying that time
reversal might exist at microscopic scales, but that is irrelevant for understanding
unorthodox forms of anticipation at the human scale because the special state of
quantum coherence—required to sustain these strange effects—is fragile and
rapidly washed out within the hot, wet environment of the brain. This was the
prevailing view for many years [68]. But today, with rapid theoretical and exper-
imental advancements in quantum biology [69], there is good reason to suspect that
living systems, by their nature, take advantage of quantum effects in nontrivial
ways, including “harnessing quantum coherence on physiologically important
timescales” [70, p. 10].

In addition, with new evidence indicating that individual neurons are associated
with cognitive tasks such as memory, learning, and reaction to stimulus novelty, it
appears increasingly likely that quantum effects in the brain at the level of indi-
vidual neurons may cause cascades that can influence unconscious processes,
occasionally rising even to the level of conscious awareness [71]. This line of
reasoning presents a new explanatory approach toward understanding unorthodox
anticipatory phenomena. It also indicates that previous assertions that such effects
are impossible are no longer tenable.

Beyond theoretical challenges in modeling these phenomena, the philosophical,
and especially the epistemological, consequences of unorthodox forms of antici-
pation are far from settled. One disconcerting implication is that it may not be
possible to prevent time-reversed influences in experiments, at least not through any
currently known methods. Indeed, if the gold-standard, double-blind, randomized
protocols used to demonstrate these effects continue to repeatedly support the
existence of time-reversed effects in human experience, then we must be prepared
to reconsider the possibility of retrocausation and—an even greater heresy—tele-
ological pressure from the future [72, 73]. Indeed, at our current level of under-
standing, the idea that the present depends on both the past and the future is so
remote from engrained ways of thinking that the first reaction to the evidence
presented here is that it must be wrong. The second reaction, after a closer con-
sideration of trends in quantum biology [65, 69, 74], may be surprise that a rational
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explanation for unorthodox forms of anticipation may be on the horizon. In his
overview of some theories of anticipation expression, Nadin [75, 76] offers a
number of such rational explanations.
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Anticipating Diabetes, Obesity
and Polycystic Ovarian Syndrome
and Applying Integrative Techniques
Using Functional and Oriental Medicine

Dagmar Ehling

Abstract Metabolic syndrome is rampant in our society with increases of epidemic
proportions in obesity and diabetes. This paper provides an overview of integrative
medical diagnostic and treatment options that favor proactive interventions to
prevent the long-term consequences of these maladies. Topics include Oriental
medicine, blood sugar balance, adrenal health, immune system, hormones, brain
health, dietary modifications, including their application for patients with polycystic
ovarian syndrome (PCOS), a major cause of infertility. This approach offers useful
and safe alternatives to drug therapy, bariatric surgery, and in the case of PCOS,
assisted reproductive technologies, which have known risks, complications, and
high costs. This paper suggests new possibilities for managing these issues
proactively and effectively. Anticipation of outcomes of dysfunctional lifestyle
choices offers the opportunity to prevent disease, i.e., “treat” it, before it occurs.

Keywords Diabetes � Obesity � Acupuncture � Functional medicine � Polycystic
ovarian disease � Oriental medicine � Paleolithic diet

1 Introduction

Obesity is defined by the National Institutes of Health as having a body mass index
(BMI) of 30 or higher, which is the equivalent of being overweight by 30 lb [1].
Diabetes is defined as having a fasting blood sugar level higher than 126 mg/dL on
two different occasions or having aHemoglobin A1c blood test of 6.5 % or higher [2].

The Centers for Disease Control (CDC) began tracking obesity and diabetes
rates in 1994. Since that time, accumulated data show that the United States has
experienced a staggering increase in those rates [3]. According to the CDC, as of
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2010 more than 26 % of US Adults aged 18 years or older are obese, and more than
9 % or 1 in 10 adult Americans have type 2 diabetes [4]. By the year 2030, the
incidence of diabetes is expected to affect 7.7 % of the world’s population or 439
million adults. This means that between 2010 and 2030, there will be a 69 %
increase for developing countries in adults with diabetes and for developed coun-
tries a 20 % increase [5]. The CDC estimates that by 2050 1 in 3 to 1 in 5 USA
adults could have diabetes [6]. Linear forecasts for obesity indicate that by 2030,
51 % of the USA population will be obese [7].

In the last sixty years human diets have changed dramatically [8]. In 1977 the
Senate Select Committee on Nutrition and Human Needs recommended modified
Dietary Goals for Americans. It encouraged “increasing carbohydrates to 55–60 %
of calories; decreasing dietary fat to no more than 30 % of calories; decreasing
cholesterol to 300 mg per day; decreasing sugar intake to 15 % of calories; and
decreasing salt intake to 3 g per day” [9]. Such goals testify to an anticipatory
approach, provided that they are scientifically proven to be correct. We shall see
that this is not the case.

It is worth noting that obesity rates began to significantly increase that same
year. Prior to 1977, obesity rates of Americans were less than 15 % [10]. A study
by Zhou et al. [11] shows charts in which obesity rates directly correlate with the
increase in grains and sugars at the same time as meat consumption declined. The
graphs show the mid-seventies as a major turning point. Various versions of the
Food Guides were published; the most notable was the Food Pyramid in 1992. It
recommended 6–11 servings of carbohydrates (bread, cereal, rice, and pasta) while
limiting fats and dairy to 2–3 servings respectively per day [12]. MyPlate, intro-
duced in 2011, recommends consuming more than 50 % fruits, grains, and dairy
[13]. Most dairy sold in the US is low-fat dairy; therefore, because it is unopposed
by sufficient fat, it is relatively higher in lactose, a known sugar. When carbohy-
drates are combined with fat or protein, the blood sugar spike after a meal is
lowered. Based on outcomes, it appears that the governmental recommendations of
lowering dietary fat and increasing carbohydrates—thereby increasing overall sugar
intake—are a direct cause of the diabetes and obesity epidemic.

1.1 Costs Associated with Obesity and Type 2 Diabetes

According to the American Diabetes Association, the cost of diabetes in 2012 was
US$245 billion, which includes US$176 billion in medical costs and US$69 billion
in lost or reduced productivity [14]. The Gallup estimates indicate that costs
associated with obesity hover around US$50 million per 100,000 residents annually
[15]. Costs due to absenteeism from obesity between 2000 and 2004 are about US
$4.3 billion per year in the USA [16].
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Many women with PCOS undergo assisted reproductive therapies (ART) in
order to conceive a child. Those costs can range from US$10,000 to US$100,000
depending on the need for ART. This can be compared to managing someone’s
diet, reversing their IR and enhancing the body’s physiology to function on its own
where the costs are around US$2000 [17].

1.2 Complications and Risk Factors

Complications and risk factors of diabetes are as follows: diabetic retinopathy,
which may lead to blindness; diabetic neuropathy, which may lead to leg pain,
numb toes (possibly requiring amputation); stroke; heart disease; kidney disease;
high blood pressure; skin infections; mood changes such as depression [18].
Neuro-degeneration, also known as type 3 diabetes [19], may contribute to some
forms of dementia. Type 2 diabetes and high insulin levels appear to contribute to
cancer [20] and diminish cancer survival rates [21, 22]. The risk factors of obesity
are heart disease, stroke, high blood pressure, type 2 diabetes, liver and gallbladder
disease, degeneration of cartilage and underlying bone within a joint, infertility, and
mental health problems [23].

2 Associated Physiological Phenomena in Patients
with Insulin Resistance and Reactive Hypoglycemia

Many conditions accompany insulin resistance (IR), a precursor to type 2 diabetes:
pain; joint degeneration (e.g., osteoarthritis); chronic muscle pain; digestive com-
plaints; systemic inflammation due to blood sugar fluctuations; non-healing skin
conditions (e.g., eczema, chronic pruritus); food sensitivities; polycystic ovarian
disease (PCOS); premature andropause; and others [24]. It is not uncommon to see
blood sugar fluctuations in IR patients; many, in fact, will fluctuate between
reactive hypoglycemia (RHG) and insulin resistance throughout the day. Table 1
summarizes the most common symptoms of many IR and RHG patients.

Over the past few years the term “Type 3 diabetes” has been used to describe a
type of dementia similar to that of Alzheimer’s disease (AD) [26]. High blood sugar
may be one of many contributing factors to the epidemic of dementia in our elderly
population. It has been documented that an HbA1c level of greater than 5.9 rep-
resents an annual loss of brain mass of 0.5 %. This can be observed with standard
brain MRI [27]. Type 2 diabetes is associated with hippocampal and amygdalar
atrophy, regardless of vascular pathology [28].

Long-term blood sugar problems affect the adrenal glands. The adrenal cortex
secretes three hormones: aldosterone, cortisol, and androgens. Table 2 summarizes
the most common symptoms associated with compromised adrenal health.
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Blood sugar irregularities can also affect the circadian rhythm of cortisol, which
can impact sleep. The circadian rhythms of cortisol (controlled by the hippocampus
of the brain) and of melatonin (controlled by the pineal gland) are inverse to each
other. When cortisol does not descend properly at nighttime the patient will be wide
awake. Likewise, as cortisol does not rise at sunrise, it might be hard to get out of
bed in a timely fashion, or the person may have no appetite at breakfast time. Shift
workers and people who stay up late at night are particularly affected by this
phenomenon. Over time an abnormal circadian rhythm of cortisol can lead to
shrinkage of the hippocampus, impairing short-term to long-term memory con-
version [29]. Chronic insomnia may stimulate pro-inflammatory proteins [30].

Rapid blood sugar fluctuations lead to abnormal cortisol secretions by the
adrenal glands, stressing the body. Chronic stress or post-traumatic stress disorder
(PTSD) can also promote inflammatory signaling [31]. The inflammation can
manifest in various parts of the body: in joints, muscles, organs or brain. Long-term
inflammation can lead to auto-immune diseases as the immune system loses its
ability to discern self from non-self. Regulatory T-cells, however, can prevent or
dampen the expression of autoimmune disease [32]. Functional medicine in par-
ticular can enhance regulatory T-cells by supplementation of certain nutrients; in
particular, L-glutathione and vitamin D3 appear to modulate the immune system

Table 1 [25]

Reactive hypoglycemia Insulin resistance

Sweet cravings when fatigued Sugar cravings after meals

Irritable/lightheaded when meals are missed Eating sweets does not relieve sugar cravings

Dependence on coffee to keep motivated Fatigue after meals

Fatigue is relieved by eating Frequent urination, thirst, increase appetite

Poor memory/forgetfulness/brain fog Difficulty losing weight

Waking tired, insomnia, heart palpitations Apple or pear body shape

Low blood pressure/orthostatic hypotension If chronic: in males: gynecomastia; in females:
polycystic ovaries, hirsutism

Skipping breakfast or other meals

Mood swings, negativity

Fasting serum glucose: <85 mg/dL Fasting serum triglycerides >100 mg/dL

Table 2 [25]

Adrenal health

Cannot stay asleep Cannot fall asleep

Craves salt Perspires easily

Slow starter in the morning Experiences high amount of stress

Afternoon fatigue Weight gain when under stress

Dizziness when standing up quickly Feels not rested even after 6 or more hours of sleep

Headaches with exertion or stress Inner tension
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and therefore may help to dampen pro-inflammatory activities [33, 34].
Inflammation may affect gut permeability in which the proteins of the enterocytes
become unstable allowing partially digested food particles to re-enter the blood
stream, which further triggers the immune system [35]. Factors that may compro-
mise gut permeability can be life stressors [36], traumatic brain injury [37],
hypothyroidism [38], celiac disease and other autoimmune diseases [39]. Gut
permeability problems are seen in patients with multiple food sensitivities and
allergies, ulcerative colitis, or irritable bowel disease. Enhancing regulatory T-cells
via supplementation of vitamin D3 appears to be helpful here as well [40]. Patients
who consume a lot of alcohol experience a greater probability of gut wall degra-
dation [41].

Insulin resistance in particular contributes to polycystic ovarian disease (PCOS)
[42] in females, whereas in males IR can promote male menopause or andropause
[43, 44]. Women of child-bearing age with PCOS commonly experience anovu-
lation, irregular periods or amenorrhea, multiple unripe follicles on their ovaries,
infertility, hair loss, hirsutism, and weight gain. PCOS patients have a greater
propensity toward non-alcoholic fatty liver disease [45, 46]. Many of these women
are more prone to develop hypothyroidism and subsequently, Hashimoto’s thy-
roiditis [47–49]. Reasons for this are not very well understood, but clearly, women
with PCOS experience more inflammation [50]. Insulin resistance in women
stimulates the hypersecretion of androgens, which promotes all the above men-
tioned symptoms. (Not all women with PCOS experience amenorrhea or anovu-
lation or obesity; many manifestations can be seen in women who are slender and
have irregular periods yet have IR.) The continuum of PCOS ranges from mild IR
(mildly irregular menses with normal ovulation) to severe IR (anovulation and
amenorrhea). In males with IR, gynecomastia, low libido, erectile dysfunction, and
adipose tissue around the waist can be observed. Insulin resistance in males pro-
motes the aromatization of testosterone into estrogen [51].

3 Functional and Oriental Medicine

Functional medicine (FM) focuses on improving physiological function as a pri-
mary method for improving health in patients with chronic diseases [52]. It is a
systems-approach versus a disease-oriented approach. That is, it addresses the
whole human being; instead of treating him like a machine that needs a part
replaced [53–55]. Oriental Medicine (OM) includes treatment modalities such as
Chinese herbal medicine, acupuncture, diet, tui na and shiatsu massage, and qi
gong exercises. Major diagnostic theories include: Yin/Yang theory, the Five
Elements, Six Divisions (Shang Han Lun), the human body meridian/channel
system, among others. OM’s goal is to balance the body by adjusting the energy of
organs and meridians thereby generating healthy functioning of the body. Great
emphasis is placed on nourishing the body so that existing physiology is enhanced
and improved [56, 57]. Acupuncture and Chinese herbal medicine have a history of

Anticipating Diabetes, Obesity and Polycystic … 297



thousands of years of treating a variety of disorders, including associated compli-
cations of obesity and type 2 diabetes [17, 56–58].

Various styles of acupuncture exist: traditional Chinese medicine, Worsley 5
element, Korean acupuncture, a number of different Japanese styles, and “medical”
acupuncture, which has its foundation in French acupuncture [59]. The primary
goal of all styles is to achieve harmony and wellness by modulating the patient’s
meridian system and energy flow. Disease manifests when the meridian system gets
stuck or energy stagnates [56]. A skilled practitioner can detect early stages of
blood sugar-related conditions and correct them using acupuncture and herbs, and
counsel patients on diet.

Both FM and OM view health as a web that is interconnected between organ,
nervous, and endocrine systems which all work synergistically, rather than indi-
vidual systems functioning autonomously and without any effect on each other.
Both treatment systems offer strategies that are personalized and anticipatory, and
empower patients to express themselves optimally in body, mind, and spirit.

Figure 1 attempts to show the synergistic ideas of both forms of medicine within
the Five Element system. The element Fire, ruled by the Heart and Small Intestine
affects (via the Sheng cycle shown as the partial circle connecting Fire and Earth)
Earth, which is about digestion, transportation and transformation of nutrients, and
blood sugar metabolism. Likewise, Earth feeds into Metal (Lung and Large
Intestine) which affects breath, immunity and the barrier system (gut, blood brain

Fig. 1 Five element linking fist [60]

298 D. Ehling



barrier, lung, endothelial, and the skin barrier). The barrier system is attributed to
Metal since it rules the mucosa. Metal then feeds into Water, which rules bones,
teeth and marrow, manages water, and deals with hormone synthesis, while Wood
deals with hormone regulation. Fire regulates Metal, thereby influencing the
brain-gut axis (via the Ko cycle shown as the straight line connecting Fire and
Metal). Figure 1 shows possible interactions between OM and FM; these still need
to be explored further.

Integration between FM, western medicine, nutrition and OM is happening in a
variety of places: The Cleveland Clinic has hired a director of Functional Medicine.
Dr. Mark Hyman, MD (the author of The Blood Sugar Solution [61]) has taught
extensively at The Institute of Functional Medicine (IFM), which is an organization
that trains physicians and allied health practitioners in functional medicine. IFM
and The Cleveland Clinic have formed a collaborative relationship [62]. Eric
Westman, MD, who does ongoing research at Duke University, is a major pro-
ponent of the low-carb, high-fat diet. His clinical research and clinical care focuses
on lifestyle treatments for obesity and diabetes. (He has published over ninety
peer-reviewed publications and several books [63].) Chris Kresser, another spe-
cialist in FM has a major online presence with his website and blog containing a lot
of useful information for the public and physicians alike [64]. Diane Sanfilippo,
author of Practical Paleo, has been on the forefront on helping consumers define
which low-carb foods are optimal to manage blood sugar and other conditions [65].
The Paleo Mom (aka Sarah Ballantyne, PhD) has written about auto-immune dis-
ease and published two books on how a patient might include the paleo diet to
address his/her auto-immune disease [66–68].

4 Preventing Obesity and Type 2 Diabetes—Anticipatory
Approaches

The human food supply has changed rapidly in the past sixty years and therefore,
based on the historic outline mentioned above, it seems appropriate to consider the
possibility that food plays an important role in disease outcomes. A hundred years
ago obesity, diabetes, and PCOS were unheard of. The USDA recommendations of
reducing saturated fat and increasing carbohydrates in 1977 led to a steady increase
of obesity and diabetes. It’s time to reverse this trend. If current epidemiological
trends continue, the expense and lack of quality of life that these conditions provoke
will be unsustainable. The USA and many other countries in a similar situation face
healthcare expenses and economic hardship of unprecedented proportion if this
issue is not remedied.
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4.1 Diet

Conventional methodologies have not worked. Drug therapies offer limited results.
In addition, drug therapy as a treatment strategy is reactive, rather than proactive or
anticipatory, as it is only implemented in patients who already have diabetes.

Anticipatory dietary recommendations would include a low-carbohydrate diet, in
particular a low-grain diet, or even a no-grain paleolithic diet. This essentially
means consuming a diet of mainly seafood, meat, poultry, eggs, along with lots of
vegetables, fermented vegetables, and low-glycemic fruits, preferably all freshly
prepared. Such a diet will have positive effects on lowering insulin levels and
prevent inflammation. Even short-term consumption of a paleo-style diet improved
cardiovascular risk factors in those with metabolic syndrome [69]. The paleo diet
can achieve significant and sustained weight-loss [70, 71]. In some circumstances, a
ketogenic, very low-carbohydrate diet has reversed type 2 diabetes completely [72,
73]. PCOS may be completely reversed with a paleo diet [17, 74].
A reduced-carbohydrate diet affects body composition and fat distribution favorably
in women with PCOS [75].

For decades, consumers have learned through advertising to purchase processed
and high carbohydrate-containing foods. Unlearning this past marketing effort takes
patience and persistence. One suggestion to alter the current trend is education:
teach children and adults about eating well and avoiding fast food restaurants,
avoiding foods with additives, artificial sweeteners, coloring agents, and giving up
soft drinks and pre-packaged “convenience” foods of questionable nutrient content.
Artificial sweeteners, in particular, have been associated to alter the intestinal
microbiota, which results in glucose intolerance [76].

It would also be advisable to improve school lunches in the USA [77, 78].
Government agencies must also change the MyPlate by reducing carbohydrates and
sugars and increasing fat and protein consumption. This will lead to increased
satiety that decreases carbohydrate intake. These basic steps would seem like some
of many logical actions for preventing or at least subduing the expected economic
tsunami of metabolic syndrome and obesity and their associated health care costs.

4.2 Oriental Medicine

Blood sugar imbalances can lead to chronic pain. In Oriental medicine, the flavor
“sweet” is controlled by the element “Earth” within the Five Element Theory. The
Earth element, among other tissues, rules the “muscles.” Overconsumption of
sweets, as in excess carbohydrates, alcohol, fructose, and sugars can lead to chronic
muscle pain. Likewise, skipping meals and starving oneself lead to the same [25].
In Oriental medicine, the Spleen and Stomach promote transformation and trans-
portation of food and liquids. Therefore, optimal absorption of nutrients and blood
sugar modulation are important for healthy muscle and other bodily functions.
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One acupuncture style in particular has been very useful in confirming blood
sugar and other health concerns. Kiiko Matsumoto, a Japanese practitioner (residing
in Boston, Massachusetts) teaches her particular style to practitioners in the USA
and Europe. (Her methods are summarized in her books Clinical Strategies Volume
1 and 2 [79].) She regularly goes back to Japan to study with expert practitioners
there. This style incorporates both western and eastern physiology. It is a palpatory
method in which certain reflex zones that exhibit pressure pain upon palpation
signify specific imbalances in individual patients. A practitioner can palpate specific
reflexes such as adrenal, blood sugar, stomach, liver, circulation, ovarian, prostate,
thyroid, or autonomic nervous system, etc. These are micro-systems of the body or
“homunculi” that are accessed via palpation. When pressure pain is elicited, a
practitioner can, along with a thorough history and blood work, surmise diagnostic
conclusions. Distal acupuncture points are then selected to ameliorate the pressure
pain in affected reflex zones.

Treating the micro-system has impact on the macro-system. A patient with IR
and PCOS may exhibit pressure pain in the left lower costal region and the left area
of the second and third cervical vertebrae. Possible points that will ameliorate this
pressure pain are Spleen 3 (taibai) and/or Spleen 9 (yinlingquan) and Oddi point.
As mentioned above, blood sugar imbalances will stress the adrenals. Therefore,
points to address adrenal function are chosen as well. Blood sugar imbalances can
contribute to inflammation; in this case, the fire point on one or several meridians
can exhibit pressure pain; if so, the metal/water points on the affected respective
meridian may be needled.

Oriental medicine diagnosis is based on patterns of disharmony. A person with
poor blood regulation, digestive disorders such as loose stools and muscle aches
may have a pattern called Spleen qi deficiency. Likewise a patient with pedal
edema, low back pain and weakness in the knees may have a pattern called Kidney
qi deficiency. A thorough history, assessment of the tongue and pulse (there are 28
pulse qualities to be considered), visual and palpatory assessment guides the
practitioner toward an Oriental medical diagnosis or patterns of disharmony. The
most common patterns can be reviewed in The Foundations of Chinese Medicine
[80]. After a pattern of disharmony is determined a Chinese herbal formula
(CHF) may be prescribed.

To illustrate this here is a case of a 66 year old male with type 2 diabetes which
was diagnosed five years ago: he is 35 lbs overweight and recently was diagnosed
with gallstones and non-alcoholic fatty liver disease. He complained of right upper
quadrant pain, hypertension, benign prostatic hypertrophy, depression, mood
swings, fatigue, frequent nighttime urination, and low libido. His medication list
includes Glucotrol (Glipizide) 10 mg, Metformin 500 mg twice daily, Benicar HCT
(olmesartan medoxomil-hydrochlorothiazide) 20/12.5 mg, atorvastatin (Lipitor)
110 mg, and Flomax (Tamsulosin Hydrochloride) 0.4 mg. His blood work was
remarkable for the following: HbA1c 7.9 %, fasting glucose 156 mg/dL, CRP
1.8 mg/L, Homocysteine 14.7 µmol/L; his complete metabolic panel and complete
blood count with differential were normal. His diet revealed the following meals:
breakfast included oatmeal with herbal tea. On the weekends he had Cheerios™
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with non-fat milk, English muffin with marmalade, or an occasional omelet, bacon,
with green onions and tomatoes. Lunch included a salad with chicken breast,
low-fat cheese and commercial salad dressing. The afternoon snack consisted of a
banana, or an apple. Dinner usually was chicken, fish or beef, veggies, with organic
whole-wheat bread, brown rice or potatoes. He liked a glass of wine or two with
dinner. Dessert was a portion of low-fat ice cream. His fluid intake is mostly water
with ice.

His tongue was swollen, pink with slightly red sides, and a thin white coat; his
pulse was slippery with a slight wiry quality. Upon palpation he showed pressure
pain in the right upper quadrant (RUQ) and also in the lower left quadrant. Overall
his abdomen and epigastric region felt tight and mildly cold.

His primary Oriental medical diagnosis was a Shaoyang stage disorder, Liver qi
stagnation with Spleen dampness, and mild Heat in the Liver/Gallbladder. His
treatment principle was to harmonize and release the Shaoyang disorder, course
Liver qi, resolve dampness in the Spleen, and cool Heat in the Liver/Gallbladder.
The chosen formula was Minor Bupleurum Decoction (Xiao Chai Hu Tang) con-
sisting of Radix Bupleuri (Chai Hu), Radix Scutellariae (Huang Qin), Rhizoma
Pinelliae (Ban Xia), Rhizoma Zingiberis (Sheng Jiang), Radix Codonopsis (Dang
Shen), Honey-Fried Radix Glycyrrhizae (Zhi Gan Cao), Fructus Jujubae (Da Zao).
The formula was modified by adding the following herbs: Spora Lygodii (Hai Jin
Sha), Rhizoma Curcumae Longae (Jiang Huang), Rhizoma Cyperi (Xiang Fu),
Fructus Meliae Toosendan (Chuan Lian Zi), Pericarpium Citri Reticulate Viride
(Qing Pi), and Rhizoma Atractylodis Macrocephalae (Bai Zhu). This was given as a
granule herbal formula at 3 g twice daily in boiling water [81–83]. The main
purpose of this formula was to treat his RUQ pain and improve digestive function
and blood sugar regulation.

In addition, he was instructed to consume a paleo-type diet. He was to have a
warm breakfast that contained both fat and protein. It was recommended that for the
remaining meals he was to have some meat, poultry or fish with lots of vegetables,
and eliminate the starches, wine, and dessert. Since there was no obvious reason to
eliminate dairy completely (such as lactose or casein intolerance) he was instructed
to consume full-fat dairy in very small amounts. Too much dairy can aggravate
dampness in the Spleen but it was felt small amounts would be fine, especially since
his tongue coating was thin and not thick. In addition, using ice with liquids furthers
the dampness in the Spleen; therefore, it was suggested that he consume room
temperature or warm liquids.

Lastly, he was instructed to consider regular exercise with a high intensity
interval training component. Exercise lowers blood glucose [84] and lowers blood
pressure [85].

After 4 months of treatment equaling three herbal/nutritional consults (no
acupuncture was performed due to patient’s preference) his HbA1c was reduced to
6.1; he had lost 25 lbs; his energy level was great; his depression was gone and his
mood swings were much improved; his RUQ pain was diminished. Obviously,
more work is needed but this case illustrates the possibilities.
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4.3 Other Anticipatory Approaches

Utilizing medical data technology can facilitate implementation and follow-through
of dietary changes. Many such devices exist today: Fitbit™ tracks daily steps taken;
Jawbone™ tracks sleep changes; and apps such as MyFitnessPal™ can track car-
bohydrate, protein, fiber, and fat consumption in grams per day. Devices such as
wearables or watches may facilitate motivation to follow-through with dietary
recommendations. Additionally, computer games can help to enhance motivation,
record progress and often, can be personalized. These devices are being designed by
a number of biomedical engineers, some of whom presented their developments at
the International Conference: Anticipation in Medicine in Delmenhorst, Germany
[86]. The multidisciplinary academic study of anticipation sheds light on expec-
tations, premonition, guessing, forecasting, and prediction [87].

Organizations such as The European Association for Predictive, Preventative
and Personalised Medicine [88] take an anticipatory perspective to medicine: pre-
ventive programs rather than reactive medical treatments. Anticipation is a much
needed approach if human beings intend to thrive in a cost-effective, safe, and
personalized health care system. Educating health care practitioners and patients
alike about the anticipation of disease—in its pre-symptomatic phase, before the
symptomatic stage when frequently treatment is less effective and more costly—is a
first step.
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Anticipating the Diagnosis of Breast
Cancer: Screening Controversies
and Warning Dreams

Larry Burk

Abstract Mass population screening programs such as mammography represent an
attempt to use technology to forecast the presence of disease in asymptomatic
individuals. Unfortunately, sometimes the benefits outweigh the risks when there
are too many false positives that require further invasive diagnostic procedures or
when detection of carcinoma in situ leads to aggressive treatment of disease that
may have never become clinically relevant. There are options of using other
imaging approaches such MRI, ultrasound, and thermography, as well as offering
genetic screening. It is also a timely opportunity to investigate an intuitive approach
to self-care using dreams as a supplement to breast self-examination. A recent
survey of 18 women, from around the world, who had life-changing warning
dreams of breast cancer prior to symptoms that prompted medical attention leading
directly to diagnosis will be reviewed.

Keywords Breast cancer screening � Dreams � Precognition �Magnetic resonance
imaging � Premonition � Mammography � Ultrasound � BRCA genetic testing �
Thermography

1 Introduction

Prior to the development of radiological imaging techniques, having a positive
family history was the only way to anticipate a diagnosis of breast cancer. The
National Cancer Institute (NCI) estimates that in 2015 there will be 232,000 women
newly diagnosed with breast cancer and 40,000 breast cancer deaths with 89 %
surviving five years [1]. Mass population screening mammography was introduced
in the 1960s in an attempt to detect cancer in women prior to the onset of symp-
toms. This approach has been called into question through an ongoing debate about
the risks and benefits of mammography [2]. There are other imaging modalities
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available as alternatives to mammography, such as MRI, ultrasound, and ther-
mography, which also have advantages and disadvantages. In the past two decades
genetic screening has been developed to identify women at high risk of breast
cancer who carry the BRCA1 and BRCA2 genes, with the result that some women
elect to have prophylactic bilateral mastectomies [3]. In the past two years, a survey
was completed of asymptomatic women who reported warning dreams that
prompted imaging studies leading directly to the diagnosis of breast cancer [4].
With all of these options available to women, it is important that they be well
informed about each of these ways to maintain the health of their breasts.

2 Benefits of and Problems with Current Screening
Methods

2.1 Mammography

Screening mammography refers to annual or biannual routine examinations per-
formed in asymptomatic women. The breast is individually compressed between
two plates to flatten the tissue and improve image quality, which can be quite
uncomfortable for some women. For screening, two orthogonal views are taken and
reviewed by a radiologist for the presence of any suspicious lesions or calcifica-
tions. If the radiologist is on-site, any necessary extra views can be obtained
immediately; but if there is no radiologist available for real time evaluation, the
woman may need to be called back at a later date for more views. Criteria from the
BI-RADS Atlas by the American College of Radiology (ACR) are used in the
evaluation to determine the likelihood of malignancy on a scale of 0–6 with 4 or
greater indicating the need for a biopsy [5]. Positive biopsies are found in about
30 % of those with a score of 4. A score of 3 may generate a recommendation to
return for a follow-up exam at a shorter 6-month interval.

The first randomized control trial of screening mammography was begun in
1963. Based on its results showing a 30 % reduction in death rate, the NCI started
an annual screening program in 1973, excluding women under 50 due to lack of
proven benefit [6]. By 1988 the starting age was reduced to 40 by the American
Cancer Society (ACS) due to a reanalysis of the study results and a reduction in
radiation dose from improved radiology equipment. Eight randomized clinical trials
were completed by 1992, and the results were reviewed at an international NCI
workshop reaffirming the apparent lack of benefit for women under 50 [7]. Despite
this lack of scientific support, the ACS has maintained the recommendation of 40 as
the starting age. However, in 2009, the U. S. Preventive Services Task Force
(USPSTF) published recommendations for routine screening every two years
starting at age 50 [8] in conflict with the current ACR recommendations for
screening every year starting at age 40 [9]. The Cochrane Collaboration review in
2011 of seven of the randomized controlled trials concluded that, “the studies which
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provided the most reliable information showed that screening did not reduce breast
cancer mortality” [10].

Detractors cite the above Cochrane review:

If we assume that screening reduces breast cancer mortality by 15 % and that
over-diagnosis and over-treatment is at 30 %, it means that for every 2000 women invited
for screening lasting a period of 10 years, one will avoid dying of breast cancer and 10
healthy women, who would not have been diagnosed if there had not been screening, will
be treated unnecessarily. Furthermore, more than 200 women will experience important
psychological distress including anxiety and uncertainty for years because of false positive
findings [10].

Over-diagnosis includes many women who have low-grade cancer, such as
ductal carcinoma in situ (DCIS), that likely would never cause death or even any
clinical symptoms [11]. In fact, there is even evidence that some cancers may
regress over time [12]. Yet women who are treated for DCIS found on a screening
exam feel their lives have been saved. However, autopsy series of women who die
of other causes reveal that up to 17 % of these women had pathological evidence of
breast cancer [13]. That means that the harder we look for cancer with higher and
higher resolution imaging studies, the more we will find. It also means that we are
exposing one of the most radiation sensitive organs in the body to an annual dose of
radiation with unknown consequences, perhaps, or probably, inducing some new
cancers in the process [14]. This controversy has raged on to the present day [15].

The proponents of mammography note that a 2014 study [16], which suggested
that mammography does not reduce mortality beyond that of physical examination,
was performed without state-of-the-art technology [17]. They also calculate that the
number of women needed to be screened to save one woman from a breast cancer
death is less than other estimates: on the order of 465 rather than 2000 [18]. There is
evidence in one study that 70 % of the women who died from breast cancer were
among the 20 % of women who were not participating in screening [19].
Technological improvements such as digital breast tomosynthesis also show pro-
mise in improving accuracy while decreasing radiation dose [20]. However, most of
the promoters of mammography are radiologists, so there is some question of
conflict of interest regarding interpretation of the studies. In 2010, two prominent
radiologists observed:

… the response of the radiologic medical community to the new USPSTF guidelines for
screening mammography was needlessly confrontational and not in the best interest of
everyone’s fight against breast cancer. Because these critical views are not shared by the
bulk of the medical community, we fear an unwarranted backlash against our specialty.
Controversies regarding medical screening and many other cost-benefit health care deci-
sions are increasingly societal issues rather than purely scientific ones, and therefore,
open-minded public discussion and education should be welcome [21].
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2.2 Magnetic Resonance Imaging

In high-risk women with the BRCA 1 and 2 genes, magnetic resonance imaging
(MRI) is recommended as an additional screening method. MRI is an order of
magnitude more expensive than mammography, so could never be justified for
routine general screening. Both breasts are scanned at the same time without
compression or ionizing radiation. Intravenous chelated gadolinium contrast is
administered which has less than a 0.5 % risk of allergic reaction [22]. Rare cases
of deadly nephrogenic systemic fibrosis (NSF) have been reported after adminis-
tration of gadolinium contrast in patients with significant renal insufficiency since
2006 [23]. Guidelines have been established to screen for decreased renal function
prior to MRI, due to concerns about delayed clearance of gadolinium from tissues,
as transmetallation can occur resulting in release of toxic free gadolinium from the
contrast agent. However, in the past three years, there have been reports of
long-term gadolinium deposition in the brain after contrast administration in
patients with normal renal function, which is of uncertain clinical significance
regarding potential neurotoxicity [24].

In a 2005 study, MRI was shown to be much more sensitive (100 %) than
mammography (25 %) in screening women at high risk for breast cancer with a
comparable specificity [25]. The need for this alternative is readily apparent as no
trials of mammography have shown a decrease in mortality in women with a
positive family history, and MRI is particularly useful in women with dense breasts
where mammography has a difficult time finding cancer.

Unfortunately, over-diagnosis may actually increase with MRI in this population
where more cases of DCIS are discovered [26]. The National Comprehensive
Cancer Network guidelines currently recommend annual MRI alone in high-risk
women aged 25 to 30 years, with annual mammography in addition after the age of
30 years [27]. About 18 % of women may not be able to tolerate the MRI envi-
ronment due to claustrophobia, preexisting metal implants, or contrast agent issues
[28]. Despite these concerns, MRI is considered safer than mammography as it uses
non-ionizing radiation in the form of radiofrequencies in the megahertz range
similar to regular television broadcasts.

2.3 Ultrasound

Ultrasound is predominantly used as a problem solving technique in differentiating
solid from cystic masses discovered on physical examination or through mam-
mography. It is the simplest and safest approach without the use of ionizing radi-
ation, but does require considerable operator expertise. A handheld ultrasound
probe is applied directly to the breast and images are obtained in real-time. In most
cases it is relatively straightforward in determining whether a lesion is a simple cyst
or not. Although ultrasound has lower sensitivity and specificity for detecting
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cancer than the other radiological tests, it does have value as an adjunct screening
method to mammography and is less expensive than MRI [29]. It can be effective in
finding cancers in women under the age of 50 with dense breasts and negative
mammograms [30]. In women with a positive family history who cannot undergo
MRI, ultrasound may be also be used as a supplemental screening test.

2.4 Thermography

Thermograms are performed noninvasively using a digital infrared camera, which
does not touch the breasts. The images are created from the heat that radiates from
the surface of the breast providing a physiologic indicator of relative vascularity and
blood flow. Thermography does not directly image breast cancer anatomically, but
visualizes alterations in the skin temperature, which reflect autonomic nervous
system mediated changes in blood flow in the breast related to malignancy.
However, changes in skin temperature are non-specific and can also be seen in
benign fibrocystic disease. Thermography was judged ineffective by radiologists in
1983 [31], but has been gaining in popularity in the holistic medicine community
with improvements in technology since the earlier studies [32]. Thermography may
detect some cancers before mammography, but may also miss cancers detected by
mammography making the two approaches potentially synergistic in screening.
Normal breast thermograms are symmetrical and stable over time on follow up
examinations, and the development of a positive asymmetric pattern is considered
to be a high risk factor for breast cancer [33].

2.5 Genetic Screening

The first genetic testing for breast cancer began in 1994, and in 2013 the Supreme
Court invalidated the patents that gave Myriad Genetics a monopoly, thus allowing
the development of BRCA Share, a blood testing collaboration between LabCorp
and Quest Diagnostics. In addition, Color Genomics is also beginning to offer a
saliva test for the BRCA 1 and BRCA 2 genes [34]. The tests detect mutations in
these genes, which code for tumor suppressor proteins and which also impact the risk
for ovarian cancer and other tumors. The 12 % lifetime risk of breast cancer in the
general population is increased up to 45 % with BRCA 2 mutations, and up to 65 %
with BRCA 1 mutations [35]. Up to 25 % of hereditary cases of breast cancer are due
to a mutation in one these rare highly penetrant genes [36]. These mutations can be
passed down from either parent and are most common in families with a history of
breast cancer before age 50 years, bilateral breast cancer, presence of breast and
ovarian cancer, presence of breast cancer in one or more male family members,
multiple cases of breast cancer in the family, one or more family members with two
primary types of BRCA-related cancer, and Ashkenazi Jewish ethnicity.
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The USPSTF recommends several screening tools to determine the need for testing
and genetic counseling [37]. Depending on the results, which may sometimes be
equivocal or report variants of unknown significance, decisions can then be made
regarding enhanced screening options, prophylactic bilateral mastectomies or
oophorectomies and chemoprevention with tamoxifen or other agents [38].

3 Warning Dreams

After a review of all these high-tech imaging and genetic options, it is not
inopportune to think about alternatives. An intuitive, low-tech approach to self-care
could be acknowledgment of dreams—of course in addition to breast
self-examination—and followed by a physician’s evaluation. Dreams are on historic
record; they were once used as diagnostic tools in the Asclepian temples of ancient
Greece [39]. There is also a long tradition of shamanic dream interpretation and
guidance in indigenous cultures [40]. In Russia, Kasatkin [41] published the first
modern research in 1967 correlating dreams with physical illness, focusing mainly on
neurological conditions without mention of breast cancer. A psychiatrist by profes-
sion, Kasatkin noted the following common dream features related to physical ill-
ness: (1) an increase in dream recall; (2) distressful, violent and frightening images;
(3) occurrence preceding the first symptoms; (4) long duration and persistence;
(5) content revealing the location and seriousness of the illness. (One of the first
available English reports about his work was provided by Van de Castle [42].) Later,
in England, Royston, also a psychiatrist, collected over 400 health-related dreams
[43], including the dream of a woman named Nancy who self-diagnosed her own
breast “malig-nancy,” shouting the play-on-words name “Bad Nancy” at her dream
self. This dream was described by Barasch along with this insightful observation by
Royston, “These are not ordinary dreams, but big dreams, archetypal dreams, so
laden with powerful emotional affect that the dreamer is forced to take them
seriously” [44].

In 1996, Kinney published the first formal case report of a breast cancer warning
dream in the nursing literature, which was confirmed by mammogram and subse-
quent biopsy [45]. She wrote a personal narrative of having a maternal history of
breast cancer without symptoms and being awakened by an authoritative dream
message, “Go make your appointment for your mammogram right now. Do not
delay.” The diagnosis was followed by successful treatment with double mastec-
tomies and holistic therapies. Burch performed an informal retrospective study of
19 women from a breast cancer support group, which was included in 2013 as part
of a literature review with case reports by Burk [46]. Ten of the women experienced
breast cancer warning dreams featuring messages from deceased family members in
all but one. Ten other case reports were included in the review, five of which
described specific localization of the tumors confirmed on imaging studies and at
surgery. Unfortunately, one of these cases was reported by the patient to her doctor
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but dismissed without appropriate follow-up, resulting in her untimely death. As
she described it:

I had a dream that I had cancer. I went to the G.P. complaining of a lump and spasm-like
feelings on my sternum. The G.P. concluded it was normal breast tissue, and the feeling in
my sternum was dismissed, a devastating mistake. A year later, a different doctor diagnosed
stage 3 breast cancer [47].

Dossey [48] reported another example of tumor localization:

A woman had a dream that she had breast cancer. Worried sick, she visited her physician
the next morning. She pointed with one finger to a specific spot in her upper left breast
where she’d seen the cancer in the dream. “It’s right here,” she said. She could not feel a
lump, however, and neither could her physician. A mammogram was done, which was
normal. When the physician reassured her that nothing was wrong and that they should take
a wait-and-see approach with frequent exams, she was not satisfied. “This was the most
vivid dream I’ve ever had,” she protested. “I’m certain I have breast cancer at this exact
spot.” When she insisted on going further, the physician, against his better judgment,
pressured a surgeon to do a biopsy. “But where? There’s nothing there,” the surgeon
objected. “Look, just biopsy where she points,” the physician said. In a few days the
pathologist called the original doctor with the report. “This is the most microscopic breast
cancer I’ve seen,” he said. “You could not have felt it. There would have been no signs or
symptoms. How did you find it?” “I didn’t,” he replied. “She did. In a dream.”

Burch and Kanavos-O’Keefe both published books about their breast cancer
warning dream experiences emphasizing the importance of dream messengers:

My father appears and seems to be checking on me. Someone else is also in the dream: a
man dressed in a medical coat. He tells me, almost shouting, that I have a malignant lump in
my breast and that I must have my breast removed. He continues to shout, telling me that,
no matter what I hear, it is not benign. He is now leading me out the door to the Mayo
Clinic, where a doctor is shouting to me that I have a malignancy and I must act imme-
diately [49].

Enjoying my dream, it suddenly stops, much like what happens when a computer screen
freezes, and a pop-up window appears, also similar to that of a computer. My spiritual
guide/guardian angel, in the brown robe, rope belt, and leather sandals of a monk, steps
through the window and says, “Come with me. We have something to tell you.” I obe-
diently follow him into a room I call the Room Between Realms, a place that is neither of
the living nor the dead, yet both can visit to share information. It is a parallel universe of
consciousness. A guide takes my hand, places it on my right breast, and says, “You have
cancer right here. Feel it? Go back to your doctor tomorrow. Don’t wait for an appoint-
ment” [50].

These reports inspired a retrospective survey of women with known breast
cancer from the United States, Europe, and South America who described warning
dreams. The study was sponsored by DreamsCloud, a social networking company
with a database of over 2 million dreams [51]. It is a social platform and resource
for people of all ages with an interest in exploring dreams and the unconscious
mind. Through its website and mobile apps for all smart devices, DreamsCloud
provides a community within which users can interact and explore dream meanings.
It allows users to log their dreams, create dream journals, save them privately or
share them publicly or anonymously, and receive personalized reflections on their
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dreams. Eighteen women completed all phases of the study, which included a
19-item Yes or No questionnaire and dream narratives. Their dream questionnaire
data is presented in Table 1 [52].

The most common characteristics of warning dreams in descending order of
frequency reported in the survey were: (1) a sense of conviction about the
importance; (2) more vivid, real or intense than ordinary dreams; (3) an emotional
sense of threat, menace or dread; (4) the use of the specific words breast
cancer/tumor; and (5) the sense of physical contact with the breast.

The following case is illustrative of all five of these common features of warning
dreams:

In March 2004 I had a vivid dream (unlike any before) in which I was lying on an operating
table and a woman surgeon was operating on my left breast. At one point, she went to a
microscope and looked through it and came back and told me that I have breast cancer.
After hearing this news from the doctor, my daughter and former husband broke down and
cried. I woke up. While I was startled, there was also a sense of calm at the same time, a
knowing that I needed to get checked medically as soon as possible. I was scheduled for an
appointment several months later for my annual mammogram and I called and moved the
appointment up.

Table 1 Breast cancer warning dreams questionnaire, 18 responses

#Yes %
Yes

1 Did you have any dreams warning about breast cancer before your
diagnosis?

17 94

2 Do you keep a dream diary to record your dreams? 9 50

3 Did the first clues about the breast cancer come in your dreams? 17 94

4 Did you have more than one dream warning you about breast cancer? 5 28

5 Did the dreams increase in intensity, specificity or urgency with time? 4 22

6 Were the dream(s) more vivid, real or intense than your ordinary dreams? 15 83

7 Did the dream(s) contain an emotional sense of threat, menace or dread? 13 72

8 Were the specific words breast cancer/tumor used in the dream(s)? 8 44

9 Did the dream(s) localize the tumor to a specific breast location? 10 56

10 Did the dream(s) involve the sense of physical contact with your breast? 7 39

11 Did you receive a breast cancer dream message from a deceased family
member?

3 17

12 Was there a sense of conviction about the importance of the dream(s)? 17 94

13 Did the dream(s) prompt you to seek medical advice and diagnostic
testing?

13 72

14 Did you share the dream(s) with your doctor? 11 61

15 Did the dream(s) directly lead to the diagnosis being made? 10 56

16 Did you ignore the dream(s) until the diagnosis was made for another
reason?

3 17

17 Did you forget about the dream(s) until after the diagnosis was made? 2 11

18 Did you overlook the significance of the dream(s) until after the diagnosis? 6 33

19 Did anyone else you know have dreams warning about your breast cancer? 3 17
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The mammogram was “normal” so the radiologist told me “all is well” and that I can go
home. I told her that I wanted to have an ultrasound. She insisted that it was not procedure
unless there was something unusual found on the mammogram, and since nothing was
found on the mammogram she was not going to do an ultrasound. I insisted, she insisted it’s
not procedure. We went back and forth, and I think she got tired of me insisting. She finally
said OK with a sense of frustration/irritation and she personally did the ultrasound. There it
was on the screen black, with tentacles. The doctor literally went white and silent. And then
she turned to me and asked me how I knew. I told her about the dream.

On April 9, 2004, I was lying on an actual operating table. A woman surgeon excised breast
tissue which was then examined under a microscope and determined to be cancer. Shortly
after waking up from the anesthesia and getting dressed to go home, the doctor came to tell
me that I had breast cancer. At home, my former husband and my daughter cried with the
news [52].

In more than half of the cases, the dreams prompted medical attention, provided
the location of the tumors, were shared with doctors, and led directly to diagnosis.
In a third or less of the cases, the dreams were forgotten, ignored, or the significance
was overlooked until the diagnosis was made for another reason. Six of the women
in the study disclosed a family history of breast cancer including two sisters who
reported carrying the BRCA gene mutation. In a few of the cases, women reported
that their cancers were also dreamed about by other family members. One woman
had a dream about her mother’s breast cancer a week before it was diagnosed along
with a message that the dreamer also had breast cancer which was eventually
diagnosed 5 years later on an annual mammogram. One woman without an initial
warning dream who was not included in the study had a warning dream prior to a
recurrence guiding her to find a new lesion in her axilla. Another woman with
benign breast disease who was not included in the study reported a dream that had
many of the features described above. She later had an adenoma removed after
18 months of therapy with energy healing.

This small retrospective survey without a control group or statistical evaluation
serves as a limited pilot study to lay the groundwork for future research. The lack of
specific clinical correlation leaves the claims of tumor localization open to skeptical
criticism regarding the possibility of inaccurate recall of events that occurred prior
to biopsy. Documentation of the fact that the dreams predated the diagnosis was
only available in a few cases. Another potential pitfall is the possibility that warning
dreams might be related to symbolic psycho-spiritual metaphors rather than actual
physical illnesses, a scenario that may have been considered by the woman in the
study whose diagnosis occurred five years after her dream. However, in most of the
cases, the dreams led to immediate diagnosis, and in a few cases the dreamers were
so convinced of the reality of the dream guidance that they persisted in seeking a
confirmatory diagnosis even in the face of initial negative testing.

The specific localization of tumors by the warning dreams is a paradigm-shifting
observation that raises questions about the mechanism of transfer into conscious-
ness and the source of the information. The new academic interdisciplinary field of
anticipation concerns itself with exploring such issues. Nadin describes an antici-
patory system is described as “a system whose current state is determined not only
by a past state, but also by possible future states” [53]. The most conservative
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explanation would be that the women already had experienced vague symptoms or
detected subtle physical signs through self-examination, which were then translated
into dream form and brought to conscious awareness. Another speculative option
would be that there may be unknown psychophysiological mechanisms for transfer
of information from the body to the brain. The most threatening position with
respect to a materialistic worldview is that some of the warning dreams appear to be
precognitive in nature suggesting a non-local, intuitive explanation [54]. The
holistic nature of anticipatory processes (see Nadin1) must also be taken into
consideration.

4 Conclusions

Attempts to anticipate the diagnosis of breast cancer utilizing technology have been
evolving steadily over the past 50 years. Significant controversy in the field resulted
in considerable confusion among both patients and healthcare practitioners. The
debate about mammographic screening persists despite many large clinical trials
that have been interpreted differently by the promoters and skeptics concerning the
lives saved by early diagnosis and the lives harmed by over-diagnosis. Healthcare
policy decisions hang in the balance with major financial implications for the
delivery system and the insurance business that will impact millions of women [55].
Concerns are greatest among women with a positive family history and genetic risk
factors, and MRI has emerged as a useful screening approach in this
group. Ultrasound has a supplementary role to play, and thermography may also
someday reemerge as another complementary noninvasive approach if the public
demands that it be included in modern research protocols. As genetic testing
matures, it will become less expensive and more accessible. Chances are good that
considerations informed by the anticipation perspective could be introduced in
genetic testing. It will be up to the ethicists and genetic counselors to determine
how widespread its impact will be on screening.

Warning dreams of breast cancer invoke an ancient tradition that has been
rediscovered and scrutinized in parallel with these technological developments over
the last 50 years. These dreams frequently prompt women to seek medical atten-
tion, often leading to medical evaluations, breast imaging studies, biopsies, and
surgery. The woman who died of breast cancer after her physician dismissed the
warning provided by her dream and failed to initiate an appropriate workup is a
cautionary tale regarding the potential significance of these dreams. The potential
skepticism of physicians is part of the motivation for presenting the subject here and
for pursuing further research in this area. A prospective study with imaging and
pathological correlation to determine the predictive value of a warning dream in

1Nadin, M.: Anticipation and the Brain. In: Nadin, M.: (ed.) Anticipation and Medicine, pp. 135–
162. Springer, Cham (2016).

318 L. Burk



comparison to a control group with benign disease would require participation by
open-minded surgeons and holistic breast imagers, as well as support from the
major breast cancer research organizations. This initial survey suggests that keeping
a dream diary might be a useful adjunct to routine self-examination as part of a
breast self-care program.
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Anticipation in Traditional Healing
Ceremonies: The Call from Our Past

Thomas Schack and Ellen Schack

Abstract A particular understanding of anticipation in human motor action is
introduced in order to provide an example of how this research can be used to
develop new technical devices to support anticipation in medicine. The second part
serves as an introduction to certain traditional healing ceremonies, which may allow
quite different reflections about the role of anticipation in human action and life.
Ceremonies are described as technologies to improve personal and social antici-
pation at different dimensions.

Keywords Anticipation � Basic action concepts � Cognitive interaction technol-
ogy � Healing ceremonies � Motor action

1 Introduction

Anticipation is the ability of a living organism and a biological system to construct
and organize current system states in consideration of future oriented models, states
or goals [1–3]. Anticipatory systems, such as the human motor system, are related
to future states at different levels: perception, memory, motor organization, for
example [4–6]. From a cultural-historical perspective, it is not only interesting how
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many levels of action organization or interaction are anticipatory, but also what
kind of cultural symbols and signs are involved in the anticipation process [7]. Also
of interest is how far the topic of anticipation is considered at a
social-communicative level in a culture or subculture for saving a particular level of
expertise (e.g., sport, medicine, dance etc.).

Biological organisms are consciously or unconsciously always involved in a
“game” of survival. From such a perspective, their stage of development and
evolution depends on anticipatory capabilities and processes. As Nadin stated, “…
the future in question is pertinent to the open-ended, ever-changing space of pos-
sibilities. Within this view … anticipation is a definitory characteristic of the liv-
ing,” [3, 624].

If anticipation is a characteristic of human life itself, we should not simply
address this topic in a detached high-tech-performance frame of reference. Rather
we should try to reflect this phenomenon form a holistic perspective, which
involves basic components of human life. In this article we try to bridge a gap
between new devices in technical supported modern medicine and the old methods
of traditional healing ceremonies. In the first part, insight is provided into our
research on assistive technologies useful for modern medicine. Because our
research group investigates the neuro-cognitive nature of motor anticipation and
interaction [8], we will first introduce a particular understanding of anticipation in
human motor action in order to provide an example of how this research can be
used to develop new technical devices to support anticipation in medicine. The
second part serves as an introduction to certain traditional healing ceremonies,
which may allow quite different reflections about the role of anticipation in human
action and life. In recent research on traditional healing and shamanism [9, 10], the
neurocognitive dimension of shamanic practices and the particular involvement of
deeper neurophysiological levels of brain and motor organization in altered states
of consciousness (ASC) have been discussed. Such a perspective makes it possible
to view traditional healing from a neuro-motor and cognitive perspective and to
develop particular reflections about anticipation in traditional healing ceremonies.

2 Anticipation in Human Motor Action

Motor anticipation and motion intelligence have been central dimensions of bio-
logical organisms since life began [11]. Important advances in evolution are often
associated with the establishment of new functional links between the motor sys-
tem, related memory structures, and perception. From an evolutionary perspective
and from the cognitive sciences we now have strong evidence that the cognitive and
motor processes underlying action are strongly interconnected. We view human
motor actions not as isolated events with defined start and end points, but as
built-upon evolved hierarchical structures consisting of different levels and mod-
ules. Cyclic movements for example—walking, swimming, cycling, etc.—are
controlled by very old neurophysiological structures in our brains. In contrast,
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goal-directed manual actions and the anticipation required for tool use (such as
turning a screw) are controlled by different brain structures that are much younger
in evolutionary terms. It is our understanding that such distinctive goal-directed
actions are performed on the basis of precise representations in motor memory [6].

Bernstein [1] was one of the first scientists who acknowledged the fundamental
role of anticipation and sensory feedback processing in the control of voluntary
movements to point out the goal-directed character of motor actions. This was
acknowledged in former work [6, 12], but as well in more recent publications on
anticipatory systems. Nadin [3] explicitly emphasized, in the same manner as
Bernstein, the importance of anticipation in realizing any type of goal-directed
motor act, explaining that any voluntary motor action cannot be initiated without a
model of what should result from the planned action. This idea is expressed in
Bernstein’s “model of the desired future” (i.e., a model of what should be), which is
supposed to play an important role in motor control. Consequently, such a model
must possess the ability to form a representation of future events by integrating
information from past (i.e., memory) and present (i.e., sensory) events in order to
generate motor commands that transform the current state in the sensory environ-
ment into the desired state (i.e., achieving the action goal).

Building on this general idea and more recent research by Hoffmann [13, 14],
Rosch [15], Prinz [16], Jeannerod [17], and others, Schack and colleagues have
proposed a cognitive architecture model, which views the functional construction of
actions on the basis of a reciprocal assignment of performance-oriented regulation
levels and representational levels [4, 18, 19]. According to this view, basic action
concepts (BACs) are thought to serve as major representation units for movement
control. BACs are based on the cognitive chunking of body postures and movement
events concerning common functions in realizing action goals. Taken together, such
movement representations provide the basis for action anticipation and control by
linking higher-level action goals with the lower-level perceptual effects in the form
of cognitive reference structures [8, 20].

One interesting example for anticipation in motor planning is the so called
“end-state comfort effect” (ESC) [21] setting forth that individuals are willing to
transiently adopt uncomfortable initial limb positions as long as this leads to a
comfortable position at the end of the movement. This sensitivity toward com-
fortable end postures has been taken as evidence that final body postures are rep-
resented in memory, and that these postures are specified before movements are
initiated [22]. More importantly, the ESC effect clearly demonstrates that move-
ments are planned, controlled and executed with respect to anticipated final posi-
tions. Weigelt and Schack [23] showed that the ESC effect develops gradually with
the sensory-motor maturation of children. Stöckel et al. [24] investigated antici-
patory motor planning and the development of cognitive representations of body
postures in children. Interestingly, the sensitivity toward comfortable end-states was
related to the mental representation of certain grasp postures.

To learn about building blocks of motor performance, anticipation in human
memory, and underlying brain structures, the Neurocognition and Action
Biomechanics Research Group (NCA) at Bielefeld University (Germany)

Anticipation in Traditional Healing Ceremonies … 325



investigates biological motion in natural and artificial (e.g., Virtual Reality) envi-
ronments. The main focus of this research is the neurocognitive architecture of
human motor action and its adaptability under various conditions. For this purpose,
we use state-of-the-art research methods to investigate the cognitive-perceptual
organization and kinematic parameters of anticipation in human motor actions.

On the one hand, understanding the neurocognitive architecture of actions based
on empirical research is an important step for applied fields such as mental coaching
of athletes in high-performance sports or rehabilitation. On the other hand, it is a
fundamental aspect of the growing field of cognitive robotics, particularly in
relation to its central goal of elevating the still rigid action repertoire of robots to a
level that allows robots to select and adjust their actions flexibly according to the
varying demands of real-world scenarios [18, 20].

3 New Approaches for Anticipatory Systems. Building
Bridges Between Biological and Technical Systems

To facilitate smooth interactions with humans, a robot or virtual avatar should be
able to establish and maintain a shared focus of attention with its human partner or
instructor. Furthermore, it should be able to react to commands delivered in a
“natural” way, such as speech, gestures and demonstration. To address research
questions arising from these requirements, thirty research groups from five faculties
have jointly established the Excellence Center Cognitive Interaction Technology
(CITEC) at Bielefeld University, which offers the infrastructure that allows perti-
nent research topics to be approached from an interdisciplinary perspective. Among
the key issues being addressed concern how anticipatory skills and related struc-
tured representations can arise during skill acquisition, and how the underlying
processes can be replicated on robotic platforms. Working towards this common
goal, we translate our findings from studies of human movements and related
representation into theoretical models that can guide the implementation of corre-
sponding features on cognitive robot architectures.

The development of appropriate action representation in memory plays a central role
in the control of actions and interactions between humans and technical systems by
enabling agents to select and combine effective sources of information. Regardless of
whether a surgeon has to select the appropriate instrument for an operation, a mechanic
has to find a suitable tool for repairing an engine, or a basketball player has to
remember which member of the team to pass the ball to, agents use their mental
representations to identify functionally relevant sensory inputs.

The results of our experimental studies support the hypothesis that voluntary
movements are planned, executed, and stored in memory as representations of their
anticipated perceptual effects. We investigate shared mental action representations in
order to design intelligent technical systems with improved anticipation and interaction
capabilities, particularly in the area of medicine (rehabilitation, every-day support of the
elderly), and sports.
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3.1 Assistive Glasses

In a particular research project, we are supporting anticipation by “Seeing the
World through Assistive Glasses.” This project, called Adaptive and Mobile Action
Assistance in Daily Living Activities (ADAMAAS) focuses on the development of
a mobile adaptive assistance system in the form of intelligent glasses that provide
unobtrusive, anticipatory, and intuitive support in everyday situations. The system
will identify problems during ongoing action processes, warn of errors, and provide
context-related assistance in textual, pictorial, or avatar-based formats superim-
posed on a transparent virtual display. The technical platform is provided by the
eye-tracking specialists SensoMotoric Instruments (SMI, www.smivision.com).
This project integrates mental representation analysis, eye-tracking, physiological
measures (pulse, heart rate), computer vision (object and action recognition), and
augmented reality with modern diagnostics and corrective intervention techniques.
The major perspective distinguishing ADAMAAS from stationary diagnostic sys-
tems and conventional head-mounted displays will be its ability to react to errors in
real-time, provide individualized feedback for action support, and learn from expert
models as well as the individual user’s behavior. We are further planning to use this
device in the context of telemedicine. In such a context, an expert in the USA could
interact with a surgeon in Germany to assist during a clinical operation. Therefore
the glasses and an expert could support the perception, anticipation, and the motor
performance of a surgeon within a clinical setting.

3.2 The Role of Technical Systems

Human performance, rooted in biological evolution, has matured to a point where it
can profit from technical systems. The lines of research presented here not only help
us to understand the cognitive background of human performance, they also pro-
vide a basis for building artificial cognitive systems that can interact with humans in
an intuitive way and even acquire new skills by learning from the user. In this
context, it is clearly advantageous for a real or virtual coach to know how mental
representation structures are formed, stabilized and adapted in daily actions. This
knowledge enables a coach or technical system (such as intelligent glasses) to
address individual users or trainees concerning their current level of learning and
performance, and to shape instructions to optimize learning processes and maxi-
mize performance.

Taking into consideration all the different problems of relevance to anticipation
in medicine—various treatments or a system for diagnosis ranging from special-
ization to holistic understanding—and exploring further development of technical
devices (assistive technologies) as another independent (to a certain degree)
dimension, we would place technical devices such as ADAMAAS in a coordinate
system to complete different traditional healing ceremonies. Traditional healing
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ceremonies are more related to a holistic understanding of human beings and
healing than to the conceptual definition of high level assistive systems. With this
remark as an introduction, we shall now investigate the extent to which
centuries-old traditional healing ceremonies (maintained and practiced in our time)
evince aspects of anticipation as a central element of human action, life, and culture;
and the extent to which we have lost some of the beneficial aspects of traditional
healing methods through cultural, religious, and educational development, as a
result of which medicine has become more and more specialized, ignoring or
abandoning the holism of life.

4 Traditional Healing Ceremonies

At first glance, there seems to be many interesting phenomena regarding antici-
pation in the context of traditional healing ceremonies. Phenomena such as altered
states of consciousness (ASC) have been a topic of serious scientific research for
the past few decades [9, 10, 25]. Shamans (healers) seem to be regularly able to
anticipate future states of individuals, social groups, or physical events while
experiencing such ASC. Researchers such as Winkelman addressed the point that
during a healing ceremony and process, shamanism (traditional healing) uses cer-
tain techniques to access different modes of consciousness and to integrate deeper
(older, in terms of evolution) brain levels for perception and cognitive processing. It
would be possible to link such phenomena to the concept of predictive anticipatory
activity (PAA), as described by Mossbridge et al. [26] and within additional
frameworks by Radin (see Radin1) and others [27, 28]. Here we shall explain the
functional meaning and place of anticipation for participants and healers within
traditional healing ceremonies.

Our presentation is based on literature and on participant observations of dif-
ferent healing ceremonies over the last few years (e.g., Native American sweat
lodges, Santería, Palo Monte). We limit ourselves to a small number of traditional
healing methods since we are not familiar with the many varieties of traditional
healing ceremonies. Neither can we discuss such ceremonies in general, because
many of these practices are specific to the particular native (American) tribe, or
group (e.g., family), or house (e.g., cabildo). Nevertheless, our aim here is to
identify some basic features and regularities of such ceremonies.

Ceremonies are a central part of traditional native healing. They integrate dif-
ferent techniques for communication, goal setting, and meditation, for example.
Usually they start with an introduction, during which a particular (physiological,
sensory) contact to nature and a (mental) contact to the ancestors of the participants
(by recalling and invoking their names) are carried out. In general, ceremonies

1Radin, D.: Intuition in Medicine: Orthodox and Unorthodox In: Nadin, M.: (ed.) Anticipation and
Medicine, pp. 258–269. Springer, Cham (2016).
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create a framework for interaction with the healer and with different members of the
family or community. They open up a space for (re-)connecting different levels of
the participants’ identity, social-motor functioning, and consciousness. They are
designed to create a space for identity transformation and for work on participant
anticipation. Religious elements are not necessarily involved (depending on the
sensitivity and motivation of participants) but are usually used to create a common
space of symbols and communication beyond the physical reality between the
healer and the participant(s).

Concerning the healing process itself, we would like to claim two main features
of traditional ceremonies: responsibility and a bio-psychosocial perspective.

Responsibility: the healer takes the responsibility for the healing process in coop-
eration with the patient. Because the patient is mainly responsible for his health and
healing behavior, the healer is assisting the patient. The healing process is created
as a goal setting process.
Bio-psychosocial perspective with a historical dimension: From the healer’s per-
spective, health is based on the ability of self-regulation within a social, natural, and
supernatural environment. The healing process transcends the recent physiological
and psychological status of an individual patient. It tries to link the past, recent
goals, and the potential future of a participant and to offer a developmental per-
spective. Furthermore, it takes into account the historical dimension of the indi-
vidual in the form of ancestors, family, and the social network. Basic (neuro-)
biological dimensions are activated with the help of particular transformation
techniques, such as sweating, dancing or rhythm of music.

Ceremonies are intended to reconnect participants to individual, natural,
supernatural sources of healing, and life. They are techniques for improving (work
on, actualize, realize) personal and social anticipation.

4.1 Native American Ceremonies: Sweat Lodges

Sweat lodges have been utilized for thousands of years and in different forms by
many North American indigenous tribes (e.g., Inuits, Navajo, Lakota, Sioux,
Muskogee), as well as by tribes that have disappeared as such (Aztecs, Olmecs) in
the Americas. Old European tribes (e.g., Teutons, Celts) have also used them. (The
European tradition is partially alive in the Nordic—Finland, Estonia, Sweden—
sauna.) Sweat lodges (stone-keepers lodges) for healing ceremonies are mostly
ritual places where participants meet, talk over recent situations, problems, and
plans (identity). A medicine council is created and a healing space opens up in
which (identity) transformation in the context of nature, especially fire, stones,
herbs, and steam becomes possible. The lodge itself is constructed of natural
materials (e.g. stones, wood, plants). There are several structures and processes
used in different tribes, but they all have the following in common: a lodge with a
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hole or a particular place in the center for heated stones; a fireplace to heat stones
and hallowed (sacred) areas to prepare and carry out the ceremony.

If we examine the sequential stages of the sweat lodge ceremony—in this case,
typical of the Muskogee, we can differentiate the stages of the whole: introduction,
medical council, the ceremonial fire, the preparation of tobacco prayer ties, the time
spent in the sweat lodge itself, and a closing communal meal with seeds, nuts, fruits
and vegetables. During the period in which participants remain in the sweat lodge,
four different directions (east, south, west, and north) are respected in a precise
functional manner. These directions have particular meanings, such as birth (east),
growth (south), completeness (connection to the ancestors, west), and readiness for
continued life and future tasks (north). In the lodge, participants honor these
developmental steps with praying and singing. Herbs (like sweetgrass) are also used
in the context of the ritual. Participants speak of related topics while sitting on the
ground and facing red stones in the darkness of the lodge. Four ceremonial elements
are presented in detail below.

4.1.1 Respect for Time and Nature

Much attention is given to Mother Earth during the introduction, but also during other
parts of the ceremony. Participants sit on the bare earth in order to connect with Mother
Earth. The stones are claimed and greeted as grandfathers as the fire keeper moves
them from the fire to the middle of the lodge. Stones are the bones of Mother Earth and
hold the information of times long ago. When they are heated, they start to “speak”
(especially when they come in contact with water): “The ancestors are speaking.” In the
understanding of the indigenous Muskogee (the “stone people”), seven generations of
ancestors are motivated to contact living human beings. In view of this seven future
generations must be considered in advance.

4.1.2 Creating a Healing Space

Participants and healer meet in what is called the medicine council. By bringing
relevant problems and needs into the medicine council, a conceptual grounding is
created that connects all those present. Preparation for prayer is of particular interest to
anticipation. Participants create tied bundles by placing an amount of tobacco into
different colored cloths. Each participant explains his (only men attend sweat lodges
ceremonies) reasons and aims for entering the sweat lodge. Participants must be clear
about why they would spend hours in the heated lodge. They must also reflect upon
how their aims fit in the network of social and natural connections (web of life) and try
to formulate them as precisely as possible. Justifications based on family, nature, work,
social network, health, future, developmental aspects, etc. will have to generate enough
energy and motivation for staying in the sweat lodge for hours on end. This process of
goal setting in a healing context is an important feature of the ceremony.

330 T. Schack and E. Schack



4.1.3 Transformation

The sensible phase for transformation is the actual stay in the sweat lodge. Participants
have to find and create a place for their own healing. In the heat of the lodge they
actualize their aims (holding the prayer ties in their hand), participate in singing and
praying, and may formulate specific requests related to their future development. This is
a permanent and focused (mostly non-verbal) communication with all members in the
lodge, in particular the healer. Because the lodge is related to the four directions (east,
south, west, north), it is therefore opened and closed four times for bringing in new
stones and fresh water. The heat in the lodge increases. In order to bear the heat and pain,
participants may die a symbolic death, and then are born anew out of the womb of
Mother Earth (the lodge), and then leave the lodge. The process of dying and being born
anew is a symbol of the transformation taking place inside the participant. This trans-
formation includes changes on various levels: the biological (heat, sweat and hours of
sitting); the psychological (inner conversation, actualizing aims); and a social (among the
members of the “family” in the lodge and in respect regard to the mentally present social
structures of the participant). This provides many opportunities for clarifying personal
matters and developing new perspectives on one’s own problems. Gaining health means
to come into contact and harmony with oneself, others, nature, and the universe.

4.1.4 Spirit Guides and Animal Spirits

A particular option for change is offered in the third round of the sweat lodge
ceremony, focusing on the direction of west. Here the ancestors could send one or
more spirit guides to help participants to fulfill their tasks. In the understanding of
most native tribes, spirit guides manifest themsleves in the form of an animal (e.g.,
eagle, bear, wolf, fox, butterfly, etc.). It is important to understand the strength and
behavior (the way of moving) of the animal and the extent to which these features
could help the participant to develop a new perspective.

In summary: the healing process taking place in the sweat lodge ceremony has been
addressed as bio-psychosocial development, where the past and future states, together
with goal setting concerning recent situations in life, play a central role. Participants
work in cooperation with other participants and the healer on a redefinition of personal
anticipations at different (health, family, career etc.) dimensions.

4.2 Afro-American and Afro-Cuban Ceremonies: Santería,
Palo

Many recent African (Yoruba), Afro-Cuban (Santería, Palo), and Afro-American
(Condomblé, Voodoo, Hoodoo) healing ceremonies had already been partially
developed in the former Yoruba Kingdom in West Africa (today’s Nigeria, Benin,
Ghana, etc.). Between 1650 and 1860 about 15 million black Africans were
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transported, under barbarous conditions, from Africa to the Americas to work as
slaves. The Africans brought their ceremonies with them and were practiced by the
slaves who survived in the new world. Through the generations, the slaves adopted
their ancient ceremonies to their new circumstances: discontinuity of family and
social ties, religious prohibitions imposed by Christian religions. For instance, in
Santería (in the Spanish-speaking lands), they combined their Yoruba religious
traditions with elements of Catholicism in order to convince plantation owners that
they accepted the Catholic faith. Afro-Cubans maintained their native ceremonies
and religions alive by syncretizing their spirit guides with Catholic saints.

In order to focus on Santeria and related aspects in Palo ceremonies, we have to
clarify that these ceremonies are mainly healing ceremonies, based on different
techniques of predictions, incorporating the use of herbs and other natural ingre-
dients for healing. The center for these ceremonies is the house of the priest and the
related “spiritual” family. Ceremonies always start by honoring the ancestors.
A central role in the ceremony are spirit guides, so-called Osha (Orisha). Although
these spirit guides are depicted as angels, featuring a particular human-like char-
acter and look, they are related to natural phenomena (river, ocean, wind, fire, etc.).
Oshas are believed to take care of the development of related human beings and to
communicate with them. The main ceremonies (e.g., initiation rites) are secret. The
following aspects are comparable to the native American sweat lodge-ceremonies:

4.2.1 Nature

Nature and respect for nature play an important role in all ceremonies. Many
ceremonies are performed for reconnection with nature, using plants, herbs, soil,
and tobacco. (Tobacco use is common among Native American tribes; it is the plant
endowed with the strongest holy meaning.)

4.2.2 Healing Space

A main part of the ceremony is the meeting between the participant and the healer to
discuss the participant’s current situation and problems. Relevant needs are identified,
but also considered in the social framework (family, friends), and situated in a context
that comprises past (ancestors, personal development) and future. In that context, dif-
ferent types of divination might also be resorted to. In contrast to other forms of
divination, Santería divination systems make use of a clearly defined corpus of cal-
culations based on the use of shells (diloggun), coconut parts (obi), or different natural
elements familiar to the high priests (Ifa).2 The purpose of these divination systems is to
help participants develop and align themselves with future possibilities and to connect

2The Ifa divination system was entered in UNESCO’s list of Masterpieces of the Oral and
Intangible Heritage of Humanity in 2008.
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them as much as possible with natural and spiritual (supernatural) dimensions. In the
context of such sessions, participants are able to learn how to bring their lives into
harmony with themselves in respect to recent circumstances (“web of life”: family,
nature, work, etc.).

4.2.3 Transformation

Transformation is facilitated by actions such as drumming, meditating, and dancing,
as well as by meeting natural entities like the ocean, a river, or a tree. Particular
offerings for the spirit guides in the context of nature are supplied. Within such
ceremonies, shamans (healers) go through ASC as they represent particular spirit
guides. This experience is clearly accompanied by so-called non-epileptic attacks.
For the healer and the participants, it is a good sign when such ACSs occur. In their
understanding, the spirit guides (Oshas) are taking part in the ceremony and sup-
porting the healing process. Indeed, the character of the person (voice, movement
characteristics, etc.) changes drastically, giving the impression that the spirit guides
are dancing, drinking, and singing with the participants. More important is the fact
that the Oshas “speak” with the participants about the current situation, ancestors,
and future options in their lives. The detailed knowledge expressed is impressive
and sometimes seems to surpass the knowledge that the healer has about the
participants.

4.2.4 Spirit Guides

As already mentioned, spirit guides are mainly Oshas (or Orishas), energy—entities
(angels) with a kinship to nature (thunder and lightning, a river) and with a
human-like appearance and character.

Anticipation aspects can be observed as central in the described Afro-American
and Afro-Cuban ceremonies at different levels. The past is respected and activated
(ancestors), the current situation and the goals aims are discussed with the healer.
Furthermore, with the help of (to some degree) objective divination systems, par-
ticipants and healers redefine the current and the future situations within a social
and spiritual context. This is dramatically supported by the healer’s ASC, which
lead to an extensive work on the participants’ future perspectives.

5 Conclusions

The traditional healing ceremonies described herein work with humans as antici-
patory systems, grounded in their past (ancestors, history) and address the
“open-ended ever-changing space of possibilities” [3]. Working on the whole
human being (holistic level) seems to be a central part of the healing process.
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Traditional ceremonies also address the healing process from a bio-psychosocial
perspective. The transformation process involves different but connected
(bio-psychosocial) levels of life and therefore of action organization. It seems that
within this rich healing space, the healer opens a zone of proximal development [4,
7] for the participant.

Whereas highly technological modern medicine focuses mainly on methods for
optimizing action organization in a specified context (e.g., assistive technologies pro-
vided for a surgeon during operation), traditional ways take the multi-dimensionality of
life into account (referring to past and future aspects, as well as to social, psychological,
biological, spiritual, and natural dimensions). It is highly likely that traditional healers
would not conceive of modern and traditional healing as alternatives, but would see
them as complementary.

Independent of recent and interesting approaches that see Shamanism in the
context of Neuro-Ethology and Evolutionary Psychology [9, 10], in addition to
ACS, some phenomena manifest themselves (e.g., clear and surprising predictions)
that cannot be explained within the frame of our scientific understanding of the
world. This will not pose any problem for traditional healing—because, indepen-
dent of modern medicine’s problems in understanding anticipation in its full
meaning, traditional healers understand that it is essential for their ceremonies.
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At the Meeting Point Between Anticipation
and Chiropraxis

Jean Paul Pianta

Abstract Most people might think that chiropractic has mainly to do with ailments
affecting the muscular-skeletal system. Today, chiropractic looks beyond the
immediate “dis-ease” to see how this might affect physical, mental, and spiritual
development. Not “How do you feel?” but “How do you want to feel?”
Anticipation-informed chiropractic focuses on maintaining the human being’s
anticipatory expression. This is comprised of motoric performance: sense of bal-
ance, spatial and temporal navigation, adaptation to tasks, etc., and the associated
cognitive activity. The chiropractic way of thinking is compared to classical,
conventional, localized therapeutic approaches promoted by the mechanistic med-
ical model, and to the reductionist views implicit in specialized medicine.

Keywords Anticipatory expression � Holism � Posture � Motoric � Mechanistic
medicine

None other than Dr. Ralph Gay, Director of the Spine Biomechanics Research
Group at the Mayo Clinic, stated: The evidence supporting spinal manipulation for
back pain…is very good. […] Chiropractic treatment… has just as much evidence
supporting it as any medical treatment of back pain [1]. Dr. Heidi Haarvik, Director
of Research at the New Zealand College of Chiropractic, has a PhD in neuro-
physiology, a significant qualification for a researcher trying to build the base of
scientific evidence for chiropractic care. She investigated adjustments of dysfunc-
tional spinal segments (vertebral subluxations), as well as somatosensory pro-
cessing, sensorimotor integration, and motor cortical output. From among many
practitioners in healthcare, these two professionals received more public attention
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because their arguments are aligned with those that certify medical procedures. As
we shall see, such competent views do not settle the conflict between practitioners
of medicine in the classical sense and practitioners in chiropractic healing.
Nevertheless, we are experiencing more of a coming together, a convergence, than
intolerance. In Germany, a great number of internists have adopted chiropractic
methods in the last five years. A chiropractor’s education, in turn, integrates more
advanced knowledge of anatomy, physiology, cognitive science, as well as
molecular biology and genetics.

Against this background, I would like to proceed with an example, the details of
which belong to empirical evidence. Nobody would create an accident in order to
see how it echoes in the life of a young person, and further to their offspring. Such
“experiments” have no place in medicine. But we all pursue horizontal studies with
many patients and keep evidence (the medical record) of desired or undesired
outcomes.

1 A Not Unusual Example

A 13-year-old girl is rollerblading in a parking lot near the apartment where she
lives with her family. One day, after falling, she bursts into tears from pain. She
goes home and tells her mother what happened. The mother comforts her: “Don’t
worry, the pain will go away in a few days.”

A few years later, the girl is a pretty teenager, 17 cm taller, but she does not have
very good posture. Pain in her lower back often causes her to complain. She also
has recurrent headaches and tries to find a connection between her state and weather
patterns, food, fatigue. Every now and then, her mother gives her a painkiller.

At 23 years of age, the young woman becomes pregnant and she notices more
pain in her low back, noticeably worse during the last three months of pregnancy.
Her mother and other women explain to her that this is not unusual. She is not the
first woman to expect a baby who complains of such symptoms; all will be won-
derful once the baby is born. The birth is not easy. After the woman spent a longer
than usual time in labor, the obstetrician decides to use forceps to pull the baby out.
This leads to trauma for the baby and trauma for the mother. She continues her
complaints of recurrent lower back pain, now associated with sciatica in her right
leg. And as frequently occurs after a birth assisted with forceps, the baby presents a
narrow cranium at the temporal level and some red spots around his head.

A few weeks later, the redness is gone and the baby’s face assumes a normal
expression. But the baby is restless, cries a lot, and wakes up several times during
the night. He appears very sensitive to noise and tends to overreact when the light is
turned on. A couple of years later, the mother still suffers from pain in her spine,
headaches, and sciatica. She is always tired and has to consult a physician. He
begins his treatment by taking X-rays that reveal a slightly tilted and rotated pelvis
and slight scoliosis. He prescribes a pain-killer and exercises. The young mother
has to keep taking pain-killers on a regular basis, which negatively affects her

338 J.P. Pianta



digestive system. Carrying the baby does not help her back. The young boy is
hyperactive, very nervous. Some time after starting school, his teacher calls the
mother to explain that her son presents all the symptoms of ADHD (Attention
Deficit Hyperactivity Disorder) [2]. Ritalin could be a good solution.1

The timeline of this case already suggests events of predictable consequences of
the fall: developmental peculiarities, problematic pregnancy, difficulty in giving
birth, raising a problematic baby. This is where anticipation also comes into the
picture. A certain decision—using painkillers or birth with forceps—leads to a
development that could have been avoided. The case described, and similar mis-
haps, are not rare events. One can possibly predict the negative mechanical and
structural consequences of a trauma, but it leaves out what we cannot fully assess:
the amount of psychological stress, the disturbed neurochemistry that plays such an
important role on communication between structures and organs, the weight of the
emotional burden, the hormonal changes, the possible neurotransmitters variations,
the acidity, the impact on the digestive tract, the impact on breathing, the affected
sensory perception of reality, the fear of experiencing another trauma, a new
consciousness, and finally the social and economical impact. If we could precisely
study all effects, can we be convinced that all of these outcomes would remain
permanent, or last only a week, months, or three years later?

The short summary (based on a real case) of how a certain event affects an
individual points to the need to see every symptom within the larger framework of
the entire body—and even beyond, in relation to others (family, friends, employers,
doctors, etc.).

If we could perfectly study the case of one person, collecting detailed evalua-
tions, could we then with certitude draw the exact same conclusions for another
young girl or young boy who has also suffered a bad fall when rollerblading? The
answer is a definite “No!”—because we are not studying the objective material
damage to a car after an accident, for example, where you find the faulty part and
replace it. Yet we would attempt to evaluate damages to a unique human being,
permanently changing, adapting and improvising in relation to internal and external
factors. We tend to understand, in simple terms, that life reproduces life; but it may
be more accurate to describe life as a permanent creative and original process.

Is there a relationship between the muscular-skeletal system, the nervous system,
and other systems in the body? This begs the question pertinent to this study: Can
chiropractic have a positive effect on organic functions, physiology, biochemistry,
health and well-being—on the whole human being? Or does it pertain only to
muscles and bones and tendons? I will try to answer such questions.

1Ritalin sales have been skyrocketing for the last decade. 83 % increase in the drug use between
2006 and 2010. The Methylphenidate belongs to the amphetamine family.
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2 The Importance of the Vertebral Column

The spine has been called the “Tree of Life,” and has been studied for thousands of
years. From the time beginning in utero until the end of life, the spinal column
protects the spinal cord and goes through constant change. From the C primary
curve fetal position, a secondary cervical curve, known as lordosis (concave pos-
teriorly), starts to develop at around six months, when the baby starts to sit and the
cervical muscles are strong enough to carry the weight of the head. Later, another
secondary lumbar lordotic curve will develop when the baby starts standing up and
walking. A teenager’s spine will adapt during a period of rapid growth; the curves
compensate one another in the best possible way to adapt to gravity. In older ages,
the spine and all directly related structures such as muscles, tendons, ligaments,
fascia, lose elasticity, mobility and the vertebral column might tend to stiffen and to
go back to a postural flexion that can lead to a C posture known as kyphosis
(concave anteriorly).2

The shingles that doctors hang out to identify themselves to possible patients tell
the story: the body’s organs are the names of each medical specialty: neurology,
orthopedics, cardiology, pneumology (pulmonology), endocrinology, podiatry,
hematology, etc., etc. Since the time Descartes set forth his view of the human
body, cutting, reducing, and separating became engrained in our way of thinking
about the organism. It might be useful to keep in mind that the word “individual”
literally means “that cannot be divided”. However, in more recent times, science is
finding out that life is ruled by interdependences and interrelationships. Looking
specifically at a cell of wood under the microscope is interesting, but it cannot
replace the amount of information our senses and nervous system pick up when we
walk in a forest. Despite this, physicians continue to act in the Cartesian spirit.

Without a doubt, specialized and technological medicine has made huge pro-
gress saving and helping lives. However, as far as chronic or non-transmissible
conditions are concerned, there might be a lot more that needs to be studied and
understood. Often blinded by having to treat the complaints of patients who ask for
help when symptoms or pain is most obvious, medical providers rely on a “fix the
part” service, reductionist in its approach. The patient as well as the provider is
guilty in such a case because healthcare should be a matter of anticipation, of
considering possible outcomes of a condition before it reaches the stage where the
symptoms are treated, not the whole person.

Two-thirds of all medical consultations have to do with pain. This quite
understandable priority relies on deducing the immediate symptoms as efficiently as
possible. This attitude prevails in our medical system but it seems to leave aside or
underestimate two factors that play a key role in health and well-being: gravity and

2“Posture affects and moderates every physiological function, from breathing to nervous system.
Despite the considerable evidence that posture affects physiology and function, the significant
influence of posture on health is not addressed by most physicians.” American Journal of Pain
Management.
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evolution. Our body simultaneously fights and adapts to gravity. Here anticipation
is at work in the entire motoric expression [3]. Our posture reflects the way all
structures of our body manage to deal with gravity.

Better than 90 % of the energy output of the brain is used in relating the physical body in its
gravitational field. The more mechanically distorted a person is the less energy available for
thinking, metabolism and healing [4].

The proprioceptors under the feet send information enabling the brain to choose
proper motor answers. Stress information can only generate stress adaptive
response. All muscles of the spine form an aponeurosis3 attached to the cranium at
the level of the occipital line. The relationship between the sacrum and the occiput,
connected by the spinal column, the spinal cord, meninges (Dura Matter), muscles,
ligaments and tendons is rather intimate. The slightest movement of one structure
affects the entity [4]; a weakness in one area can weaken the whole.

The fight against gravity is a full-time job. Cartilage, bone structure, elasticity of
tendons, ligaments, fascia and muscles will tend to progressively lose their elasticity
that will objectively translate into a diminished mobility. Studying the posture and
the walk of a person allows understanding the way various structures work in
harmony with one another.

3 The Propeller Mechanism—An Anticipatory Function

When walking, the right leg moves together with the left arm and the left leg will
move together with the right arm. With the right leg forward, the lower part of the
body could be seen as the blade of a propeller turned to the left, at the same time the
upper trunk will tend to turn to the right with the left arm forward. The center of the
propeller will be located in the lower lumbar spine. It is responsible for 75 % of
back problems. In terms of relationship or interdependencies, we can see that the
left foot, left knee, and left hip move together with the right hand, right elbow and
right shoulder. Interestingly, these leg and arm structures share great anatomical
similarities. They cultivate a close functional physiological relationship for a life-
time. I am grateful that Eberhard Loosch made Nikolai Bernstein’s Atlas des
Ganges und Laufes des Menschen available on the internet. This will further help us
learn about how movement is related to the motoric system.

Considering the upper trunk and head when the right arm moves forward for
example, the shoulder girdle will tend to turn to the left, and at the same time the
head will rotate to the right because of the tension of the right trapezius and the
tension of the left sterno-cleido-mastoid muscles. This mechanism constitutes a
second propeller: the lower blade being the shoulder girdle twisted to the left; the
upper blade being the cervical region and the head. The center of the upper

3Simply put, aponeurosis is a a sheetlike tendinous expansion, mainly serving to connect a muscle
with the parts it moves (cf. http://medical-dictionary.thefreedictionary.com/aponeurosis.
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propeller is at the junction between cervical and upper dorsal spine. It is responsible
for 25 % of back problems.

The body moves forward through the air according to the same physical prin-
ciples as the propeller of a small airplane. There are two propellers: a lower—the
pelvic girdle-shoulder girdle—and an upper—the shoulder girdle-cervical and head.
These two centers of the propellers should work exactly one above the other. If the
centers of the two propellers are not properly aligned, a person will be walking with
a sway, head tilting more on one side than the other, or one longer step on one side,
or one arm balancing more than the other.

We notice the intimate relation of all joints working together, making the same
movements millions of times, sharing information, communicating with one
another and staying permanently connected. Studying posture and gait provides
valuable information for assessing the quality of the relationships among the
structures. Any stress at any specific area can affect the whole, and studying the
whole will allow to understand any specific stress in one area. We anticipate the
firm or unstable surface on which we step and proceed with our movement based on
this anticipation.

Appreciating the interrelation of all structures working together allows antici-
pation of the fact that a minor stress in one joint of the right foot, for example, could
create over some time a chain of negative reactions in the entire body associated to
various symptoms and pathologies. Anticipation pertains to the understanding of
the relationships among all elements involved in motoric expression.

Considering the human body as the sum of separated parts cannot allow an
appreciation for the weight of interrelationships and interdependences.

3.1 The Role of Gravity

One more word about gravity, a physical law that applies to the living and the
non-living: 18 % of our food intake is spent on gravity. Bad posture can only
increase this percentage, creating extra tension on the muscle, spasms, hyper-
tonicity, added pressure on certain joints, as well as more oxygen and sugar con-
sumption, more lactic acid production (possibly leading joint inflammation), and
accelerating the ageing process [5].

3.2 The Role of Change

The second factor often underestimated in crisis intervention, acute, emergency
medicine, is the outcome of change. To focus on the current situation to better
patient quality of life is normal. Anticipating possible secondary effects of our
interventions that could affect a person’s future is no less important. From con-
ception until death, the human body does not know stability. Life is not a single
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event; it is an ongoing dynamic process. Permanent changes are key concepts for all
living organisms. Anticipation-guided medicine has to consider how a current,
timely individual intervention can evolve, i.e., change, over the years. There are no
two identical individuals, but we can anticipate that all individuals are affected by
time, with a tendency for all structures of the human body to lose tonicity, elasticity,
and mobility.

Taking into account several factors, such as a patient’s history, genetics,
hereditary background, way of life, activity, and environment can be interesting in
terms of accumulating data. However, the past cannot determine with certainty the
future of one particular person. Each is affected by his own perception of infor-
mation, his ideas, his conscience, the weight of gravity, and the effects of change
that keep the door open to new possibilities.

3.3 Avoid the Error of Simplifications

From conception, each individual has a unique history and a unique destiny.
Accumulating data about machines leads to artificial intelligence. In the health
system, imposing the same medicine on all individuals presenting similar symptoms
or analogous conditions—i.e., considering all individuals as the same—is an error
of simplification. Diversity, adaptability, complexity nourish life.

Medicine was considered the little sister of physics. This kind of medicine tends to
think in a mechanistic, linear, reproducible way. The paradigms still taught in medical
schools are based on rules elaborated by Descartes and Newton during the 17th cen-
tury. In 1657, Christiaan Huygens and Salomon Coster developed the first pendulum
clock. Watch- and puppet-makers were quite fashionable at the time. A healthy body is
still understood as a clock or a well-made puppet, although today we know better.

Specialization seems to be resulting into more and more specialization. The
family doctor of the past, aware of the specific bio-psycho-social components of
each of his patients, aware of the global picture, had to give up his role to spe-
cialists. An early and proper diagnosis on the teenage girl would have spotted the
multitude of possible consequences for the pelvis from the rollerblading accident.
The stress on the pelvic girdle affects the lumbar spine, the dorsal spine and the
cervical spine. The twisted rotated pelvis cannot allow the full elasticity necessary
for an easier delivery. Having to use forceps is a huge stress on the cranium, on the
atlas-occiput relationship and on the baby’s central nervous system [5, 6].

The sacrum-coccyx structure, the 24 vertebrae and the occiput work very closely
together. It is possible to anticipate that whiplash and stress to the cervical spine,
due to a car accident, for instance, could produce lower back pain as a secondary
effect weeks or months later; shock to the coccyx-sacrum could later produce
headaches or episodes of vertigo. A traumatic stress factor perceived by the ver-
tebral column and the spinal cord plays a role on the function of the
hypothalamic-pituitary-adrenal (HPA) axis, leading to reduced reactivity and
enhanced negative feedback sensitivity [7].
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4 Chiropractic: The Art of Healing Informed by Science

Chiropractic, since its birth in 1895 in the USA, has opened the door to much
controversy outside and within the profession. Let us notice that over centuries, in
various cultures, manipulation of the body was part of healing. With chiropractic,
strict mechanical, structural explanation was accepted. Many colleagues in medi-
cine around the world integrate the therapeutic mechanistic aspects. For many
others, new horizons found in chiropractic are opening. They are directly related to
new scientific discoveries and new imaging technologies, all of which allow for
better understanding of human brain functioning. Chiropractic science has still
much to do in order to better appreciate the impacts of the adjustment on one
individual. But every day, new scientific studies allow looking at chiropractic with
an open perspective that goes much beyond the strictly physics-based
mechanical-structural explanation of the living. Life is ruled by dynamic interde-
pendences and interrelationships that could not be fully appreciated during the
centuries when the prevalent science strategy was to separate the whole into parts.

The concepts that Daniel David Palmer proposed are well known; but this does
not mean that they are all accepted. There is no need to revisit the history of
chiropractic. Many authors have dealt with Palmer’s ideas. Let us revisit only a few
basic principles.

(1) Rather than separating each part of the individual, Palmer introduced a holistic
vision of the human being.

(2) Palmer broke away from the dualistic distinction of pain-no pain, healthy-sick,
good treatment-bad treatment, and opened the way to more nuanced per-
ceptions of a patient’s state.

(3) Instead of giving the front role to diseases and symptoms, Palmer attempted to
place the individual and his resistance as the very top of priorities to be
considered. Palmer stated that studying pathologies has little effect on pro-
ducing health.

Palmer suspected a relation between the subluxation concept and overall health
and well-being. He considered subluxation to be a stress factor that negatively
affected the spinal column and spinal cord. In other words, an undetected stress area
forces various structures of the body to function with increased efforts. It must be
born in mind that this has an effect on the spinal cord as it carries information to the
brain (afferent) and from the brain (efferent) to everywhere in the human body. It is
conceivable that if an area of the spine cannot work properly and efficiently, it
might expand to other areas of the spine and to structures depending on the integrity
of the central and peripheral nervous system.

The negative effects related to stress were first studied by Selye [8], who in 1935
defined the GAS, General Adaptation Syndrome, having three phases:
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(1) The alarm reaction, where the body tries to mobilize his defense mechanism.
(2) The resistance stage, leading to the possibility to adapt.
(3) The exhaustion stage, when the stress factors are strong enough or last long

enough to annihilate the individual’s capacity to adapt.

According to Palmer’s ideas, the subluxation mechanism leading to possible
dysfunction seems to work in a similar pattern as the General Adaptation Syndrome
that Selye described.

In 2005, the World Health Organization defined the chiropractic subluxation as
“a lesion or dysfunction in a joint or motion segment in which alignment, move-
ment integrity and/or physiological function are altered, although contact between
joint surfaces remains intact.” To a chiropractor, a vertebral subluxation is a signal
corresponding to a specific area of the spine that cannot work at its optimal
potential, thus negatively affecting various neighboring structures, which in turn
have to compensate or to produce extra work, affecting the nervous system,
physiological functions, health, and well-being. The Chiropractor analyses the spine
to find the subluxation (sometimes called “fixation” or “spinal dysfunction” or
“disturbed segmental joint”). He will then “adjust”4 or attempt to correct the sub-
luxation. That is, the chiropractor will manually attempt to release tension in a
precise way at a specific point.

The process of spinal adjustment is like rebooting a computer. The signals that the
adjustments send to the brain, via the nervous system, reset muscles behavioral patterns. By
stimulating the nervous system we can improve the function of the whole body [9].

Since 2008 there has been a great number of papers looking at spinal manipu-
lation therapy and its effect on brain function. This research has demonstrated
sympathetic relaxation and corresponding metabolic changes in the brain, as well as
reduced muscle tightness and decreased pain intensity following a chiropractic
adjustment. The spinal adjustment of dysfunctional joints then modifies transmis-
sion in neuronal circuitries, not only at a spinal level, as indicated by previous
research, but also at a cortical level, possibly reaching deeper brain structures such
as the basal ganglia. People with chronic back pain might display decreased grey
matter and fewer brain cells in many parts of the brain, such as the prefrontal cortex,
thalamus, brain stem, and somato-sensory cortex [10].

4The word “adjustment” belongs to the chiropractic vocabulary. When the word manipulation
refers more to an idea of imposed force, implying a certain wish to control associated to a
pejorative meaning the adjustment concept implies a gentle, very precise move, well tolerated,
agreed.
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4.1 Intelligence and Energy

Palmer also considered the role played by intelligence and energy. Given the goal
of this paper—to see how chiropractic care considers patient health concerns—we
will focus on the definition given by Chiampo [11]: “Intelligence is the general
capacity of an organism to meet novel situations or stimuli (information) by
improvising a unique adaptive response, in particular to resolve a survival prob-
lem.” This is important for practitioners of chiropractic because it suggests that
healing is the outcome of the shared effort of patient and chiropractor.

Innate intelligence is quite busy digesting food, controlling how salty or sweet
our blood is, reproducing, renewing millions of cells per second, keeping the body
temperature within constant limits in the mountains at −20 °C or swimming in
water at 25 °C. Feeling a pulse on a wrist could lead one to conclude that there is
some intelligence at work in the body. When there is no noticeable pulse, it could
mean that innate intelligence has deserted the body.

If we consider that an intelligent life creates new intelligent life every single
second in response to various and numerous amounts of information, internal and
external stimuli, we can understand that absolute reproducible certainty cannot
belong to the image of the living organism. We must admit that life is a dynamic
process, permanently improvising its evolution. If second after second we could
re-create the exact same answers to information stimuli, we could hope to stay
forever young—and possibly live forever. The quality of the individual answer
varies according to factors such as the quality-intensity of the stimulus, differently
perceived according to the individual, age, elasticity, nervous system, resilience,
structural, organic integrity, and energy. The concept of intelligence is important in
the sense that it allows breaking free from mechanistic perspective, opening the
door to anticipation. Flexibility, mobility, freedom, and the capacity to adapt all
play a key role to define survival prerequisites allowing optimal physiological vital
functions. Anticipation and preparedness (for what the body performs) go hand in
hand.

4.2 The Turning Point

Considering the concept of anticipation, Epicure used the word prolepsis, which
means certain knowledge of an object in our mind that we need to have in order to
stimulate understanding, generating a desire to discuss and to study. This appetite to
understand, bound to fundamental human curiosity we might say, is not strictly
based on acquired science, but belongs to some “prescience” mechanism; pre-
science literally translating to “knowing before.” It is expressed in the Latin an-
tecapere that describes anticipation.
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The three main factors governing life have to do with: information-
communication-connection. All structures exchange information permanently, com-
municate with one another, and remain connected for a lifetime. Misinformation, bad
transmission of information, bad communication, or any threat to the connection quality
could only translate into a waste of energy and into various pathological conditions.

The chiropractor makes an analysis, a postural and a mobility assessment, and will
look for what he considers to be a specific stress area in the spine. The chiropractic
adjustment triggers a variety of processes in the body. This adjustment-information will
spread through the entire body. We can expect that the nervous system will notice the
new and introduced adjustment-information-stimulus, and will use it to its best ability
in order to propose an adapted survival answer.

Neither medicine nor chiropractic can claim that we know why some remedies
work and others do not. Dr. Ralph Gay (mentioned at the beginning of this paper)
was asked: “How does chiropractic care work?” His answer: “Why does any form
of treatment work?” Gay also took note of the increasing number of medical doctors
who refer patients to a chiropractor (and even go for treatment themselves). Spinal
fusion is by many orders of magnitude riskier than an adjustment.

5 A Difficult Science

Chiropractic is a difficult course of treatment to fully estimate. But there is progress,
as already mentioned. Chiropractors recognize the complexity and the multitude of
interdependences expressed by the various functions of the human being. We are
aware that the adjustment-information cannot be overlooked by a highly perceptive,
sensitive and intelligent central nervous system in charge of calculating every
second for a lifetime: a unique, individual, punctual, and best possible survival
answer to any information-stimulus. Time is irreversible; the same adjustment
cannot be exactly repeated, just as one cannot twice swim in the same river. The
chiropractor and the patient change continuously.

Reasoning from a purely restricted and structural mechanical standpoint, one
might consider a mechanical correction could affect the structure in a desired way.
But can we still reduce the human body to a clock or a puppet? Can we separate the
structure from the nervous system, the hormonal system, the metabolism, possible
biological variations, or a psychological effect? Linear methods of research do not
allow for the various fields of possible responses.

Edward Lorenz, the father of the Chaos Theory, showed that even minute
changes in the input data can create enormous changes in the output. His findings
translated into the famous “Butterfly Effect.”

An adjustment of the spine might be such a minute change in the input. Modern
mathematics states that complex patterns can arise from simple causes; simple
mathematical equations can produce a wide variety of complex patterns that
resemble those seen in living nature.
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Falling on the pelvis can affect a whole life, possibly the life of relatives and
even the life of a child to come. Subnormal mobility of the vertebral column due to
trauma can create negative effects, objectively measurable or not, now or in the
future. The chiropractic adjustment constitutes a way to anticipate the worsening of
a given fragility at a given time. One can assume that an adjustment, although
directed at the structure, has the ability to stimulate various and complex adaptive
answers selected by the central nervous system.

For decades, chiropractors adjusting patients have reported life-changing expe-
riences. But it would be more beneficial to all of us to better understand what
happens with one adjustment. More studies are needed if we want to remain
committed to treatments that preserve life.

6 Concluding Considerations

The greatest danger comes from those who are convinced they have the right and
definite answers. The “common sense” view maintains that more spending on
healthcare systems, more healthcare, and ever more sophisticated drugs and treat-
ments will lead to better health. It is time to challenge such so-called “common
sense.” Does more healthcare lead to better health? Instead of reacting to symptoms,
diseases, and pain (reaction will remain necessary), why not mine the innate
intelligence of life in order to promote an anticipatory approach to health and
medical care?

It should be recognized that the most fundamental question in medicine is why disease
occurs rather than how it operates after it has occurred; that is to say, conceptually, the
origins of disease should take precedence over the nature of the disease process [12].

The anticipatory systems perspective facilitates the consideration of several
possibilities, transcending the falsely reassuring system that has been in place for
centuries. “We might be living a revolution at the beginning of the 21st century, a
second Cartesian revolution” [13].
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Anticipation in Motion-Based Games
for Health

Rainer Malaka, Marc Herrlich and Jan Smeddinck

Abstract Digital motion-based games with affordable tracking methods for full
body tracking allow users to play computer games controlled with body move-
ments. They can be used as so called exergames, combining exercises and games.
Exergames have three major benefits: (1) they can raise motivation for doing
exercises through immersive interactive game play; (2) they can give users feed-
back regarding physiologically beneficial movements and aggregate performance
over time; (3) they can be adapted to the individual user. This is a great chance, but
also a great challenge in the development of exergames. When employing exer-
games as games for health, e.g. in physiotherapy, many patients (players) display
individual predispositions and abilities with temporal variations. Anticipating and
adapting to physical ability and individual training goals on various timescales
require subtle mechanisms that capture differences for individual users. We discuss
and analyze adaptivity requirements and implementation approaches for anticipa-
tory techniques in this context.

Keywords Adaptivity � Anticipation � Exergames � Therapy � Human-computer
interaction � Games for health � Rehabilitation

1 Introduction

Motion-based games for health (MGH) are a kind of serious games aiming for
involving users in gameplay that often use full-body input in order to implement
interactive physical exercises. In recent years, such games have gotten growing
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scientific and commercial attention. These games can either address just general
fitness of healthy players or specific needs of people who need individual training
or treatment [1–5].

One reason for the success of MGH is tied to the fact that computer games are
one of the most successful genres of digital media. They address the fundamental
human desire to engage in playful activities. Huizinga’s concept of the homo ludens
[6] identifies game play not only as something innate in mankind, but also as a
principle that leads to cultural evolution. If we enter the magic circle of a game, we
obviously follow a quite natural instinct [7]. The fun of gameplay can be turned into
a motivational driver for involving people in activities with a serious purpose.
Games for health and fitness (exergames) are based on this principle.

In combination with new game console technology and advanced tracking
methods, games for health and fitness have turned into a mass-market phenomenon.
In combination with the automated feedback and the evaluation of the player’s
objective activity, custom programs and personalized sessions can be designed to
act as a virtual personal trainer. With this technology, not only young and healthy
gamers can be addressed. Patients undergoing rehabilitation, older adults, and
people with special needs can benefit from custom exercises with individual
monitoring and feedback, especially in situations in which a therapist is not
available and/or due to prohibitive cost [8].

A central challenge for MGH is adaptability, that is, to adapt exergames to the
specific abilities and needs of individual users from heterogeneous target groups [9–
11]. Recent research and development aims for automated adaptation (adaptivity)
[10]. An adaptive digital system can take numerous contextual factors into account,
such as physiological, cognitive, and situational parameters [12, 13]. Adaptation for
MGH is required with respect to several different layers and timescales. First, there
are principal, more or less constant, differences between individual users and
specific target groups that have to be addressed, e.g., the body height and other
properties that do not change, or change very slowly (such as biological age).
Second, the system has to support medium-term changes, i.e., over several days,
weeks, or months, which are often aligned to typical recovery cycles, but may also
result from acute disease or acute episodes of chronic maladies. Third, the system
has to anticipate very dynamic short-term changes and fluctuations, i.e., daily
changes in user performance (feeling tired, forgot to take medicine, etc.). As an
additional complication, these timescales apply to multiple layers of heterogeneity
(which introduces variance) that can be classified as follows:

• Heterogeneous general application areas, such as MGH for stroke patients,
MGH for children with cerebral palsy, MGH for phantom pain, etc.

• Heterogeneity within those target groups. Commercial mass market and pure
entertainment games can afford to target a comparatively thin slice of a normal
distribution of their potential users which will cover a great proportion of the
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users but leaves out the users deviating from this norm. Games for health cannot
afford to leave somewhat deviating users behind and the variance with regard to
individual capabilities and needs can be quite extreme.

• Heterogeneity within any individual user/patient (e.g. with regard to varying
capabilities and requirements at different times, as illustrated above).

2 State of the Art

Exergames for physiotherapy, rehabilitation and prevention (PRP) have been a
prominent research topic for a decade now, and the effort in scientific research is
growing steadily. Systems focus on information; explanation and teaching or active
support of physiotherapy, rehabilitation, and prevention (PRP) [14]. General
exergames without PRP focus [15] are already available on the game market.
A number of studies could prove the effectiveness of exergames for a number of
target groups (e.g. stroke patients [16, 17], Parkinson’s disease patients [1] or older
adults who face rather general age-related challenges [18]).

Exergames involve users in dual-task scenarios [19, 20]: they have to both act
cognitively in the game (learning the rules that the game-mechanics entail, devel-
oping and enacting strategies, tactics, etc.) and to practice physical exercises. In
classical PRP, such conditions are appreciated and considered to be especially
effective. However, the mappings and appearance have to be designed with respect
to the target group and the needs of the user [21]. For older adults, for instance,
age-related constraints have to be taken into account [22]. Next to an individual
adaptation to skills, the psycho-physiological condition of the user is key to
reaching a certain game experience for all users [23, 24]. Automatic adaptation
using modern sensor technology can be used to achieve dual flow, i.e. matching
both skills in the game and exertion to the difficulty level of the game and the
exercises [25].

In contrast to conventional instructions in PRP based on exercise instruction
sheets, exergames have a number of advantages, in particular support for motiva-
tion, feedback, and analysis and can lead to a more efficient performance of the
exercises [11, 26]. Some motivational dimensions and therapeutic effects have even
been shown to be significantly in favor of MGH in comparison to instructions by a
live physiotherapist [27]. Another benefit of MGH is that, unlike a real therapist, the
instructions are always available, and they may also serve to gather a consistent
objective view of one’s therapeutic progression. Contrary to a widespread mis-
conception, playing computer games is not an activity only for young people, but
also for older adults [28], who show growing interest in computer games that can
contribute to their physical and cognitive well-being [10, 29].

The challenge in PRP is to keep a constantly high level of effective treatment
quality. This is difficult due to several problems, in particular when patients practice
their exercises without supervision. The self-controlled adherence to the correct
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execution and right number of repetitions is a dominant problem [26, 30]. Even
life-threatening diagnoses do not ensure a high quota of adherence to the exercise
plan, as was shown with cardio patients [31]. Feedback, encouragement, social
interaction and emotional engagement in particular can make a positive difference
[32]. Hence, exergames can be ideal vehicles, as they can include such factors. The
wealth of sensor devices for the game market, such as vision- or motion-based
controllers, made it possible to use devices originally designed for entertainment
purposes also for PRP with positive results [33].

In addition to sensing and proper game control mappings, user- and
context-dependent adaptation is necessary. Even though early user-adapted systems
were received quite critically [34], today many software systems successfully
employ subtle adaptation mechanisms. Particularly in games, it is an aspect of
balancing, which aims for leveling out differences of individual players [35] and
allows for similar player experience, even though the skills may vary [36]. Such
concepts are also discussed for exergames [37, 38], where physiological data can be
used for online adaptivity and customization [39, 40].

User models for continuous adaptation for individual players have been pro-
posed [41] and used, e.g., for games for depression prevention [42]. More generic
ways of adaptation for exergames have been discussed in recent research [2, 42,
43], but the present approaches are still largely reactive in their adaptivity. The
following section provides an example of a contemporary approach to adaptive
exergames (or MGH).

3 Towards Adaptive Ad Personalized Interactive MGH

How should an ideal MGH adapt to a user? This is a complex questions and we
want to illustrate this claim with the example of a rather simple exergame for
Parkinson’s disease (PD) patients [1]. In the game StarMoney, the patient stands in
front of a monitor and is tracked with a vision-based sensor. The task is to make
wide movements with the arm in order to follow a trace of stars that is dynamically
generated. Each star that is hit can be caught and in turn can be collected as a point
for the user’s score (Fig. 1).

There are basically three game-related parameters that can be adjusted:

1. The scaling of the mapping of the user´s hand to the position of the hand on the
screen. This could, e.g., compensate for various arm and body sizes of the users.

2. The size of the virtual hand. This would relate to the required accuracy for
hitting the stars.

3. The only dynamic parameter would be the timing, i.e., speed of the trail of stars.

StarMoney is a simple game with only very limited game mechanics. Other
games might have a multitude of adaptable parameters. If we consider a certain
user, we could measure the arm length or, even better, the area that can be reached,
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response time, and accuracy and set the parameters accordingly. However, this will
not suffice if we consider dynamic aspects. These play a role on various time scales
[10]:

– During a game session: in many exercise sessions it takes some warm-up or
activation times until patients reach their level of physical ability. In particular
PD patients often suffer from a remarkable stiffness, which is reduced after some
activation exercises

– Positive effect due to training: If the PRP is successful, the exergames can lead
to increased performance from session to session

– Negative effect due to aging or progression of a disease: In particular for PD, but
also for aging, we have to expect a progressive decline of physical ability on a
long term time scale

– Individual performance variances: due to many factors, the day-to-day perfor-
mance can vary a lot. This can be due to infections, other treatments, medica-
tions, etc.

These temporal aspects show that dynamic variations are a challenge to the
automatic adaptation of exergames—in particular because the users themselves
adapt and anticipate the dynamics of the system. Such co-adaptation of both user
and system can lead to mutually unpredictable effects that can be positive or
negative [44, 45]. Human adaptation to exergames has been observed in a number
of commercial sports games: for example, in Wii Tennis, where after a while some
users no longer execute full arm movements, but rather just move the hand with the
controller, resulting in the same in-game effect. Thus, if users learn—either con-
sciously or unconsciously—that the system adapts to low performance by lowering
the physical demand of an exercise, they might trigger a spiral of succeeding easier
exercises.

This negative dual-adaptive process however has not been observed in our
studies with adaptive exergames. In contrast to sports games that focus on a game
and not on a sustainable training effect of the physical movements, exergames with

Fig. 1 Exergame for PD
patients: StarMoney

Anticipation in Motion-Based Games for Health 355



clear physiological goals seem to be less prone to this effect. Patients typically state
that they are aware of the “serious” aspect of their interaction with the system. They
can therefore be more willing to accept sub-optimal scores [10] and may be hesitant
to exploit adaptive systems. However, since it is likely that not all users are like
this, it seems advisable to implement maximal relative offsets per adjustment cycle
[27] and to boost/decrease extreme positive or negative developments with the
motivational tool set of game design. It also seems likely that therapists will con-
tinue to play at least a role as sporadic advisors/supervisors in adaptive systems for
MGH in order to prevent undesired positive or negative spirals.

4 Components of Adaptive Exergames

Considering a simple overarching model and building on the work of Adams et al.
[46], in order to realize an adaptive exergame, we need to consider the following
elements:

(a) Sensors
(b) Models for estimating the user’s psycho-physical state
(c) Adaption strategies

4.1 Sensor Technologies for Adaptive Exergames

In order to build an adaptive exergame, the system must reliably detect the state of
the user and assess the user’s performance and fitness. Many exergames are vision
based and thus the visual input is the key for tracking the user and the exercises.
Alternative tracking is often done with motion sensors (e.g., with Wii controllers or
mobile phones). Less common are sensor mats or devices like the Wii balance
board. Even less common are complex medical devices, such as gait rehabilitation
devices or rehabilitation robotics. Additional sensors can also be used to directly get
data related to the user’s physical condition. Such sensors can be heart rate or blood
pressure monitors, multiple degree-of-freedom motion-trackers, among others. In
principle, many combinations of sensors are possible and as a result of sensor data
fusion, the user’s state can be measured more and more comprehensively.

4.2 Psycho-Physical User Models

User modeling has been a research topic for the last 20 years. Usually, user
modeling aims for classifying users in groups according to user data such as
demographic attributes (e.g., age, gender) or behavioral patterns (e.g., activities
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with an interactive system). Such methods use, for instance, classification tech-
niques such as cluster algorithms, nearest neighbor classifiers, or neural networks.
For exergames, such user models can be a starting point. However, they have to be
extended with respect to physiological and psychological aspects, both reflecting
static as well as dynamic aspects. Examples for factors related to static aspects are:

– Physical abilities and limitations (e.g., arm flexibility, vision, …)
– Diagnosed diseases (e.g., PD, diabetes, …)
– Risks (e.g., high blood pressure)
– Treatment/Therapy (e.g., exercises against back pain)
– Training goals
– Game-related factors (e.g., high score)

More dynamic aspects are:

– Accuracy of the exercises (on the basis of the tracking data)
– Physiological data (e.g., heart rate)
– Exertion (relative to personal condition)
– Performed repetitions
– Game-related factors (e.g., score)

Based on these factors, user profiles can be compared with those from other
users (or prototypical users), with historical data and with pathological models, in
order to assess training progress. In many models, the user model consists of rather
simple data sets. More subtle models would not just collect flat data, but include
deep models. Thus therapy or treatment could be an elaborate model of an actual
physiotherapeutic treatment for the individual user.

4.3 Adaptation Strategy

The adaptation of motion-based games for health needs to be discussed along a
number of basic dimensions, such as:

– Automated versus manual adaptation
– Adaptation with regard to exercise and game
– Temporal aspects of adaptation
– Granularity of adaptation, complexity, etc.

With manual adaptation, users have full control on all settings. Moreover, other
persons, such as physicians or therapists, can use adaptation interfaces in order to
customize exergames for their patients. But even though adapting parameters by
hand allows for control of all settings, it has two main disadvantages: (1) it can be
cumbersome if too many parameters have to be adjusted; and (2) dynamic changes
cannot be followed easily, thus requiring frequent updates [27]. The first issue may
lead to over reliance on the default parameter settings, and thus the power of
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adaptability is wasted. The second issue can lead to precise settings at the begin-
ning, but might entail a continuous drift towards maladjustment or mismatch of the
parameters. Therefore, automatic adaptation methods are necessary. They can, in
turn, be combined with manual methods. Often this combination is used such that in
early phases manual methods are used, which are replaced over time by automated
techniques based on observations. In particular, direct manual adaptation can often
be interpreted as corrections and can be used as reward/punishment cues for
machine learning methods that improve the automated system.

The adaptation can influence both the physical exercises and the game-play. For
automated adaptivity, it is necessary to define goals towards which parameters and
settings are adjusted. Such goals can accordingly relate to both the game-play and
the exercises. In many games, the designers likely want to achieve a good balancing
such that the difficulty of the game matches the player’s skills. This relates to the
flow theory [47], which assumes that players reach a flow state that correlates with a
good player experience when skills and difficulty are well balanced. Similarly, for
exercises, exertion level and exercise intensity have to be balanced in order to avoid
overexertion or ineffective training. The requirement of balancing both aspects has
been formulated as the dual-flow theory [25]. Obviously both aspects are inde-
pendent when contrasting any two persons. A player can be physically very fit but
novice to the game, or vice versa.

Modeling the complex dynamic fluctuations of user performance is a very dif-
ficult task. Advanced models will take medical knowledge into account that would
for instance describe the flexibility and fitness of users depending on age and
diseases during individual sessions (e.g., before and after warm-up) and between
sessions (e.g., with respect to training goals). But even simple models that merely
aim to keep the user roughly in the double-flow state can be helpful [10].

Lastly, the goal of motion-based games for health is usually not just to motivate
the players to occasionally perform exercises, but to support lasting behavior
change. According to the well-established Fogg Behavior Model [48], MGH can
support both the factor of motivation, and the factor of ability, when players are
frequently motivated to exercise on an occasional basis; this in effect contributes
towards moving individuals beyond their “action line,” which in turn facilitates
lasting behavior change.

5 Building Adaptive Exergames

The ultimate goal of adaptive games for health is to integrate all aspects and
components discussed above. This has not been achieved for several reasons. In
particular, there are not yet models that cover all temporal, physiological, and
psychological aspects. The good news, however, is that not everything has to be
done automatically, and even simple models can serve as proof-of-concept. In an
adaptive version of the StarMoney game for PD patients (Fig. 1), we considered
adaptation of timing, accuracy, and the distance that can be reached by the patient’s
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arm (Fig. 2). Using a simple threshold heuristics for the motion (amplitude) of the
arms, we wanted to see in particular, what the effect of an adaptive game would be
over a longer period of time [10].

With a small number of participants, but a study lasting over three weeks, we
could show that the system works and was well received. Adaptation did not
confuse the users. The perceived difficulty correlates with performance. The
patients expected a high level of challenge and were not very confident of their own
success. The study showed that the amplitude (range of motion) actually developed
positively over successive game rounds, and we observed an objective increase for
all participants.

In a more recent development, results from a medium-term study of exergames
for physiotherapy and rehabilitation with 30 participants in the situated context of a
physiotherapy practice indicated that automated adaptive versions of exergames—
even when building on simple rubber-banding heuristics—can be roughly on a par
with manually adaptable versions regarding user performance and experience. At
the same time, therapists appreciate the adaptive versions due to the lessened need
for manual effort [27].

6 Towards Anticipatory Exergames

The approaches summarized in the state-of-the-art sections and introduced in the
examples from our own practical implementations have in common that these
contemporary adaptive exergames are still largely performance-based and reactive.
This means that the system reacts after deviations from a more optimal course of
developments are detected. In many cases this means that a system even made an
adjustment that worsened the situation, only in order to then readjust. Bringing true
anticipation into practical adaptive MGH (e.g., by relying on more predictive user
and/or group models, likely in combination with known models for average
therapy/rehabilitation progressions and context models), might help to eliminate
this systematic over- or under-shooting and produce settings progressions that meet
the patients’ needs much more precisely. From the perspective of a general model,
this means moving from a system based on a performance evaluation and an
adjustment mechanism that takes only the most recent performance evaluation into

Fig. 2 Adaption possibilities for the StarMoney game: timing, accuracy, range of reach
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account to an adjustment mechanism that also takes an anticipated reaction to
upcoming changes and anticipated development into account. This follows the main
aim of preventing overstraining or under challenging the players (cf. Fig. 3).

Anticipation in relation to games for health has been discussed by Nadin et al. in
the context of the project Seneludens [49] and Amazing Grace.1 According to the
focus of that work, anticipation is expressed in action. It is an indicator of the ability
to adapt to changes, an ability which decreases with aging. Motion-based games
can arguably play a beneficial role in retaining or improving the anticipatory pro-
files of individual players. The view presented in this paper highlights the potential
an anticipatory component in the adaptivity of a motion-based game system to the
needs and capabilities of a user, thereby providing an additional perspective to the
role of anticipation in the context of games for health.

7 Conclusions and Discussion

Exergames are a very promising approach for increasing the motivation and
adherence of people who need to perform exercises on a regular basis, and to
increase the likelihood of achieving effective and safe exercising. The users can be
healthy individuals with general fitness goals or patients who need to do exercises
as part of some rehabilitation or physiotherapy program. Exergames generally have
the potential to provide three positive aspects: motivation, feedback, and cus-
tomization. Considering the human being’s natural playfulness, motivation can be
increased and thus may lead to a more sustainable training program and long-lasting
adherence to the scheduled exercises. Tracking with modern sensor technology
allows for precise guidance on how to perform certain exercises correctly.
Moreover, the system can use the tracking for feedback. This can be live feedback

Fig. 3 Moving from reactive adaptivity to anticipatory customization

1Nadin, M., Personal Communication. See also: http://www.youtube.com/watch?v=RaUJ_
Hpfwm4 and http://www.anteinstitute.org/index.php?page=seneludens.
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during a training session, reflective feedback after a session, and development
feedback on the changes in performance over a longer period of time.

Adaptive exergames are an important step forward in personalizing exergames to
the needs of users. In principle, many temporal, contextual, physiological and other
personal parameters can be used to either manually or automatically adapt the game
and/or the exercise program. So far we have seen some first adaptive exergames.
More subtle models will allow for more complex adaption strategies. In the long
run, we expect exergames to become reliable personal trainers that may anticipate
many factors in order to guide users through a personalized and optimized training
program, avoiding the “need of prior mistakes” that is inherent to many contem-
porary adaptation strategies.
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