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Abstract. For the endangered fish totoaba (Totoaba macdonaldi), as for other endan-
gered species, the relative amount of environmental variability in demographic rates at
various life stages is uncertain. Because of the ontogenetic migratory pattern of this species,
four life history stages, (a) prerecruits, (b) juveniles, (c) pre-adults, and (d) adults, expe-
rience different environmental conditions. We used a diffusion equation approximation of
random L eslie matrices to explore the effects on extinction risk of environmental variability
in each of these life stages and correlation between stages. Variability in pre-adults and
adults had a greater effect on the probability of extinction than did variability in prerecruits
and juveniles. In general, correlation between stages increases the rate of increase of the
variance of the logarithm of abundance and, hence, the probability of extinction. For ex-
ample, when all life stages vary coherently, the rate of increase of the variance is the square
of a weighted sum of elasticities, while when all stages vary independently, the rate of
increase is the same weighted sum of the squared elasticities. The maximum extinction
rate occurs when all life history ratesin aLeslie matrix vary coherently. Specifically, when
the coefficient of variation is the same in each parameter, the rate of increase of the standard
deviation of the logarithm of abundance equals the coefficient of variation of the environ-
mental variability. We also evaluated the accuracy of the diffusion equation approximation
by comparing predicted extinction rates with those from Monte Carlo simulations of totoaba
with variability in each of the four stages. The diffusion equation approximation accurately
predicted probabilities of extinction in all cases except one, random variability in recruit-
ment, where it underestimated simulation results substantially. This is apparently due to
the large random jumps in abundance in this case. The diffusion equation approximation

accurately predicted quasi-extinction of the adult portion of the population.
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INTRODUCTION

Totoaba (Totoaba macdonaldi) is a long-lived
sciaenid fish endemic to the Gulf of California. The
totoaba population has been brought to its current en-
dangered status by a variety of anthropogenic factors
(see Cisneros-Mata et al. 1995). Adults were heavily
fished for over 50 yr until 1975, when the fishery was
banned, and poaching persisted through at least the
early 1990s. Juveniles (called *“machorros’”) are com-
mon in the by-catch of the shrimp fishery. Pre-adults
are affected by a sport fishery in the northern Gulf of
Cdlifornia (Fig. 1). The spawning and nursery grounds
of totoaba have been altered by control of the Colorado
River flow and agricultural waste, which is thought to
have had a negative impact on the survival of very
early life stages of totoaba.

Strategic planning for protection and recovery of this
endangered fish requires estimation of the effects of
various anthropogenic influences on the risk of extinc-

Manuscript received 31 July 1996; accepted 14 January
1997.
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tion. Estimation of these risks requires knowledge of
the way in which the random environment influences
this population. While there is enough information to
estimate average rates of survival and reproduction,
and the population seemsto have been roughly constant
in recent years, we do not know how the random en-
vironment influences various stages in the life cycle of
totoaba. The nature of this random influence, i.e., the
relative magnitude of environmental variability on life
history parameters at different points in the life cycle,
has both a critical effect on probability of extinction
and a potential influence on the response of the pop-
ulation to proposed improvements in habitat and ex-
ploitation. We need to know, for example, whether ran-
dom variability in early life history stages is more im-
portant than random variability in later life history
stages, asregards probability of extinction. Thisknowl-
edge will help set priorities for future research aimed
at determining the actual levels of variability in sen-
sitive stages.

Most previous approaches to population viability of
other age- or stage-structured species have focussed on
the behavior of deterministic population models. These
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Fic. 1. Various habitats of different life stages of totoaba
in the Gulf of California, Mexico. Adults (7—25 yr old) spawn
near the Colorado River (1); juveniles remain there during
their first 2 yr; adults and pre-adults (3—6 yr old) concentrate
south of the spawning/nursery grounds (2); in winter, pre-
adults and adults migrate farther south (3).

typically have involved computation of sensitivities or
elasticities of the rate of growth of deterministic age-
or stage-structured models. For example, Crouse et al.
(1987) numerically explored the effects of variation in
life history parameters on therate of increase of astage-
structured model of loggerhead sea turtles, then com-
pared results to analytical computations of sensitivity.
In another example, Doak et al. (1994) compared elas-
ticities of various parameters of a stage-structured mod-
el of desert tortoise to numerical computation of the
effects of realistic (not infinitesimal) changes in pa-
rameter values on the rate of increase. Moloney et al.
(1994) computed the actual dependence of the change
in the rate of population increase on the magnitude of
changein various parameter val ues using a matrix mod-
el of a Wandering Albatross population.

These deterministic approaches to population via-
bility analysis will not necessarily accurately describe
the effects of life history on the probability of extinc-
tion. In fact, they may not even accurately describe
their effects on population growth rate. Stochastic mod-
els are required to accurately predict rates of increase
and probabilities of extinction. For example, Tuljapur-
kar’s (1990) *‘ crossover effect’” impliesthat asincreas-
ing amounts of random variability are added to two
deterministic populations with different population
growth rates, the relative order of their growth rates
can be reversed.

In addition to their work on the deterministic model
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Doak et al. (1994) evaluated stochastic effects of vari-
ability in life history parameters through simulation,
and addressed the effects of correlation among these
parameters. In particular, they examined the impact of
correlated random variability in life history parameters
on random growth rate of the population by viewing
the population abundances that resulted from Monte
Carlo simulations as estimates and by computing their
95% confidence limits. Their analysis showed that cor-
relation among parameters in their example increased
the distance between confidence limits, but their char-
acterization of resultsin terms of confidence limitsdoes
not directly reflect their effects on the probability of
extinction. Confidence intervals express the probability
of being below a certain abundance at atime t, but do
not include the possibility of having gone below that
level before time t, and returned to above that level
before time t. Here we use an expression for first pas-
sage time, which more accurately reflects the risk of
extinction.

These studies have not fully evaluated the general,
practical consequences of age- or stage-specific pat-
terns of random environmental influence because the
sensitivity of the deterministic growth rate to changes
in life history parameters does not predict the changes
in growth rate nor probability of extinction. To manage
populations to reduce the probability of extinction, we
need to use realistic stochastic models. Furthermore,
because there is often uncertainty as to the age or stage
at which the random environment influences popula-
tions, a comprehensive understanding of the conse-
guences of randomness in various stages is needed for
(1) making robust decisions regarding corrective ac-
tions to reduce the risk of extinction and (2) directing
future research to areas with greatest potential impact.
In addition, studies such as that of Doak et al. (1994)
point out that we need to know how correlation between
parameters affects the probability of extinction.

One could approach this need for a general under-
standing of the effects on extinction probabilities of
randomness in various life history stages using either
an analytical or a numerical approach. The above anal-
yses of specific practical situations were based pri-
marily on numerical simulation, and some population
biologists favor that approach because of its almost
unlimited flexibility. However, numerical analyses
yield results only for the specific situations simulated,
while analytical approaches are inherently more gen-
eral. Examination of analytical expressions can tell
how results will vary with different parameter values
and functional forms, yielding interpretations that
stretch beyond the specific situation and species of in-
terest. Also, with accuracy depending roughly on the
square root of the number of trials timesthe probability
being investigated, many simulations are required for
each case to determine low probabilities of extinction
(Harris et al. 1987). There seems, therefore, as much
reason to include analytical solutionsin the set of tools
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used by biologists dealing with population viability as
thereisin other applied fields (e.qg, fisheries, pest man-
agement), where their value has been amply demon-
strated.

An analytical framework exists for examining the
effects of variability on therisk of extinction, although
it has not been applied much to practical problems (but
see examples in Dennis et a. 1991). Tuljapurkar and
Orzack (1980) showed that the logarithm of total abun-
dance of an age-structured population affected by a
serially independent random environment will be as-
ymptotically normal, and Tuljapurkar (1982, 1989,
1990) provided methods for computing the mean and
variance of this distribution in terms of covariances of
environmental variability in variouslife history param-
eters and sensitivities of the population growth rate \.
These results have been applied to the problem of the
evolution of life histories (Orzack and Tuljapurkar
1989, Tuljapurkar 1990). Lande and Orzack (1988)
modelled these results in terms of a diffusion process,
and gave expressions for probabilities of extinction.
Denniset al. (1991) also described this model and used
it to develop amethod for estimating popul ation growth
rates and variability from time series of abundance of
endangered populations.

Here we describe how we have applied this theory
of random matrix models of age-structured populations
to the practical question of determining how environ-
mental variability in various life history stages influ-
ences the probability of extinction of totoaba. We first
use this analytical approach to derive a simple, graph-
ical method of determining the impact of variability in
each life history parameter on the risk of extinction.
We then test this analytical method by comparing ex-
pected risks of extinction computed from the analytical
method with those from numerical simulations. There
are reasons to test analytical results in practical appli-
cations. Derivation of the analytical method involves
several assumptions of small random noise, hence at
some level of variability it may no longer be valid (cf.
numerical tests of deterministic sensitivity by Lande
and Orzack [1988], Doak et al. [1994], Moloney et al.
[1994]). The results we obtained for totoaba provide a
case study applicable to other kinds of populations.

In the following, we first give a brief description of
the life cycle of totoaba and how we estimated vital
rates for the age-based projection matrix. We then pro-
ceed to the derivation of a simple, general expression
for the rate of increase in the variance in abundance,
which we use to estimate extinction risks under various
scenarios. Finally, we compare analytical and numer-
ical results and discuss sources of discrepancies and
how they can be reconciled.

LiFE HISTORY AND ANALYSIS
Totoaba

Different ontogenetic stages of totoaba occupy dif-
ferent habitats (Fig. 1). Prerecruits (<1 yr old) and
juveniles (1 and 2 yr old) inhabit the shallow upper
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Gulf of California and the Colorado River delta, both
of which are characterized by extremely variable tem-
peratures, salinities, and perhaps pollutant loads. Pre-
adults (3-5 yr olds) and postspawning adults (625 yr
old) are thought to concentrate farther south in more
benign subsurface waters with less-variable environ-
mental conditions (Barrera-Guevara 1990, Cisneros-
Mata et al. 1995). This ontogenetic spatial pattern is
likely to produce different levels of natural variability
of each of the four life stages. Knowledge of the rel-
ative impact on extinction risk of variability in each of
the four stages is needed to assess research priorities
and to formulate management strategies that will be
robust to uncertainty in the ontogenetic pattern of en-
vironmental variability.

To estimate probabilities of extinction, we require
age-specific reproductive and mortality rates as well
as knowledge of variability in these rates. For totoaba,
we have estimated the age-specific pattern of repro-
duction, and computed a crude estimate of adult and
juvenile mortality (M. A. Cisneros-Mata et al., un-
published manuscript). Important uncertainties in-
clude such fundamental characteristics as the rate of
increase of the population, and the life history stages
at which the random environment affects vital rates.
To evaluate the latter, we explore here the effects of
random variability at four different points in the life
history of totoaba: prerecruits, juveniles, pre-adults,
and adults. With regard to uncertainty in the current
rate of increase, recent observations indicate that the
population is no longer declining (Cisneros-Mata et
al. 1995). We therefore explored the various aspects
of viability assuming that the totoaba population was
at a constant level (i.e., growth rate of the average
population, \, equal to 1.0). In general, we expect that
populations of concern in viability analysis will typ-
ically have values of \ near 1.0 because if A is < 1.0
extinction is certain while if A is much greater than
1.0 the population is likely to be increasing. Neither
of these cases would be likely to require refined es-
timates of population risk.

Values of life history parameters were previously
estimated from information on age structure, spawning,
and indices of abundance (M. A. Cisneros-Mata et al .,
unpublished manuscript). An average annual survival
rate of 0.798 for pre-adult and adult females was es-
timated from analysis of the age structure from 1955
to 1990. An annual survival of 0.01 for juveniles (1
and 2 yr old) was obtained using catch-per-unit-effort
data as an index of abundance. We expressed age-spe-
cific reproductive rates in terms of the number of fe-
male juveniles per adult female of a given age that
survive to enter the population each year at 1 yr of age,
and refer to this as per capita recruitment. These were
based on estimates of fecundity at each age scaled to
yield a population growth rate A = 1.0. We used the
resulting recruitment schedule and age-specific surviv-
al probabilities in our analyses of extinction risks here
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Fic. 2. Average annual per capita recruitment and sur-
vival of totoaba. Recruitment ([J) is expressed as females of
1 yr of age per adult female, for a stable population having
100 females of 25 yr of age. Survival (¢ ) represents numbers
surviving at a given age, relative to numbers in the youngest
age class (i.e., 1 yr).

(Fig. 2). The qualitative consequences of results ob-
tained with these parameter values will hold for arange
of values near A = 1.0.

Analysis of extinction rates

In a randomly varying, uncorrelated environment,
the long-run natural logarithm of population abundance
of a population represented by a Leslie matrix will be
approximately normally distributed with mean In N, +
wt and variance o, where t is the time since initial
abundance N,, p is the growth rate of the mean, and
o2 is the growth rate of the variance (Tuljapurkar and
Orzack 1980, Tuljapurkar 1982, 1989, 1990). The
growth rates of the mean and the variance of log abun-
dance are given by:

p=In\— o?%2 (1a)

and

o2 = (1/\)37CH (1b)

where \ isthe dominant eigenval ue of the average Les-
lie matrix L, & is the vector (and &7 its transpose) of
sensitivity coefficients (i.e., partial derivatives of \
with respect to entry c; of the matrix), and C is the
variance—covariance matrix of variability in the ele-
ments of L. The sensitivities of \ to variability in an
element ¢; of the Leslie matrix can be computed from
(Caswell 1989):

N V; Wi
ac, = —J—<W, V) 2

where w; is the j™ element of the right eigenvector (i.e.,
the stable age distribution), v; is the it" element of the
left eigenvector (i.e., Fisher's reproductive value), and
(W, V) is the scalar product of the right and left ei-
genvectors. Elements of the right and left eigenvectors
are (Caswell 1989):

where p, = survival probability at age i and b, = per
capita recruitment for adult females of age i.

Using a diffusion equation approximation, Lande
and Orzack (1988) expressed the cumulative proba-
bility that the population declines below a threshold
size N before time t given an initial size N, as:

IN(N/Np) — t

pt[NlNO] =0 Vi

IN(N/N,) + pt
Vi &

where ®(2) is the area under the standard normal prob-
ability distribution up to z (cf. Dennis et al. 1991).
Rather than true extinction, this expression describes
the probability that the population will drop below a
specified threshold abundance considered dangerous
and undesirable, an approach termed quasi-extinction
analysis (e.g., Ginzburg et al. 1982, Denniset al. 1991).
Lower levels of abundance may be undesirable for a
variety of reasons, such as decreasing probability of
finding mates or increasing demographic stochasticity.
Because variability in parameter values is typically
expressed in relative terms (e.g., as a percentage of the
mean) rather than as absolute variability, we expressed
Eq. 1b in terms of relative variability, using the co-
efficient of variation cv = (standard deviation)/mean.
For each parameter of the Leslie matrix we have, for
example, cv, = S/b for per capita recruitment, where
S, = standard deviation and b = mean per capita re-
cruitment. Substituting this into Eq. 1b yields

o2 = €'De, 4)

where e is a column vector of elasticities of A with
respect to the elements c; of the Leslie matrix, which
is defined in terms of the mean value of the element
as (cf. Caswell 1989):

+ @2 InNMNo)I /o2

10N
=_-—_C

e == 5
= g ®)

where cisthe mean value of the age-specific parameter
C;, and D is a symmetric matrix with elements

Dic = cvicVili (6)

with cv; and cv, being coefficients of variation of the
age-specific rates i and k, and r,, the correlation coef-
ficient between those rates. The indices i and k refer
to the way in which the parameters are ordered in the
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sensitivity and elasticity vectors. For the totoaba pop-
ulation, for which we assumed an age of first repro-
duction of 7 yr and a maximum life-span of 25 yr
(Cisneros-Mata et al. 1995), we expressed the (trans-
posed) vector of sensitivities as:

AN NN
ad b7 d b25 ad pl a p24

Elements of the elasticity vector are written in the same
order.

Formulation of Eq. 4 allows a simple result for a
specific case. If all parametersin the totoaba popul ation
vary by the same relative amount and are completely
correlated, then 2, the growth rate of the variance, will
equal the square of the coefficient of variation cv, or

3T = (7)

o2=cviforcv,=cv,=...=cv,andr,=1 (8)

Thisfollowsfrom the fact that the sum of all elasticities
equals 1.0 (de Kroon et al. 1986, Mesterton-Gibbons
1993). This result provides a benchmark for values of
the growth rate of the variance under other conditions.
cv? is the maximum value of o2 under all possible
combinations of correlation between randomly varying
parameters.

Next we explored the relative influence on the rate
of increase of the variance of different levels of vari-
ability in different stages, and correlation between
stages. We divided the totoaba life cycle into the four
distinct stages that reside in different habitats: prere-
cruits, juveniles, pre-adults, and adults. We considered
different scenarios regarding the point and nature of
variability dueto environmental effects experienced by
the rates of each stage. We assumed that age-specific
rates within stages varied each year in a coherent fash-
ion with a given coefficient of variation. From Eq. 1b
we have that:

02 = [(cvpX + ryev;Y + ry,ev,Z
+ rpaCv,Q)cv, X
+ (rpevpX + cv;Y + rpev,Z
+ r;acv,Qev;Y
+ (rppCVp X + rycv;Y + cv,Z
+ IaCv,Q)ev,Z
+ (rpaCVvp X + racv;Y + rpcv,Z
+ cvaQ)ev,Q 9)

where cv, is the coefficient of variation of rate x, and
r,, is the correlation coefficient between pairs of rates
x and y (x, y defined as: b = recruitment, j = juvenile
survival, p = pre-adult survival, and a = adult sur-
vival). The coefficients X, Y, Z, and Q are the sums of
elasticities related to variability of rates within each

stage:
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We now can rewrite Eq. 1b in terms of a four-dimen-
sional matrix expression:

2= a"Ba

(10)

where a7 = [XYZQ)] is a (transposed) column vector
of elasticities, and

2
cv, CV,CV Ty CVCVyly, CVpCValha
2
CV|CVplj, Qv

B = ‘
2
CV,CVyl gy CV,CV Iy CV

p
CV4CVplap CV,LCV Iy CVLCV, P

p"ap

CV|CV,lja

CVpCValpa
eV, 2

CV|CV,lip

(11)

is a (symmetric) matrix of variability containing all
coefficients specifying the nature of variation of rates
within stages (given by their cvs) and between pairs
of stages (given by r,).

Eq. 10 is a general expression for the growth rate of
the variance that can be used to compute quasiextinc-
tion probabilities (p[N | No]) for populations under var-
ious situations. For example, when all rates vary in a
coherent fashion (r,, = 1, al x, al y), the rate of in-
crease in the variance is:

cVy a)\— oV, & N_ v, L ax
g2 = _l _ +_E _
A 2 A 2 ap TN 23 o P
24
O\ _
ose (12)
)\ '7apl

The growth rate of the variance is the square of the
sum of elasticities over each stage, weighted by the
coefficient of variation of the stage. Note that, as point-
ed out above, if all rates vary with the same coefficient
of variation cv, then o2 is equal to the coefficient of
variation squared (cv?) because the sum of all elastic-
ities equals 1.

In this case, variability within each stage contributes
to the total variability in direct proportion to its elas-
ticities. Thisresult hasauseful graphical interpretation.
If one plots cumulative elasticities of N\ with respect to
age-specific per capita recruitment and survival (Fig.
3), the variance due to variability in a specific stage
(i.e., within arange of parameters on the ordinate) can
be easily determined by reading its relative contribu-
tion to cumulative elasticity on the abscissa. Thus for
totoaba, random variability in survival through the first
6 yr of age accounts for =60% (i.e., [70% — 10%] on
Fig. 3) of the total possible o, whereas variability in
per capitarecruitment over all ages accountsfor ~10%.

A second case of interest is when the environment
randomly affects rates within any stage independently



August 1997 VIABILITY OF AGE-STRUCTURED POPULATIONS 973
0.10— r1.0
0.08 ”“ HlE Cumulative 08
I elasticity Q . . .
- | 3 Fic. 3. Elasticity and cumulative elasticity
S 0.06+ i +0.6 £  of theaverage population growth rate of totoaba
b7 W 2 to changes in survival and per capita recruit-
g ML &  ment. Cumulative elasticity was computed as
0.04+ IFHE +0.4 © the cumulative sum of elasticities to age-spe-
]I £ cific changes in both survival and per capita
Elasticity 1 5 recruitment. The value of a given age-specific
0.02+ ¢ {VHIHHT +0.2 &  elasticity represents its relative contribution to
L 0?2, the rate at which the variance of the loga-
”“l" i hli rithm of abundance increases. The values of o2
0.00+ Hentitl TP - lige +0.0 for coherent variability in several parameters
1 5 9 13 17 21 25 4 8 12 16 20 24 are the sums of their elasticities.
Age (years)
| Per capita recruitment l Survival |

(i.e, ry, = 0, al x, al y) of rates within other stages.
In this case,

25 \? 2 2
o (5% - (2580
i=7 dbi i i

A

vy, & N\ fova & oan_\?
+(|=2> — + (=22 —p.]. (13
(eaan) «(TEnn)
The growth rate of the variance is the squared weighted
sum of elasticities of N\ to changes in stage-specific

rates, weighted by the coefficient of variation. If all
rates vary with the same coefficient of variation cv,

0.60 T
® Ali rates vary, r =1
0.55 1
O Alirates vary, r=0
?0_; 0.50 T ¢ Variable pre-adult survival
_é 0451 4 Variable adult survival
] « Variable juvenile survival
Z 040t ‘ )
£ A Variable per capita
§ 0.35 + recruitment
[}
5 0307
£
w 0257
s}
Q +
~§ 0.20
Nb 0.15 1
0.10+
0.05 1
0.00 e t ; |
0 01 02 03 04 05 06
cv?

Fic. 4. Relationship between o2, the rate of increase of
the variance of the logarithm of abundance, and the amount
of variability in the life history parameters (square of the
coefficient of variation, cv?) using the analytical solution in
a variety of situations regarding life stage and intensity of
variability.

then o2 is proportional to the sum of within-stage elas-
ticities squared, rather than the squared sum of all elas-
ticities involved, as in the first scenario. Thus, Fig. 3
could still be used in this case, but the sums over elas-
ticities would be squared before combining them. This
result, compared to Eqg. 12 immediately shows that o2
will always be less when rates vary independently than
when they vary in a correlated fashion.

Egs. 12 and 13 imply an ordering of the rate of
increase in the variance for cases with equal coeffi-
cients of variation cv in each stage. The variance will
increase faster when all stages vary coherently (r,, =
1), less when all stages vary independently (r,, = 0),
and still lessfor variability restricted to any single stage
(Fig. 4). Also, for a given coefficient of variation, the
sum of the terms in o2 corresponding to each single
varying rate is equal to the variance when all rates are
uncorrelated with the same coefficient of variation, an
additivity property of the growth rate of the variance.
For example, in Fig. 4 we see that for the case when
only pre-adult survival varies, o2 is 0.065; for the case
in which only adult survival varies, o2 is 0.055; for the
casein which only juvenile survival varies, 62is0.025;
and for the case in which only per capita recruitment
varies, o2 is 0.005. The sum of these four rates of
increase in the variance is 0.15, which is the value
corresponding to the rate of increase in the situation
when all four rates vary in an uncorrelated fashion.
This is less than the maximum possible value, cv? =
0.48, the squared coefficient of variation, which is the
rate of increase in the variance with perfect correlation
among stages.

Thusfar we have established how the rate of increase
in the variance of the logarithm of abundance depends
on the nature of environmental variability and the age
or stage where variability is experienced by the pop-
ulation. We next determine the way in which thistrans-
latesinto the probability of quasi-extinction. Thisprob-
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Fic. 5. Dependence of the probability of quasi-extinction (p[N | No]) on o2, the rate of increase of the variance of the
logarithm of abundance for various values of threshold and time horizon, using the analytical solution.

ability will vary depending on how we specify thresh-
old population sizes and time horizons. To describe this
dependence, we examined the relationship between the
o2 and the probability of quasi-extinction p[N | N,] for
several variations about a baseline situation of athresh-
old at 50% of the original totoaba population size and
a time horizon of 50 yr. We analyzed the sensitivity of
the baseline p[N | Ny to thresholds of 10% and 90%
of initial population abundance and time horizons of
100 and 10 yr, respectively. Increasing threshold or
time horizon with respect to the baseline situation in-
creases the probability of quasi-extinction (Fig. 5). For
the three highest thresholds and time spans we consid-
ered (including those of the baseline), the calculated
risks were more sensitive to changes in o2 than for
lower thresholds and time spans, especially at low val-
ues of ¢2, the growth rate of the variance. Thisindicates
that even modest environmentally driven variability
will yield high risks when either small reductions in
population size or moderate reductions over along time
period are detrimental.

A pair of examples demonstrates how the results of
these analyses can be used to compare the effects of
variability in different stages. If the random environ-
ment influences only recruitment of totoaba, as is as-
sumed in fishery analyses for most other species, and
there is 20% variability (cv = 0.2), from Fig. 3 the
variance will grow at a rate of =10% of cv?, or ¢2 =
0.004. From Fig. 5, the probability of a population
decline of 50% in 50 yr is near 0.4. If, on the other
hand, that same level of variability were present in the
juvenile and pre-adult stage (the first 6 yr of life), o2
would be =60% of cv?, or 0.024, leading to a proba-
bility near 0.7 of a decline by 50% in 50 yr.

Numerical tests of analytical results

We have shown how the calculated risk of extinction
depends on underlying assumptions based on an ana-
lytical model. These results are useful only insofar as
the analytical method accurately predicts extinction

rates. We therefore tested performance of the analytical
solutions under various scenarios. We compared ana-
lytical results to Monte Carlo simulations with a sto-
chastic Leslie matrix. For each scenario 2000 trials
were performed, recording the year in which the stock
fell below a specified threshold (first passage time).
One event in this number of trials would correspond
to a probability of 0.0005. The lowest probability of
quasi-extinction p[N | No] given here is 0.015, so that
at least 30 threshold crossings in 2000 trials were rep-
resented. From the binomial probability distribution,
this lower limit yields a standard error in p[N | Ny] of
~0.003 (cf. Harris et al. 1987).

To generate random variability in life history param-
eters, random numbers were drawn from normal dis-
tributions with means given by average survival of ju-
veniles, pre-adults, and adults, and per capita recruit-
ment, and with standard deviations corresponding to
the desired coefficient of variation. The random num-
bers were constrained to lie between 0 and 1 when
survival was varied and to be >0 when recruitment
was varied; if a number fell outside the limits it was
discarded and another was chosen. We then computed
probabilities of quasi-extinction for the same set of
passage times and thresholds described in the previous
section. There are, of course, other approaches to gen-
eration of hiologically realistic distributions of vital
rates (e.g., use of distributions that are between 0 and
1 or greater than O by definition). We chose this one
to determine how a simple, ad hoc approach would
work, and to determine the effects of the truncation
involved. We computed probabilities of extinction for
the analytical method using both the specified mean
and variance in parameter values and the mean and
variance actually realized following truncation.

We first analyzed performance of the analytical so-
lution for situations where a random environment af-
fected vital rates of different stages individually (i.e.,
varying one rate while the rest were fixed). The four
cases considered were: variable per capita recruitment
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Fic. 6. Comparison of numerical and analytical results
for the risk of quasi-extinction (p[N | Ny]) of the abundance
of totoaba as a function of increased random variability in
life history parameters, expressed in terms of the coefficient
of variation (cv) of interannual per capita recruitment and
survival of juveniles, pre-adults, and adults. Analytical results
are given both uncorrected for truncation errorsand corrected.
The time horizon was 100 yr, the quasi-extinction threshold
was 50% of original population size, and A\ = 1.0. In each
case 2000 simulations were performed.

and variable survival of juveniles, pre-adults, and
adults. The risks of extinction computed analytically
reflected the sum of elasticities over each age. These
sums were 0.09, 0.19, 0.37, and 0.35 for variable per
capita recruitment, survival of juveniles, pre-adults,
and adults, respectively (see Fig. 3). That is, the esti-
mated risk using the analytical solution waslower when
recruitment varied alone, intermediate when only ju-
venile survival varied, and greater and virtually the
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same when either pre-adult or adult survival varied
(Fig. 6).

Numerical solutions diverged from analytical solu-
tions as the coefficient of variability increased in three
of the four cases: per capita recruitment, pre-adult sur-
vival, and adult survival (Fig. 6). In two of these cases,
the disagreement between numerical and analytical so-
lutionsis entirely due to truncation of the distributions
of random values in the simulations, in particular the
effect of truncation on the mean. Because specified
mean survival of pre-adult and adults (0.798) was near
the upper bound (1.0), discarding random numbers
>1.0 affected the right-hand side of the distribution,
decreasing the mean, and consequently increasing the
probability of extinction (Fig. 7). Note that truncation
has little impact on the mean and coefficient of vari-
ation in the case in which per capita recruitment varies,
hence accounting for this small effect does not yield
analytical probabilites of extinction that match the sim-
ulated results.

Next we examined behavior of models in which all
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Fic. 7. Variation of actual means and coefficients of vari-
ation (cv) of 500 random numbers generated from normal
distributions with specified means and increasing cvs. Ran-
dom numbers were constrained to lie between 0 and 1 for
survival, and to be >0 for recruitment. The differences be-
tween specified and actual values result from elimination of
numbers falling outside the limits.
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Fic.8. Comparison of numerical and analytical resultsfor therisk of quasi-extinction (p[N | No]) with increasing variability

(cv), when all parameters of the Leslie matrix vary randomly

in complete synchrony (r = 1). Analytical results are given

both uncorrected for truncation errors and corrected. The sensitivity of (p[N | No]) to variable threshold population size and
time horizon was investigated. Baseline represents risk of a 50% reduction of initial total population size in 50 yr. Threshold
and time horizon were increased and decreased relative to the baseline case, with 2000 simulations performed for the numerical

solution. Original population growth rate (\) was 1.

four stages were influenced by a random environment
with the same coefficient of variation. We compared
the completely correlated case with the uncorrelated
case, and for each we examined the effects of time
periods and threshold levels in the definition of ex-
tinction. For the cases in which variability is com-
pletely correlated, projections of the analytical method
using the realized variances matched the simulated re-
sults well (Fig. 8). For cases in which variability in the
various stages were uncorrelated, probabilities were
generally less than the corresponding cases in which
they were correlated, as would be expected from the
effects of correlation on the growth rate of the variance
(Fig. 9). In these cases, the analytical projections fell
slightly below the simulated results, even when the
former use the realized means and variances.

We also tested the diffusion equation approximation
for the case in which the definition of quasi-extinction
involved only adults. The threshold assumed in the
definition of quasi-extinction is often chosen to reflect
the abundance below which dynamics change, i.e., the
presence of an Allee effect. A common Allee effect is
the nonlinear decline in the probability of finding a

mate as abundance declinesto low levels. Other effects
of low population numbers such as inbreeding and
skewed sex ratios, also involve only adults. For these
mechanisms the number of subadults is not relevant,
hence we tested a definition of extinction in terms of
adults only. A second reason for testing this definition
is the failure of the diffusion equation approximation
to accurately predict extinction risk in the casein which
recruitment varies (Fig. 6). Diffusion equation approx-
imations have been known to fail when random changes
are large. Because of the low juvenile survival rate, the
variable recruitment case is the case with the largest
relative annual random change in abundance. This
gives reason to suspect that failure of the diffusion
approximation is the cause of the disparity (see Dis-
cussion). We therefore wanted to test whether counting
only adults, thereby reducing the relative annual
change in abundance while keeping the dynamics the
same, solved this problem. The results were essentially
identical to the case in which total abundance was
counted, except that the diffusion equation approxi-
mation accurately predicted the numerical result in this
case (Fig. 10).
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Fic. 9. Same as Fig. 8, except that parameters of the Leslie matrix were uncorrelated (r = 0).

DiscussioN

The totoaba population appears to be more sensitive
to environmental variability affecting older stages than
that affecting younger stages. This suggests to man-
agers that if the potential impact of the random envi-
ronment on older stages is not accounted for in pop-
ulation viability analyses, they may seriously under-
estimate probabilities of extinction. Analyses of the
impacts of variability in fish populations often assume
that most of the variability isin recruitment, primarily
because recruitment is more easily estimated than nat-
ural adult mortality. For this same reason, it is doubtful
that the expense of an estimate of random variability
in adult survivals will be seen as worthwhile. Rather,
the results obtained here suggest that in the develop-
ment of recovery or protective strategies, we must dem-
onstrate that they are robust to variability in adult sur-
vival (see M. A. Cisneros-Mata et al., unpublished
manuscript).

This result assumes variability in each of the four
life history stages of totoabaisindependent of the other
stages. If variability is correlated, it could have a much
greater effect on the probability of extinction, and the
relative importance of stages could change. The spatial
separation of habitats (Fig. 1) argues for variability in
the different life history stages of totoaba being rela-

tively independent. However, there is some evidence
that the Gulf as awholeis subject to large-scaleforcing
associated with El Nino events.

Our test of the validity of the analytical method due
to Lande and Orzack (1988) showed that it underes-
timates the probability of extinction in the case in
which variability isin recruitment only. Lande and Or-
zack (1988) investigated the accuracy of their analyt-
ical approximation to find that except for a slight over-
estimation by the analytical solution with respect to
simulations (due to the simulation being in discrete
time), the methods showed good agreement. The two
cases presented were a population without age structure
and random growth rate, and a population with two age
classes and random fertility and fixed survival. We have
considered here a population with more age structure,
i.e., with 25 age classes and with entries of the matrix
varying coherently or independently among stages, and
individually. Because (1) other similar diffusion ap-
proximations fail when the jumps in the state variable
or the rate of drift are large (e.g., Ludwig 1976, in
press, Ewens 1964, Grasman and Ludwig 1983), and
(2) the variation in total abundance due to variation in
each of the four stages is greatest for the recruitment
case, we expect this problem is due in part to violation
of the assumption of small changesin the state variable
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Fic. 10. Comparison of numerical and analytical results
for the risk of quasi-extinction (p[N | Ny]) of totoaba as a
function of increased random variability in life history pa-
rameters, expressed in terms of the coefficient of variation
(cv) of interannual per capita recruitment and survival of
juveniles, pre-adults, and adults. In this case quasi-extinction
was defined to be the decline of adult abundance (rather than
total abundance) to less than a specified level. Analytical
results are given both uncorrected for truncation errors and
corrected. The time horizon was 100 yr, the quasi-extinction
threshold was 50% of original population size, and A = 1.0.
In each case 2000 simulations were performed.

involved in the use of the diffusion equation approx-
imation. It could also be due to violation of a similar
assumption in the derivation of Egs. 1a and b. Note
that the variation in total abundance is highest for the
recruitment case because the first age class is so much
larger than the others (due to the low early survival).
As a consequence, when the Allee effect implied in the
definition of quasi-extinction involved only spawners
(i.e., Fig. 10), not juveniles (Fig. 6), this effect was
not present.
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The question of how correlation between stages af-
fects probability of extinction was posed earlier in a
numerical example (Doak et al. 1994), but the general
nature of the influence was not explored. Here we have
shown that, in general, correlation between demograph-
ic rates at different ages increases the probability of
extinction. Furthermore, we have shown that the dif-
ference between correlated variability and uncorrelated
variability is esentially the difference between sum-
ming variability terms squared vs. summing variability
terms, then sgquaring the sum.

The approach taken here expresses the probability
of extinction from a stochastic matrix model more ac-
curately than the confidence interval approach taken
by Doak et al. (1994). Expressing results in terms of
confidence limits expresses only abundance at the cur-
rent time, not the proportion of random population tra-
jectories that have gone extinct up to that time. As an
example of how large the difference between the two
approaches can be, if the stochastic rate of increase
is zero, from Eq. 3 we see that the probability of ex-
tinction up to time t is twice the probability of being
below the extinction level at time t.

The approach taken here may be useful for other
species. Applied population biologists are attempting
to assess population viability and formulate strategies
for recovery of many other populations that have been
reduced to low abundance through human activities
(e.g., Boyce 1992, Burgman et al. 1993, Caughley
1994, Caughley and Gunn 1996). Such efforts are typ-
ically limited by a paucity of the information on life
histories needed to estimate extinction risks. Although
there is usually enough information available to esti-
mate average reproductive and mortality rates, the rel-
ative impact of the random environment on them is
typically uncertain. Because the pattern of random in-
fluences is poorly known, there is a need for better
understanding of how variability at different pointsin
a life history affects extinction risk (Boyce 1992,
Schemske et al. 1994). A graph such as Fig. 3 provides
a method of simply and graphically combining elas-
ticities to determine how variability in different life
history parameters influences probability of extinction.
Although the results incorporate elasticity and are re-
lated to sensitivity of \ to parameter values, the de-
pendence of extinction rates on values of life history
parameters are not as simple as might be expected from
earlier deterministic studies. The relative contribution
of variability in each parameter values depends not just
on its elasticity, but also on the amount of variability
and its correlation with variability in other life history
parameters. Use of a plot such as Fig. 3 for the case
in which variability isin recruitment is limited to def-
initions of quasi-extinction in which only adult abun-
dance is counted. After obtaining o2, one could use the
general relationship depicted in Fig. 5 to estimate the
probability of quasi-extinction for one of the given
pairs of thresholds and time horizons.
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In such evaluations of the impact of age-specific pat-
terns of variability on the probability of extinction,
some of the results obtained here could provide useful
guidelines. For example, one would know that if all
rates varied in a correlated fashion (r = 1), o2 would
be exactly cv?, the squared coefficient of variation.
While this situation may be rare, occurring, for ex-
ample, when all life stages were relatively evenly sen-
sitive to the same limiting factors, such as temperature
or food production, it is useful to be able to calculate
a maximal probability of extinction for any definition
of quasi-extinction and relative level of environmental
variability. It is also useful to know that for a given
threshold and time horizon the risk of extinction will
increase with increasing correlation. This can intuitive-
ly be interpreted as a consequence of the law of large
numbers. Interannual variability of population numbers
is lower when rates vary independently because ran-
dom environmental effects average out, decreasing o2
(and p[N | Ng]). Another potentially useful aspect is
the additivity property of the growth rate of the vari-
ance o2 for agiven amount of variation the sum of the
values of ¢? for single varying rates amounts to the
value of o2 when all rates vary with r = 0 (Fig. 4).

The success of our simple description of the distri-
bution of variability in life history parameters also has
useful implications for other efforts. The simple ap-
proach to simulation of truncating Gaussian variability
in life history parameters when it falls outside the fea-
sible range gave the same result as the analytical meth-
od when the true resulting means and variances were
used. Thus the analytical method gives accurate ex-
tinction probabilities, even when the parameter distri-
butions are skewed. Slade and L evenson (1984) pointed
out the substantial effect that skewness in the distri-
bution of vital rates could have on the distribution of
population abundance. The skewed distribution in their
single example was more extreme than the distributions
produced here, having low-probability, high survivals
outside the range of the symmetrical distribution to
which they were comparing it.

A caveat concerning the models we discussed here
is that they are based on random Leslie matrices, and
thus any form of density dependence is neglected.
Lande and Orzack (1988) suggest their analytical so-
lution will be valid for short time horizons provided
that the difference between initial and modal popula-
tion size is large and initial growth is not limited. The
linear model will yield more reliable results when pop-
ulations are at very low levels, e.g., after an introduc-
tion or when harvested to very low numbers. The latter
is probably a common situation in the case of threat-
ened or endangered speciesif their habitat and carrying
capacity in general have not been severely reduced. If
density-dependent effects are present, for fish they
would most likely be in the relationship between stock
and recruitment. The stock-recruitment relationship
could be simply asymptotic, indicating afixed carrying
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capacity of the larval or juvenile environment (i.e., a
Beverton-Holt type; Beverton and Holt 1957), or it
could be over-compensatory (i.e., aRicker type; Ricker
1954). Since totoaba has been reduced to its current
level by harvest, it islikely that the population is below
densities at which density dependence would be pres-
ent. However, it is also possible that reductionsin flow
to the nursery grounds near the mouth of the Colorado
River have contributed to the decline. Since the totoaba
population does not display the dramatic fluctuations
associated with over-compensatory, Ricker-type mod-
els, it islikely that their stock-recruitment relationship
is asymptotic. In that case reduced flows would merely
reduce the carrying capacity. Results obtained by Ginz-
burg et al. (1990) indicate that a model without density
dependence, as used here, yields conservative proba-
bilities of extinction when the true stock-recruitment
relationship is asymptotic.

The urgency brought on by increased awareness of
declining populations worldwide has prompted ana-
lysts to use simple modelsin short-term effortstowards
the conservation of biological populations (e.g., Soulé
1987, Boyce 1992, Burgman et al. 1993, Caughley
1994, Caughley and Gunn 1996). It is, however, to be
expected that these efforts will need to useincreasingly
realistic, stochastic age-structured models, in spite of
the continuing problem of scarcity of ecological data.
Consequently, future use of extinction models for the
management and conservation of populations will re-
quire continuing improvements in our understanding
of the way in which environmental variability and life
history parameters interact to create various levels of
extinction risk.
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