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Abstract

Several papers addressed ellipse detection as a first step for several computer vision applications, but most of the proposed solutions are too slow to be applied in real time on large images or with limited hardware resources. This paper presents a novel algorithm for fast and effective ellipse detection and demonstrates its superior speed performance on large and challenging datasets. The proposed algorithm relies on an innovative selection strategy of arcs which are candidate to form ellipses and on the use of Hough transform to estimate parameters in a decomposed space. The final aim of this solution is to represent a building block for new generation of smart-phone applications which need fast and accurate ellipse detection also with limited computational resources.
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1. Introduction

The recognition of geometrical shapes formally described by a mathematical model has a long tradition in pattern recognition. The attempts of finding new efficient solutions for detecting parametric shapes in noisy and cluttered images resulted in successful algorithms for lines and circles. They are based on accumulations/voting procedures (e.g. Hough–based methods), interpolation, curve fitting, and so on.

Similarly, the detection of ellipses has been often addressed in the past, although ellipses are more complex parametric curves due to the larger number of parameters. Ellipse detection is the starting point for many computer vision applications, since elliptical shapes are very common in nature and in hand-made objects. For instance, ellipse detection can be used in wheels detection [1], road sign detection and classification [2], object segmentation for industrial applications [3], automatic segmentation of cells from microscope imagery [3], pupil/eye tracking [4], and many more. With the advent of powerful mobile technologies for everyone and the spreading of new generations of smart-phones, the request of new applications running on these devices increased enormously. Despite their limitations, mobile devices are now powerful enough to enable on-board processing of complex data, including images and videos, allowing unprecedented capabilities in terms of applications. As a consequence, the scientific community has recently found large interest to image/video processing on smart-phones, often called embedded or mobile vision [5]. Possible applications range from real time object/person tracking [6], content-based retrieval of framed scene with markerless object recognition [7], face detection [8] (and possibly recognition), blind people aid for movement [9], etc.. As such, even though the advances in technology and multi-core processors will allow ever faster computation, keeping ellipse detection fast has the merit of allowing ever more complex computer vision applications.

Consequently, in this paper we present a new solution for very fast ellipse detection in real images. We choose arcs belonging to the same ellipse very quickly and very reliably by working at arc-level, instead of pixel-level, and by relying an innovative selection strategy. The ellipse center is then estimated exploiting the property of the midpoints of parallel chords, and remaining parameters are estimated accumulating votes in a decomposed parameter space. The good trade-off between efficiency (in the order of 10 ms per image) and accuracy makes this approach a proper candidate for implementation on mobile devices.

The rest of the paper describes the state-of-the-art in ellipse detection (Section 2), focusing mainly on fast algorithms. Section 3 describes in full details the proposed method which resulted to outperform all the existing fast methods Section 4 analyzes the novelties and the influence of the different parameters, also in comparison with other possible approaches. To prove the performance, Section 5 reports several experiments, both on synthetic and real images, including a dataset captured with mobile devices. Both efficiency and effectiveness are evaluated. Section 6 then summarizes the contributions of the paper.
2. Related works

The importance of ellipse detection in image processing is witnessed by the large amount of works present in the literature. Most of the methods for ellipse detection rely on the Hough Transform – HT (or its variants) to estimate the parameters. Since an ellipse is analytically defined by five parameters, these methods try to overcome the main problem of a direct application of standard HT, which is a 5D accumulator. McLaughlin [10] rely on the randomized version of HT (RHT) and aim at reducing the memory usage using proper data structures. Lu and Tan [11] iteratively focus only on the points with higher probability to belong to the a single ellipse, thus reducing the parameter space to five 1D accumulators. A very common and memory efficient approach has been proposed by Xie and Ji [12] and Chia et al. [13], where four parameters are geometrically computed, estimating in a 1D accumulator the last one. Basca et al. [14] speeded up the method of Xie et al. using RHT, thus considering only a small random subset of the initial pairs of points. HT-based methods greatly suffer from noise (which includes both background noise and points belonging to different ellipses) which “dirty” the accumulator. Also, they are computationally intense and rather slow because of the voting procedure on a huge number of edge points combinations.

Instead of reducing the space dimensionality by means of strong assumptions, Aguado et al. [15] propose a decomposition of the parameter space: parameters are estimated in consecutive steps, leveraging previous results. Zhang and Liu [16] avoid unnecessary computations for those combinations of points that cannot lie to the same ellipse boundary by carefully selecting starting edge points.

Other approaches rely more heavily on the symmetry between the points on the boundary. Some methods [17–19] first find and analyze symmetry axes, estimating parameters using the HT, others [20] instead rely on symmetric relationships among boundary points and then adopt a least square fitting method.

All aforementioned methods start the estimation from sets of points, eventually selected according to some kind of geometric constraints. However, when considered unrelated to its neighbors, an edge pixel does not contribute significantly to a correct ellipse detection. A better characterization could be achieved using sets of connected edge pixels, i.e. arcs, which can be generated by linking short straight lines [1,21–24], splitting the edge contour [25–28], or validating connected edge pixels [29]. The ellipses parameters are obtained using ellipse fitting methods [30,31] on a reduced set of arcs, which are obtained grouping arcs according to their relative position and constraints on the curvature [1,21,22,25,26], or ellipse fitting error [23,24,27–29].

Most of the works present in the literature claim high detection accuracy. However, these results are validated mostly on a few synthetic images, and rarely on more than 10 real images, except [1,25]. The execution time for methods that claim to be fast or real-time [1,16,18,21–23,26] has been computed on few images as well, and may increase significantly on different kind of images. In this paper we present a novel method (preliminary works can be found in [32,33]) for ellipse detection that results to be much faster than other state-of-the-art methods, while achieving similar or even better detection performance. We also present two annotated datasets (available on-line) of real images on which we tested both fast and effective methods for a fair evaluation.

3. Method description

We present a novel algorithm for fast ellipse detection designed for real-time performance on real world images. It first selects combination of arcs belonging to the same ellipse and then estimates its parameters via the Hough Transform in a decomposed parameter space. Let us first describe the overall procedure, as outlined in Fig. 1.

As first step arcs are extracted from the edge mask and classified in four classes according to their convexity. We classify edge pixels in two main directions according to their gradient phase and group 8-connected edge pixels in the same direction class to form arcs. Their quality is also improved removing short or straight arcs. Arcs are then classified according to their convexity, computed in a robust and efficient way. By combining the two classifications it is possible to assign each arc to a quadrant, in analogy with the final configuration in a Cartesian plane as depicted in Fig. 2(c). The method is tailored for the detection of visible ellipses, defined as having the boundary partially visible in at least three quadrants. Consequently we search for combinations of three arcs, called triplets, each belonging to a different quadrant. To avoid the combinatorial explosion, we select only triplets formed by arcs that satisfy three criteria based on convexity, mutual position and same pairwise estimated center. A selected triplet forms a candidate ellipse and, already knowing its center, we estimate the remaining three parameters in a decomposed Hough space requiring three 1D accumulators. Candidate ellipses are then validated according to the fitness of the estimation with the actual edge pixels. Since an ellipse may be supported by different triplets, multiple detections with slightly different parameters can be generated. We deal with multiple detections using a fast clustering procedure in the parameter space.

The following subsections will describe the different phases of the algorithm in detail.

3.1. Arc extraction

In this phase we extract arcs from the input image, first by detecting edge points, then grouping them in arcs, and finally classifying arcs based on edge direction and convexity.
3.1. Edge detection

Like most, also the proposed method begins analyzing the edge points, where every edge point \( e_i = (x_i, y_i, \theta_i) \) is defined by its position \( x_i, y_i \) and the phase of the gradient \( \theta_i \). An edge detector is applied on the input image in order to obtain a set of edge points. We chose the Canny edge detector [34] with automatic thresholding\(^1\) because of its properties of good detection, good localization and minimal response. In the detected edge points the gradient phase \( \theta_i \) is obtained through the Sobel operator (already computed in the Canny algorithm).

\[ D(e_i) = \text{sign} (\tan (\theta_i)) = \text{sign}(dx) \cdot \text{sign}(dy) \]  
\[ (1) \]

We discard edge points lying on the classification boundary, i.e. with horizontal \((dy = 0)\) or vertical \((dx = 0)\) gradient direction. An arc \( \alpha^k \) is formed by linking connected edge points of the same direction class:

\[ \alpha^k = (e_{i_1}^k, \ldots, e_{i_n}^k) : D(e_i^k) = D(e_j^k), \forall i, j \wedge \text{Connected}(e_{i-1}^k, e_i^k) \]  
\[ (2) \]

where \( N^k \) represents the number of edge points belonging to the arc \( \alpha^k \) and \( \text{Connected}(e_{i-1}^k, e_i^k) \) verifies the 8-connectivity of two consecutive edge points.

By extension, we define the arc direction \( D(\alpha^k) \) as the direction class of its points. We also define \( L^k \equiv e_1^k \) as the left end point of \( \alpha^k \), \( R^k \equiv e_n^k \) as the right one, \( M^k \equiv e_{\text{middle}}^k \) as the middle edge point, \( \text{BB}^k \) as the bounding box having \( L^k \) and \( R^k \) as nonadjacent vertices, and \( \text{OBB}^k \) as the oriented minimum area rectangle [35] enclosing all edge points \( e_i^k \in \alpha^k \).

Some arcs \( \alpha^k \) are not salient enough to characterize an ellipse and are readily removed: very short arcs \((N^k < \theta_{\text{length}})\) that are mainly due to noise and arcs containing mostly collinear points (shortest side of \( \text{OBB}^k < \theta_{\text{obb}} \)), thus not belonging to the curved boundary of an ellipse. The values of these parameters are specified in Section 4.2.

3.1.2. Arc detection

Every edge point \( e_i \) is classified by the function \( D : e_i \rightarrow (+, -) \) into two main directions according to \( \theta_i \) (Fig. 2(a)). We do not require accurate values of \( \theta_i \), and the classification \( D \) is simply done by checking the signs of the Sobel derivatives \( dx \) and \( dy \).

We find the convexity by comparing the areas of \( U^k \) and \( O^k \):

\[ C(\alpha^k) = \begin{cases} + & \text{if } \text{Area}(U^k) > \text{Area}(O^k) \\ - & \text{if } \text{Area}(U^k) < \text{Area}(O^k) \end{cases} \]  
\[ (3) \]

Equal areas \( \text{Area}(U^k) \) and \( \text{Area}(O^k) \) implies that a meaningful convexity can not be determined (as in the case of inflection points) and therefore the arc is discarded.

Algorithm 1. Get the convexity \( C(\alpha) \) of the arc \( \alpha \), when \( D(\alpha) = + \). Swap \( area_O \) and \( area_U \) when \( D(\alpha) = - \).

\[ \text{function GetConvexity} (\text{Point } \alpha[i]) \]
\[ N = \text{length}() \]
\[ \text{left} = \alpha[0] \]
\[ \text{right} = \alpha[\text{length}() - 1] \]
\[ \text{current}_x = \text{left}_x \]
\[ \text{area}_O = 0 \]
\[ \text{for } i = 1 \rightarrow N \text{ do} \]
\[ \text{if } \alpha[i].x \neq \text{current}_x \text{ then} \]
\[ \text{area}_O = \text{area}_O + |\alpha[i].y - \text{left}_y| \]
\[ \text{current}_x = \alpha[i].x \]
\[ \text{end if} \]
\[ \text{end for} \]
\[ \text{area}_B = \text{right}_x - \text{left}_x \times (\text{right}_y - \text{left}_y) \]
\[ \text{area}_U = \text{area}_B - N \times \text{area}_O \]
\[ \text{if } \text{area}_U < \text{area}_O \text{ then} \]
\[ \text{return} + \]
\[ \text{end if} \]
\[ \text{if } \text{area}_U < \text{area}_O \text{ then} \]
\[ \text{return} - \]
\[ \text{end if} \]
\[ \text{if } \text{area}_U = \text{area}_O \text{ then} \]
\[ \text{discard the arc} \]
\[ \text{end if} \]
\[ \text{end function} \]

Given the functions \( D \) and \( C \), for every arc \( \alpha^k \) we can define the function \( \mathcal{Q} : \alpha^k \rightarrow (I, II, III, IV) \), which maps \( \alpha^k \) to its quadrant (Fig. 2(c)):

\[ \mathcal{Q}(\alpha^k) = \begin{cases} I & \text{if } (D(\alpha^k), C(\alpha^k)) = (+, +) \\ II & \text{if } (D(\alpha^k), C(\alpha^k)) = (+, -) \\ III & \text{if } (D(\alpha^k), C(\alpha^k)) = (-, +) \\ IV & \text{if } (D(\alpha^k), C(\alpha^k)) = (-, -) \end{cases} \]  
\[ (4) \]

The chosen number of classes is four because it is the lowest number that allows to compute the convexity using Algorithm 1, thus reducing the number of triplets combination and allowing to generate edge with enough curvature.

---

\(^1\) https://gist.github.com/egonSchiele/756833.
In order to better understand the arc detection phase, Fig. 4 reports a toy example on a synthetic image where the same color corresponds to the same direction or quadrant.

3.2. Ellipse detection

We define a candidate ellipse \( E \), as a triplet, i.e. a set of three arcs \( T^{abc} = (a^\alpha, b^\alpha, c^\alpha) \) that satisfy a set of criteria and are, thus, likely to belong to the same ellipse. The parameters of each \( E \) are then computed in a HT framework.

3.2.1. Arc selection strategy

Given \( N_1 \), as the number of arcs in the image, the set \( T^0 \) of all possible triplets will contain \( \binom{N_1}{3} \) elements. This number could be extremely high and most of triplets are composed by arcs that do not belong to the same ellipse: a large amount of computation will be wasted to estimate parameters for false detections. The goal of the selection strategy is to generate a subset of triplets containing only triplets \( T^{abc} \) whose arcs belong to the same ellipse boundary.

We define a pair of arcs as \( p^{ab} = (a^\alpha, b^\alpha) \). Thus, a triplet can also be defined as two pairs sharing an arc: \( T^{abc} = ((p^{ab}, p^{dc})) \). The selection strategy first selects pairs whose arcs satisfy constraints on (i) convexity and (ii) mutual position. Then it computes the ellipse center assuming that both arcs lie on the same ellipse boundary. Finally, it finds a candidate ellipse as a triplet composed by two pairs that (iii) imply the same center.

The first constraint on convexity ensures that each pair is composed by arcs in subsequent quadrants (in counterclockwise order):
\[
A(p^{ab}) = \begin{cases} 
\top & \text{if } (Q(a^\alpha), Q(b^\alpha)) \in \{(I, II), (II, III), (III, IV), (IV, I)\} \\
\bot & \text{otherwise}
\end{cases}
\]

where “\( \top \)” and “\( \bot \)” stand respectively for true and false. The subset \( T^1 \subseteq T^0 \) is composed only of triplets whose pairs satisfy the first constraint:
\[
T^{abc} \in T^1 \iff (T^{abc} \in T^0) \land A(p^{ab}) \land A(p^{dc})
\]

The second constraint on mutual position discards pairs whose arcs are incoherent with the same elliptic shape. It is defined, with reference to Fig. 5, by the Boolean function:
\[
M(p^{ab}) = \begin{cases} 
\top & \text{if } (Q(a^\alpha), Q(b^\alpha)) = (I, II) \land (L^x x \geq R^b x) \\
\top & \text{if } (Q(a^\alpha), Q(b^\alpha)) = (II, III) \land (L^y y \geq L^b y) \\
\top & \text{if } (Q(a^\alpha), Q(b^\alpha)) = (III, IV) \land (R^x x \leq L^b x) \\
\top & \text{if } (Q(a^\alpha), Q(b^\alpha)) = (IV, I) \land (R^y y \leq R^b x) \\
\bot & \text{otherwise}
\end{cases}
\]

where \( L \) and \( R \) are the leftmost and rightmost extrema of the arc, respectively, as defined in Section 3.1.2 and the inequalities \( \geq \) and \( \leq \) are defined with a tolerance \( T_{\text{pos}} \), investigated in Section 4.2. The subset \( T^2 \subseteq T^1 \) contains only triplets whose pairs respect the first and the second constraints:
\[
T^{abc} \in T^2 \iff (T^{abc} \in T^1) \land M(p^{ab}) \land M(p^{dc})
\]

The third constraint verifies whether the three arcs \( a^\alpha, b^\alpha, c^\alpha \) lie on the boundary of the same ellipse or, equivalently, that the centers \( C^{ab}, C^{dc} \) implied by the pairs \( p^{ab}, p^{dc} \) of the triplet \( T^{abc} \) are closer than a tolerance \( T_{\text{centers}} \) (see Section 4.2):
\[
H(T^{abc}) = \begin{cases} 
\top & \text{if } C^{ab} \approx C^{dc} \\
\bot & \text{otherwise}
\end{cases}
\]

The subset \( T^3 \subseteq T^2 \) contains only triplets whose pairs satisfy all constraints:
\[
T^{abc} \in T^3 \iff (T^{abc} \in T^2) \land H(T^{abc})
\]

Each triplet \( T^{abc} \in T^3 \) is a candidate ellipse \( E \).

3.2.2. Center estimation

We estimate the ellipse center \( C^{ab} \) for a given arc pair \( p^{ab} \) by means of a well known geometric property of ellipses: the midpoints of parallel chords are collinear [19], as shown in Fig. 6(a).
Thus, the intersection of two lines connecting the midpoints of two different sets of parallel chords is the ellipse center. In order to find the center we need to generate two sets of parallel chords which are not parallel with each other. For clarity, we illustrate the procedure for the pair $p_{ab}$ with reference to Fig. 6 (b). We generate two sets of $N_i$ chords, parallel respectively to the lines $l_i M^a$ and $l_i M^b$ (being $M$ the midpoint of the arcs as defined in Section 3.1.2), having slope $r_{si}^a$, $r_{si}^b$. The influence of the parameter $N_i$ on the overall performance is investigated in Section 4.2. We call $H_{1i}^a$, $H_{2i}^b$ the two sets of their midpoints. The two lines $l_{si}^a$ and $l_{si}^b$ intersecting the points in $H_{1i}^a$ and $H_{2i}^b$ will intersect in the center $C_{1i}^b$. However, especially in real images, the points in $H_{1i}^a$, $H_{2i}^b$ are affected by noise and are not perfectly collinear, and the lines $l_{si}^a$, $l_{si}^b$ have to be robustly estimated.

We estimate the slopes $l_{si}^a$, $l_{si}^b$ of the lines $l_{si}^a$, $l_{si}^b$ using a fast variant of the robust Theil-Sen estimator (Algorithm 2) [36] as the medians of the two sets of computed slopes $S_{1i}^c$, $S_{2i}^c$. We also generate the points $H_{1i}^a$, $H_{2i}^b$ whose coordinates are the medians of the coordinates of the points in $H_{1i}^a$, $H_{2i}^b$. We choose the median approach among other statistical measures to be consistent with the strategy of the Theil-Sen estimator, which adopts the median approach for its robustness to outliers.

Algorithm 2. Get the slope of the line best fitting the midpoints of parallel chords.

```
function GetSlope (Point midpoints[])
    middle ← midpoints.length()/2
    for i = 0 → middle do
        x1 ← midpoints[i].x
        y1 ← midpoints[i].y
        x2 ← midpoints[middle + 1 + i].x
        y2 ← midpoints[middle + 1 + i].y
        slope ← (y2 − y1)/(x2 − x1)
        S[i] ← slope
    end for
    return Median(S)
end function
```

Thus, given an arc pair $p_{ab}$, the coordinates of the center $C_{1i}^b$ can be computed as follows (see Fig. 6(b)) (superscripts omitted for clarity):

$$
C_x = \frac{\tilde{H}_x y - t_2 \tilde{H}_2 x - \tilde{H}_1 y + t_1 \tilde{H}_1 x}{t_2 - t_1} \tag{11}
$$

$$
C_y = \frac{t_1 \tilde{H}_2 y - t_2 \tilde{H}_1 x + t_1 t_2 (\tilde{H}_1 x - \tilde{H}_2 x)}{t_2 - t_1} \tag{12}
$$

We say that the centers $C_{1i}^b$, $C_{2i}^b$ of two pairs $p_{ab}$, $p_{bc}$ coincide and satisfy the third constraint of the selection strategy (Eq. (9)) if they lie within a given distance $\Delta$ of the ellipse center, their pairwise intersection should always identify the center. However in noisy images this is rarely true. For a better estimation, we consider the ellipse center $(x_c, y_c)$ as the median of the coordinates of a set of 7 points, consisting of the two centers $C_{1i}^b$, $C_{2i}^b$, their mean, and the other 4 intersection of the estimated lines $(l_{1i}^a \cap l_{0i}^b, l_{1i}^b \cap l_{2i}^b, l_{2i}^a \cap l_{2i}^b, l_{2i}^a \cap l_{2i}^b, l_{2i}^a \cap l_{2i}^b)$ as represented by gray points in Fig. 8.

In order to find the remaining parameters, the parameter space is decomposed as described in [15] in semi–axes ratio $N = B/A$ and orientation $\rho$. After the derivation of [15,16,37] the values of $N$ and $\rho$ are computed as

$$
N = \begin{cases} 
N_+ & \text{if } N_+ \leq 1 \\
1/N_+ & \text{otherwise}
\end{cases} \tag{13}
$$

$$
\rho = \begin{cases} 
\arctan(K_+) & \text{if } N_+ \leq 1 \\
\arctan(K_+) + \frac{\pi}{2} & \text{otherwise}
\end{cases} \tag{14}
$$

where

$$
\gamma = q_1 q_2 - q_1 q_4 \tag{15}
$$

$$
\beta = (q_1 q_2 + 1)(q_1 + q_2) - (q_1 q_2 + 1)(q_3 + q_4) \tag{16}
$$

$$
K_+ = \frac{-\beta + \sqrt{\beta^2 + 4\gamma^2}}{2\gamma} \tag{17}
$$
3.3. Post-processing

The selection strategy defines three necessary, but not sufficient, conditions for the detection of an ellipse. Candidate ellipses must then be validated to remove false detections. Also, multiple triplets may be found on the boundary of the same ellipse, generating multiple detections of the same ellipse which need to be merged. Since the number of candidate ellipses is much less than the number of arcs, merging multiple detections is more efficient than finding all the arcs lying on the boundary of a same ellipse at an early stage.

3.3.1. Validation

A quality measure is assigned to each candidate ellipse $\hat{\varepsilon}_i$. Recalling that we can get the position of a point $(x, y)$ with respect to the boundary of $\varepsilon_i$ by means of the ellipse equation:

$$f(x, y, \hat{\varepsilon}_i) = \left\{ \begin{array}{ll} 1 & \text{if } (x, y) \text{ is on the boundary of } \varepsilon_i \\ >1 & \text{if } (x, y) \text{ is outside the boundary of } \varepsilon_i \\ <1 & \text{if } (x, y) \text{ is inside the boundary of } \varepsilon_i \end{array} \right. \quad (24)$$

we can define the set $B = \{ (x, y) : f(x, y, \varepsilon_i) - 1 < 0.1 \}$ that contains the points that are close to the boundary. The score $\sigma \in [0, 1]$ summarizes how well the points of the three arcs composing $\hat{\varepsilon}_i$ fit the boundary of the estimated ellipse:

$$\sigma = \frac{|B|}{|\alpha^a| + |\alpha^b| + |\alpha^c|} \quad (25)$$

A candidate ellipse $\varepsilon_i$ with $\sigma > \text{Thscore}$ is considered as valid, otherwise as a false detection and is discarded.

3.3.2. Clustering

Multiple valid detections of the same ellipse are clustered by adopting a variant of the approach described in [38], which allows to assess the similarity of two ellipses $\varepsilon_i, \varepsilon_j$ comparing the distances between centers (Eq. (26)), axes (Eqs. (27) and (28)), and rotation (Eq. (29)) separately:

$$\delta_\varepsilon = \sqrt{(\varepsilon_i x_0 - \varepsilon_j x_0)^2 + (\varepsilon_i y_0 - \varepsilon_j y_0)^2} < \min (\varepsilon_i, B, \varepsilon_j, B) \times 0.1 \quad (26)$$

$$\delta_\alpha = (|\varepsilon_i\alpha - \varepsilon_j\alpha| / \max (\varepsilon_i\alpha, \varepsilon_j\alpha)) < 0.1 \quad (27)$$

$$\delta_\beta = (|\varepsilon_i\beta - \varepsilon_j\beta| / \min (\varepsilon_i\beta, \varepsilon_j\beta)) < 0.1 \quad (28)$$

$$\delta_\rho = \frac{\pi (\varepsilon_i\rho - \varepsilon_j\rho)}{\pi} < 0.1 \text{ if } \left( \frac{\varepsilon_i\beta}{\varepsilon_j\beta} < 0.9 \right) \land \left( \frac{\varepsilon_i\beta}{\varepsilon_j\beta} < 0.9 \right) \quad (29)$$

Ellipses $\varepsilon_i$ and $\varepsilon_j$ are considered as equivalent according to the function $\Delta : (\varepsilon_i, \varepsilon_j) \rightarrow (\top, \bot)$:

$$\Delta(\varepsilon_i, \varepsilon_j) = (\delta_\varepsilon, \delta_\alpha, \delta_\beta, \delta_\rho) \quad (30)$$

All valid ellipses are ordered by decreasing score and compared one by one with the center of each cluster by means of the function $\Delta$. We consider the highest score ellipse as the center of a
given cluster. If the current ellipse cannot be assigned (i.e. is not equivalent) to any cluster, it becomes the center of a new cluster. The parameters are set according to [38].

4. Discussion on the method

This section summarizes the novel contributions of the proposed method, as well as the differences with other methods, and presents a thorough discussion on its parameters are presented.

4.1. Novelty and comparison

Arc generation. In the arc detection step (Section 3.1.2), the coarse gradient direction is computed by means of the Sobel derivatives. Other approaches, such as the Fast Line Extraction (FLE) of Kim et al. [39], approximate curved lines with short lines, and compute the gradient direction from the relationship between their starting and ending points. We compared the gradient computed using Sobel derivatives and FLE on the same data as in [39], i.e. various ellipses which have an axis ranging from 20 to 100 pixels, by fixing the other axis at 100 pixels. Fig. 9 shows the error between the two methods and the direction mathematically computed through differentiation for each boundary pixel according to the known ellipse parameters. Both the average and the maximum errors of our method are smaller than FLE. A more challenging test is reported in Table 2, where, among others, we show the performance on real images of our method and its variant that computes the direction of the gradient relying on FLE, namely [39] + Ours. These results show that the use Sobel derivatives is both efficient and accurate enough.

Arc detection. Arcs are detected by labeling connected edge points within the same direction class, avoiding time-demanding refinements such as the search for inflexion points or sharp turn

![Image]

Fig. 9. The maximum and average error of our method and Fast Line Extraction [39].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Dataset Prasad</th>
<th>Dataset #1</th>
<th>Dataset #2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F-measure (%)</td>
<td>Time (ms)</td>
<td>F-measure (%)</td>
</tr>
<tr>
<td>[14]</td>
<td>23.98</td>
<td>134.98</td>
<td>31.77</td>
</tr>
<tr>
<td>[22]</td>
<td>33.47</td>
<td>7.85</td>
<td>42.58</td>
</tr>
<tr>
<td>[25]</td>
<td>44.18</td>
<td>158.32</td>
<td>45.12</td>
</tr>
<tr>
<td>[16]</td>
<td>21.53</td>
<td>431.95</td>
<td>34.21</td>
</tr>
<tr>
<td>Ours</td>
<td>43.70</td>
<td>5.56</td>
<td>58.52</td>
</tr>
<tr>
<td>[39] + Ours</td>
<td>34.04</td>
<td>8.39</td>
<td>54.44</td>
</tr>
<tr>
<td>Ours + [30]</td>
<td>39.72</td>
<td>7.02</td>
<td>48.93</td>
</tr>
<tr>
<td>Ours + [31]</td>
<td>39.78</td>
<td>7.43</td>
<td>48.82</td>
</tr>
</tbody>
</table>

Table 2 Average effectiveness and execution time (in milliseconds) on the three datasets. N/A = implementations on mobile devices not available.

4.2. Parameter selection

The proposed method is influenced by 5 parameters, Andrea: which may be considered too many, making the algorithm tuning
hard. However, their effect on the performance, both detection effectiveness and execution time, is discussed, showing either their negligible influence on the performance or an easy procedure to tune them. The parameters are tested on two datasets, detailed in Section 5.5, namely Dataset Prasad proposed by Prasad et al. [25] and Dataset #1 proposed in this paper.

Spurious edge and noise removal. During the preprocessing, as discussed in Section 3.1.2, we remove short and straight arcs, that are mainly due to noise and do not have enough curvature to contribute to the detection of an ellipse. We define as short those arcs shorter than $T_{\text{length}}$ (parameter #1). The influence of the parameter $T_{\text{length}}$ is investigated in Fig. 10, where it is clear that either including all edges (left side of the graph) or removing too many edges (right side) has negative impact on the detection effectiveness. The best results are obtained with values of $T_{\text{length}}$ between 2 and 32. However, as clearly depicted in Fig. 10(b), values lower than 8 are very time demanding. As a result, we set $T_{\text{length}} = 16$.

Edges are defined as straight if the shortest side of the respective oriented bounding box is smaller than $T_{\text{obb}}$ (parameter #2). Fig. 11 shows the influence of this parameter on the performance. Both the detection effectiveness (Fig. 11(a)) and the execution time (Fig. 11(b)) decrease with values greater than 3 (Fig. 11(a)). We set $T_{\text{obb}} = 3$ as a good trade-off.

Mutual position. The second constraint of the selection strategy (Section 3.2.1) forms arc pairs only for arcs with coherent mutual position, which is computed analyzing the relationships among the extrema of the arcs, with a tolerance $T_{\text{pos}}$ (parameter #3). In Fig. 12 we show that the impact of $T_{\text{pos}}$ on the method is negligible. We set $T_{\text{pos}} = 1$ to gain some effectiveness (Fig. 12(a)) and keep the execution time at the minimum (Fig. 12(b)).

Distance between estimated centers. As discussed in Section 3.2.2, the third constraint of the selection strategy discards arc pairs whose computed centers are more distant than $T_{\text{centers}} = \tau_{\text{centers}} \times \text{image diagonal}$. As shown in Fig. 13, for $\tau_{\text{centers}}$ (parameter #4) greater than 0.02 there is no significant improvement in the detection effectiveness (Fig. 13(a)), but the computational time increases because more triplets are considered as valid (Fig. 13(b) shows that the increased time is due to the estimation step). A value of $\tau_{\text{centers}} = 0.05$ that guarantees top effectiveness and still fast execution time is then selected.

Number of parallel chords. As described in Section 3.2.1, our method finds $N_s$ (parameter #5) chords parallel to a given one. Considering all chords starting from each edge point of the arc $\alpha^i$, i.e. $N_s = |\alpha^i|$, can be very time consuming and not useful to better locate the ellipse center. A more efficient approach is to consider fewer chords, starting from a subset of edge points sampled at regular intervals on the arc, to minimize the execution time and
still allow a good estimation of the center. Fig. 14(b) shows that the time used for the evaluation step increases with \( N_s \), while the other steps of the algorithm are basically stable. Moreover, Fig. 14 (a) shows that parameter \( N_s \) does not need to be greater than 32 to achieve the top performance. In general, the best tradeoff between accuracy and speed is obtained with \( N_s = \sqrt{8} \cdot 32 / C_138 \), that allows to avoid unnecessary computation and still to estimate accurately the parameters by using only the points on the selected arcs. Consequently, we set \( N_s = 16 \).

5. Experimental results

We perform a thorough set of tests of the proposed method, on both synthetic and real images datasets, evaluating its performance and comparing it with other state-of-the-art methods.

5.1. Evaluation metrics

We evaluated the performance of the algorithms in terms of execution time and detection effectiveness, according to the evaluation methodology of [25]. Detected and ground-truth ellipses are compared according to the following overlap ratio:

\[
D = 1 - \frac{\text{count}(\text{XOR}(E_1, E_2))}{\text{count}(\text{OR}(E_1, E_2))}
\]

(31)

where \( E_1 \) and \( E_2 \) are respectively the ground-truth ellipse and a valid detection. If the detected and the ground-truth ellipses have overlap ratio \( D > D_0 \), with \( D_0 = 0.95 \) for synthetic images and \( D_0 = 0.8 \) for real images, then a match is counted (true positive, TP); if a ground-truth ellipse does not have a match with any of the detected ellipses, then a miss is found (false negative, FN); finally, if the detected ellipse does not have a match with any of the ground-truth ellipses, it corresponds to a false positive (FP). According to these definitions the detection effectiveness is computed in terms of the \( F \)-measure.

5.2. Other methods

In order to show the performance of the proposed method, we compare it in terms of both execution time and detection effectiveness against other state-of-the-arts methods. Since the main feature of the proposed method is the ability to run in real-time still achieving good detection results, we selected among the methods reported in Section 1 the fastest and the most effective ones:

- the work of Basca et al. [14], which applies directly the RHT, randomly selecting an initial subset among all possible point pairs;
- the work of Zhang and Liu [16], which, after applying a point selection strategy, estimates the parameters in a decomposed parameter space in multiple steps;
- the work of Libuda et al. [22], which iteratively links small edges into arcs, till it obtains an elliptic shape;
- the work of Prasad et al. [25], which groups arcs according to edge curvature and convexity.

All methods are implemented in C++, except the one of Prasad et al. which is in Matlab. The methods of Zhang and Liu and Basca et al. have been reimplemented according to the respective papers, while the source code of Libuda et al. and Prasad et al. is available on-line.

In the experiments on real datasets (Section 5.5.1) we also evaluate three variants of our method to better motivate our choices:

- instead of relying on the Sobel derivatives to compute the gradient direction for edge pixels, we adopt the Fast Line Extractor of Kim et al. [39];
- instead of estimating the ellipse parameters via the Hough Transform in a decomposed space, we used the direct least square ellipse fitting algorithm of Fitzgibbon et al. [30];
same as the previous case, but using the unconstrained, non-iterative least square based geometric ellipse fitting method “Elliffit” of Prasad et al. [31].

Their code is available on-line. The Fast Line Extractor is in C++, while the two ellipse fitting algorithms are in Matlab. In order to guarantee a fair comparison, the execution time of the programs in Matlab is scaled by a factor. All experiments were executed without code parallelization on a PC with an Intel Core i7. Our method was also executed on a Samsung Galaxy S2.

5.3. Robustness to rotation, axes ratio and size

To investigate the working limits of the evaluated algorithms with respect to ellipse rotation, axes ratio and axes size, we created two datasets composed of automatically generated synthetic images of size 400 × 400, each containing a single ellipse without noise.

The first dataset contains 9100 images with fixed parameters \( x_c = y_c = 200 \) and \( A = 100 \), with \( B \) varying so that the axes ratio \( B/A \) ranges from 0 to 1 (step of 0.01) and orientation \( \rho \) ranging from 0° to 90° (step of 1°). The results of this evaluation are reported in Fig. 15 so that a pixel in the image is white if the ellipse with corresponding axes ratio (along horizontal axis) and orientation (along vertical axis) has been correctly detected, or black otherwise.

The second dataset contains 10,000 images with fixed parameters \( x_c = y_c = 200 \) and \( \rho = 30° \), with \( A \) ranging from 1 to 100 (step of 1) and \( B \) varying so that the axes ratio \( B/A \) ranges from 0 to 1 (step of 0.01). The results of the evaluation are reported in Fig. 16.

As expected, all the algorithms (i) are basically robust to orientation (no significant vertical asymmetry is noticeable in Fig. 15), (ii) fail when the axes ratio is near to 0, thus when ellipses degenerate into straight lines (leftmost part of graphs in both Figs. 15 and 16), and (iii) have difficulties detecting small ellipses (top part in Fig. 16), i.e. when ellipse boundaries are composed by very few pixels. Ellipses on the first synthetic dataset are large enough and the detection is insensitive to the variation of the parameter \( T_{\text{length}} \) (Fig. 15(a)).

The method of Prasad et al. [25] performs extremely good on these datasets, being very robust to ellipse orientation, axes ratio and size, followed by the method of Basca et al. [14], which performs really good in single ellipse, noise-free images. The method of Zhang and Liu [16] fails in the detection of most of the ellipses. This is caused by its selection strategy, which is not able to correctly identify the ellipse center in case of too few samples which do not generate a peak in the 2D accumulator and, consequently, other parameters are wrongly estimated. Moreover, this method has some difficulties in the detection of ellipses with axes ratio near to 1 (rightmost part of Figs. 15(b) and 16(b)), i.e. ellipses degenerating into circles. Since most applications aim at detecting ellipses because they are a perspective transformation of circles, the non-detection of circles could represent an issue. The method of Libuda et al. [22] and ours have almost similar working conditions. Ours, however, appears to be more robust, while the high number of constraints in [22] cannot deal with some configurations of edge points. As shown in Fig. 16(a) varying the parameter \( T_{\text{length}} \), the algorithm is able to detect small ellipses, but at the cost of more execution time (see Section 4.2).

5.4. Dataset of Chia et al. [24]

We report the tests on the synthetic datasets proposed in [24]. These datasets include three challenges: occluded ellipses, overlapped ellipses, and ellipses affected by salt-and-pepper noise. Being an edge linking method, we focused on the first two datasets as in [25], because the proposed method needs connected edge pixel to work and consequently is not suited to handle salt-and-pepper noise. Moreover, in case of salt-and-pepper noise, a simple pre-processing such the application of a median filter will remove the noise. The datasets consist of images of size \( \lambda \times \lambda \), in which each image contains \( n \) different ellipses, with \( \lambda = 300 \) and \( n \in \{4, 8, 12, 16, 20, 24\} \). The parameters of the ellipses, arbitrarily located within the image, are generated randomly with the value of the semi-axes in \( [\lambda/30, \sqrt{\lambda^2 + \lambda^2/2}] \). Fig. 17 shows the performance of our method, as well as the results obtained by Chia et al. [24] and Prasad et al. [25]. These two methods perform really well on these datasets: their careful selection of edge segments to be split or merged handles consistently cases of occlusion and overlapping. The proposed method, instead, aims at simplifying the arc extraction in order to run in real-time in real world images. This limitation is highlighted by the poor performance obtained on such challenging, yet synthetic datasets.

These results are due to the fact that in such small images the number of edge pixels for each ellipse is very limited. In order to ground this motivation to our poor performance, the original datasets have been upscaled by multiplying the parameter \( \lambda \) by a factor of 1, 2, 3, 4. As a consequence, ellipses are larger but still present the same challenges as in the original datasets. The results shown in Fig. 18 demonstrate that our method significantly improves the performance on the new datasets, confirming that in the presence of enough information the proposed method is able to detect very well overlapped or occluded ellipses.

5.5. Real datasets

Since the goal of the proposed method is to work in real time in real scenarios, we tested the methods on three datasets containing real world images: a portion of the dataset used in Prasad et al. [25] called “Dataset Prasad” hereinafter, and two datasets we created collecting a total of 1029 images.

Dataset Prasad is composed by the portion of data that are still available on-line of the dataset used in [25], which consists of 198 images out of the original 400.

Our Dataset #1 is composed of 400 real images containing elliptic shapes, collected from MilFlickr and LabelMe repositories. The images from the first repository are high quality and mainly focused on a single object, while images from the second one have lower resolution, are more noisy and represent scenes containing different objects.

The major reason for the development of the proposed method is the capability to run in real-time on embedded devices such as smartphones. As a consequence, we created Dataset #2 collecting several videos using a Samsung Galaxy S2 and selecting a total amount of 629 frames at the resolution of 640x480, typical of most smart-phone applications. Ellipse detection on this kind of images is very challenging due to varying lighting conditions and images blurred by motion and autofocus.

All images in Dataset #1 and Dataset #2 have been manually annotated and are publicly available on-line for future comparisons. Regarding Dataset Prasad we relied on the given ground truth. Figs. 19 and 20 show some statistics about the datasets. On one hand, in Dataset Prasad the number of small ellipses (i.e. with

---

3 http://imagelab.ing.unimore.it/imagelab/ellipse/ellipse_dataset.zip.
semi-major axis length shorter than 20 pixels) is very high compared to Dataset #1 and Dataset #2. On the other hand, in Dataset #1 and Dataset #2 most of the images contain few ellipses, while in Dataset Prasad the number of ellipses per image is more uniformly distributed.

5.5.1. Results on real datasets

We evaluated the effectiveness of the selected methods on the three datasets collecting the $F$-measure varying the threshold on the score ($Th_{score}$) of the detected ellipses for each image, as reported in Fig. 21 for Dataset Prasad, Fig. 22 for Dataset #1 and Fig. 23 for Dataset #2. We reported the highest $F$-measure value in Table 2. Our method results to be very effective in the detection of ellipses in real images.

In order to evaluate the speed, also reported in Table 2, for Dataset Prasad and Dataset #1 we collected the execution time while running all methods on a PC, while for Dataset #2 we collected the execution time while running our method on a smart-phone, namely a Samsung Galaxy S2. For this purpose, we developed an Android and OpenCV application which calls the C++ function for detecting ellipses via the Java Native Interface (JNI). Since, it was impossible to test the accuracy in real-time directly on the smart-phone due to the lack of a ground truth, all frames have been annotated and the effectiveness test was performed off-line on the PC. The execution time of our method, instead, was collected while running the application directly on the smart-phone filming the same scenes.

5.5.1. Results on real datasets

We evaluated the effectiveness of the selected methods on the three datasets collecting the $F$-measure varying the threshold on the score ($Th_{score}$) of the detected ellipses for each image, as reported in Fig. 21 for Dataset Prasad, Fig. 22 for Dataset #1 and Fig. 23 for Dataset #2. We reported the highest $F$-measure value in Table 2. Our method results to be very effective in the detection of ellipses in real images.

In order to evaluate the speed, also reported in Table 2, for Dataset Prasad and Dataset #1 we collected the execution time while running all methods on a PC, while for Dataset #2 we collected the execution time while running our method on a smart-phone, namely a Samsung Galaxy S2. For this purpose, we developed an Android and OpenCV application which calls the C++ function for detecting ellipses via the Java Native Interface (JNI). Since, it was impossible to test the accuracy in real-time directly on the smart-phone due to the lack of a ground truth, all frames have been annotated and the effectiveness test was performed off-line on the PC. The execution time of our method, instead, was collected while running the application directly on the smart-phone filming the same scenes.

Dataset Prasad. We show the execution time breakdown for each processing step for all the compared algorithms in Table 3.
The method of Prasad et al. [25] performs the best in terms of effectiveness ($F$-measure of 44.18%), but results to be quite slow. Most of the time is spent in the grouping step; also its clustering method based on the overlap ratio is very slow. Our method is the second one in terms of effectiveness ($F$-measure of 43.70%, very close to Prasad et al. [25]) and is the fastest with an execution time of 5.56 ms. Our poorer performance is mainly due to the fact that this dataset contains a large amount of small ellipses, as shown in Fig. 19. Due to its working limits and to the trade-off considered in the parameter setting, our method is not able to detect about the

![Fig. 17. Evaluation on Dataset Chia [24]. (a) Precision. (b) Recall. (c) Precision. (d) Recall.](image1)

![Fig. 18. Evaluation on Dataset Chia [24] of the proposed method increasing the value of $\lambda$. (a) Precision. (b) Recall. (c) Precision. (d) Recall.](image2)

![Fig. 19. Number of ellipses per length of the major semi-axes in real datasets.](image3)
38% of the ellipses present in this dataset. However, the reported F-measure value demonstrates that our method is very effective in the detection of mid-sized or large ellipses (where the major semi-axis $A$ is larger than about 10–15 pixels). Moreover, this dataset contains also ellipses that are so distorted that are not detected by any other methods, as depicted in third line of Fig. 24. The variants of our method that rely on an ellipse fitting algorithm perform also quite well, while the implementation with the Fast Line Extractor is less effective. The method of Libuda et al. [22] has good execution time but quite low detection performance. The methods of Basca et al. [14] and Zhang and Liu [16] have very poor overall performance: most of the time is spent to estimate the parameters for a large number of edge pixel combinations.

Dataset #1. In Table 4 we report the execution time breakdown for all the algorithms. The two methods that work directly on single edge points, i.e. Zhang and Liu [16] and Basca et al. [14], have again the worst performance. The selection strategy of Zhang and Liu requires more computation, but leads to more accurate solutions with respect to random point selection of Basca et al. that suffers the amount of noise present in real images. The method of Libuda et al. [22] confirms to be very fast. The method of Prasad et al. [25] has good performances, but its arc extraction and grouping procedure are very time demanding. Our algorithm and its variants achieve the best performances in terms of both effectiveness and execution time.

Dataset #2. The results (see Table 2) regarding the effectiveness on Dataset #2 confirm the consideration reported for the other datasets. The method of Prasad et al. [25] is quite accurate, but not as much as in synthetic scenarios or its own dataset. The method of Libuda et al. [22] confirms average results, and the methods based on single edge pixels [14,16] still have very low performance. Our method has the highest F-measure value, and its variants achieve good performance as well. The average execution time on the smart-phone is 45.82 ms, demonstrating the real-time performance of the proposed method.

Some results of the tested methods on the three datasets are depicted in Figs. 24–26, respectively.

### Table 3

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge detection</td>
<td>2.28</td>
<td>2.21</td>
<td>2.30</td>
<td>2.33</td>
<td>1.96</td>
<td>2.29</td>
<td>2.36</td>
<td>2.36</td>
</tr>
<tr>
<td>Pre-processing</td>
<td>1.85</td>
<td>2.42</td>
<td>30.97</td>
<td>1.95</td>
<td>1.33</td>
<td>4.20</td>
<td>1.44</td>
<td>1.44</td>
</tr>
<tr>
<td>Grouping</td>
<td>0.00</td>
<td>2.44</td>
<td>67.48</td>
<td>0.04</td>
<td>0.84</td>
<td>0.81</td>
<td>1.47</td>
<td>1.47</td>
</tr>
<tr>
<td>Estimation</td>
<td>119.92</td>
<td>1.68</td>
<td>427.60</td>
<td>1.09</td>
<td>1.09</td>
<td>1.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation</td>
<td>0.00</td>
<td>0.00</td>
<td>0.13</td>
<td>0.00</td>
<td>0.14</td>
<td>0.09</td>
<td>0.30</td>
<td>0.31</td>
</tr>
<tr>
<td>Clustering</td>
<td>10.92</td>
<td>0.00</td>
<td>55.76</td>
<td>0.02</td>
<td>0.03</td>
<td>0.01</td>
<td>0.36</td>
<td>0.78</td>
</tr>
<tr>
<td>Total</td>
<td>134.97</td>
<td>7.85</td>
<td>158.32</td>
<td>431.95</td>
<td>5.56</td>
<td>8.40</td>
<td>7.02</td>
<td>7.43</td>
</tr>
</tbody>
</table>

### 5.6. Selection criteria

The goal of the selection strategy is to discard as soon as possible those triplets whose arcs do not lie on the same ellipse boundary. This impacts both speed and detection effectiveness, avoiding further computation for triplets which are actually false detections. As clarified in Section 3.2.1, each step of the selection strategy selects a narrower subset: $T^0 \subseteq T^1 \subseteq T^2 \subseteq T^3$. The size of each subset and its ratio with respect to $T^0$ are reported in Table 5. These values, computed as the average for all images in Dataset Prasad and Dataset #1, demonstrate the effectiveness of the selection strategy criteria.
Table 4
Execution time breakdown on Dataset #1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge detection</td>
<td>5.93</td>
<td>5.92</td>
<td>4.66</td>
<td>5.23</td>
<td>4.54</td>
<td>5.09</td>
<td>5.45</td>
<td>5.45</td>
</tr>
<tr>
<td>Pre-processing</td>
<td>5.77</td>
<td>5.47</td>
<td>102.81</td>
<td>4.68</td>
<td>3.14</td>
<td>10.22</td>
<td>3.11</td>
<td>3.11</td>
</tr>
<tr>
<td>Grouping</td>
<td>0.00</td>
<td>6.44</td>
<td>366.30</td>
<td>0.33</td>
<td>4.23</td>
<td>5.94</td>
<td>4.29</td>
<td>4.29</td>
</tr>
<tr>
<td>Estimation</td>
<td>611.05</td>
<td>1.11</td>
<td>4.48</td>
<td>5581.25</td>
<td>3.56</td>
<td>4.29</td>
<td>9.57</td>
<td>6.80</td>
</tr>
<tr>
<td>Validation</td>
<td>0.00</td>
<td>0.00</td>
<td>0.32</td>
<td>0.00</td>
<td>0.40</td>
<td>0.43</td>
<td>0.34</td>
<td>0.41</td>
</tr>
<tr>
<td>Clustering</td>
<td>61.56</td>
<td>0.00</td>
<td>606.28</td>
<td>0.04</td>
<td>0.07</td>
<td>0.01</td>
<td>0.29</td>
<td>0.36</td>
</tr>
<tr>
<td>Total</td>
<td>684.31</td>
<td>18.95</td>
<td>1084.85</td>
<td>5591.55</td>
<td>15.96</td>
<td>25.99</td>
<td>23.06</td>
<td>20.44</td>
</tr>
</tbody>
</table>

**Fig. 24.** Results on Dataset Prasad.

**Fig. 25.** Results on Dataset #1.
5.7. Known limitations of our method

Our method relies on a very simple procedure to generate arcs. On one hand this guarantees a major speed-up, on the other hand it presents some drawbacks. The method is not able to split correctly arcs that presents in flexion or junction points, and it splits well shaped arcs spanning trough different quadrants. Small ellipses or ellipses with fragmented boundary are difficult to detect because arcs may result to be too short or without enough curvature. Also, when the ellipses have very low axes ratio arcs may be considered as straight lines and discarded as well. These limitations are highlighted by the poor performance on the synthetic datasets of Chia et al. in Section 5.4.

The selection strategy allows to significantly speed up the grouping procedure. However, it assumes that an ellipse has at least three arcs in different quadrants. This assumption does not always hold, and consequently some kind of occluded ellipses, such as well-shaped semi-ellipses, cannot be detected.

6. Conclusions

In this paper we proved that a very fast and accurate ellipse detection is feasible also with limited hardware resources as in the case of smart-phones. The main point is to shift the focus of interest from edge points to arcs (or parts of arcs) and, instead of providing an exhaustive search, to start selecting only arcs compatible with an elliptical shape. Our approach has been extensively analyzed (with particular focus on the influence of the most critical parameter) and compared with four state-of-the-art methods, resulting superior than them on real images in terms of trade-off between detection effectiveness and execution time.

Despite its performance, our approach is based on several assumptions which can lower its effectiveness compared with other methods in particular conditions. However, based on our experiments, the cases on which these assumptions do not hold are not frequent in real images and the overall improvement in terms of efficiency is worth this slight detection loss, especially when aiming, as in this paper, to a real-time implementation on a mobile device.
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Table 5

<table>
<thead>
<tr>
<th>Set</th>
<th>Dataset Prasad</th>
<th>Dataset #1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg. # triplets</td>
<td>% triplets</td>
</tr>
<tr>
<td>$T^0$</td>
<td>44,514</td>
<td>100.00</td>
</tr>
<tr>
<td>$T^1$</td>
<td>15,600</td>
<td>35.04</td>
</tr>
<tr>
<td>$T^2$</td>
<td>2702</td>
<td>6.07</td>
</tr>
<tr>
<td>$T^3$</td>
<td>112</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Fig. 26. Results on Dataset #2.
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