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Abstract

The UML is a collection of 13 diagram notations to describe different views of a software system. The existing diagram types display model elements and their relations. Software engineering is becoming more and more model-centric, such that software engineers start using UML models for more tasks than just describing the system. Tasks such as analysis or prediction of system properties require additional information such as metrics of the UML model or from external sources, e.g. a version control system. In this paper we identify tasks of model-centric software engineering and information that is required to fulfill these tasks. We propose views to visualize the information to support fulfilling the tasks. This paper reports on a large-scale controlled experiment to validate the usefulness of the proposed views that are implemented in our MetricView Evolution tool. The results of the experiment with 100 participants are statistically significant and show that the correctness of comprehension is improved by 4.5% and that the time needed is reduced by 20%.
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1 Introduction

There is an ongoing trend of models becoming central artifacts in software development and maintenance. Originally models were mainly used during analysis and design of a software system. Nowadays the range of activities where models are used is much broader. For example the Model Driven Architecture initiative...
MDA [27]) has the goal to automatically generate the implementation from models. Other activities include but are not limited to effort estimation, prediction of quality properties, test case generation, and documentation. The de facto standard for modeling software is the Unified Modeling Language (UML [28]) which is a graphical, multi-view notation. Therefore, we focus on UML in this study.

The building blocks of UML models are model elements, which are specified in the UML meta model [28]. Classes, methods, objects and messages are examples of UML model elements. These elements represent entities of software programs or relations between them. The UML has 13 diagram types to visualize UML models. Each diagram type describes a projection of a UML model from a certain perspective. Besides the model itself, today considerable amounts of related data are often available such as metrics [6][10], evolution data, documentation and problem reports.

The UML was originally intended to support designing software. However, as today’s software development is becoming more and more model-centric, the UML experiences a much broader use. It is also used to understand systems during maintenance, as a starting point for testing activities, for predictions and other uses. We argue that in model-centric software engineering, views on the available data must be aligned with the tasks in which the views are used (similar to [26]). Most diagram types of the UML were adopted from other software modeling languages and are not aligned with all common tasks in model-centric software development. In this paper we use a framework which is the basis for developing views that support task-oriented modeling. We will identify typical tasks, available (and necessary) data, and we will propose new views and visualization techniques, to improve the use of UML models for practitioners with respect to fulfilling their tasks. We validated the task-oriented views using a large-scale controlled experiment. The purpose of the experiment was to find out whether the views improve various types of model comprehension tasks. The experiment consists of two runs with 100 participants each.

In section 2 previous work that is related to this study is presented. In section 3 the underlying concepts of the Task-Oriented Modeling framework are described and the task-oriented views are presented. We report the validation in a large-scale controlled experiment in Section 4. Section 5 reports conclusions and presents directions for future work.

2 Related Work

An approach related to ours is proposed by Kersten and Murphy [11]. Their tool MYLAR presents parts of a source code base which are relevant for a given task. The tool highlights program elements which have a high ‘degree-of-interest’ (DOI)
and filters program elements with a low DOI. Their tool is adaptive in the sense, that the DOI-data is collected by the tool during usage. Hence, the interface adapts to a task, which is a difference to our approach, where we provide the user with pre-defined views for specific tasks. So far, their tool only takes internal properties into account. The main difference is, that their tool works for source code and we focus on UML models. Their tool’s views are in fact adaptive interfaces, which change according to the usage pattern.

The SDMetrics tool [37] calculates metrics for UML models and presents the data in tables and graphs. The user still has to relate the metrics data to the model elements which are on his mental map. As this mental map often coincides with the layout in the class diagrams, we propose the MetricView to combine metrics representation and the already existing layout of the class diagram. Similar visualizations to represent metrics are proposed by Langelier and Sahraoui [20]. Their visualizations mainly aim at visualizing metrics of source code, therefore they have to create a new layout, whereas we can use the already familiar layout of the UML class diagrams. In [22] several mappings from properties to visual properties, called polymetric views, are explored. The main difference to our work is that polymetric views are general software visualizations aiming at reverse-engineering tasks, while our work consists of UML-based visualizations targeted at various model-centric software engineering tasks. As most related work visualizes additional information such as metrics for source code, the work of Schauer et al.[30] also uses class diagrams as basis. They use color to indicate groups of classes belonging to the same design pattern [7]. Hansen [8] gives an application of the MetricView visualization: he visualized project data mapped to UML classes and packages and reports positive feedback from a case study within the company ABB.

Studies on layout algorithms are another direction of improving the visual representation of UML models. For example the work of Eiglsperger [5] and Eichelberger [4] aims at creating layouts for class diagrams, which comply with rules from cognitive psychology. These layout algorithms are in particular useful for reverse engineered models, where no layout exists. An integral idea of MetricView is to keep the existing layout as created by the designer or generated by a layout algorithm. However, the idea of the Context View is to create a new class diagram only containing a class and its context. Kollmann and Gogolla [14] present a similar idea. They use metrics such as coupling, fan-in and fan-out to determine the set of classes which should be contained in their version of the Context View. In contrast to using metrics, we use the existing structure of relations in the model to determine the Context View.

In our literature study we found several studies about visualizing the evolution of source code, such as Voinea et al. [34] and Langelier and Sahroui [21]. However, only little work addresses the evolution of UML models. Xing and Stroulia [38] present the UMLDiff algorithm for automatic detection of structural changes between two class diagrams. The output of the UMLDiff algorithm is a detailed report.
of structural differences between two versions of UML class diagrams. Our Evolution View presents the trend of metrics of the entire model over several versions. Different from UMLDiff our Evolution View also takes external properties into account. However, opposed to UMLDiff, which is fully automated, our Evolution View is an aid for humans to analyze models.

The main purpose of our MetaView is to give an overview of and navigate through an entire UML model by showing all diagrams from all views concurrently. All UML case tools known to us only provide a tree for navigating through the model. Besides this, our literature study did not yield any work related to navigational aids for UML models.

The purpose of our experimental validation is to validate whether the proposed views support software comprehension tasks. To the best of our knowledge there exist no comprehension tools for software models. Therefore, we broaden the scope of the discussion of related work to comprehension tools for source code. Rigi [32] is a tool that visualizes the hierarchical structure of subsystems. Another tool is SHriMP [31] which visualizes the structure of a program in one window and provides techniques such as pan+zoom and fisheye-view to enable browsing detailed information as well as high-level information. Our Meta View is a different visualization as it visualizes several UML diagrams and their relationships in one window, but it also enables switching between high and low level views using pan+zoom. Therefore, SHriMP and our Meta View support switching between top-down and bottom-up comprehension strategies [35]. The commercial software development SNiFF+ [1] rather provides functionality for browsing, cross referencing and searching source code, rather than visualizations. Storey et al. [33] compared SHriMP, Rigi and SNiFF in a controlled experiment. However, their experiment differs from the experiment described in this study: Storey et al.’s goal was to investigate how comprehension tools affect program comprehension. Storey et al. observed that many proposed tools lack an empirical validation of their effectiveness. Therefore, the goal of this study is to empirically validate the effectiveness of views of our MetricViewEvolution tool.

3 Task-Oriented Modeling Views

3.1 A Framework for Task-Oriented Views

We aim at developing views that support tasks in model-centric software engineering. Therefore, we use a framework that relates tasks to views as a starting point to define the views. Maletic [24] proposed a framework to classify software visualizations focussing on the relation between tasks and views. In this study we reuse an adapted version of Maletic’s framework. In this section the three under-
lying concepts of the framework for task-oriented modeling and their relations are described. The three underlying concepts are: Properties, Views and Tasks. The relations between these concepts are illustrated in Fig. 1. Note some adjustments that we have made to Maletic’s framework: we refer to ‘view’ to describe the visualization and its representation, where Maletic’s framework has a separate dimension called ‘representation’. Additionally we refer to ‘properties’ of a model, whereas Maletic uses the term ‘target’ for the same concept. For simplicity’s sake we omit in the framework the concept ‘audience’ which describes the stakeholder associated with a particular visualization and the dimension ‘medium’ which would be ‘color monitor’ in all cases.

Properties are characteristics of UML model elements (e.g. classes, use cases, or sequence diagrams). We will describe an initial overview of properties in this section. Then we define the concept of views which are the basis for visualizing the identified properties. A software developer has to fulfill tasks that have to be performed on model properties and that are supported by views. In the remainder of this section we explain the concepts in more detail and provide examples for each concept. However, we do not claim that the given examples are exhaustive.

![Fig. 1. The three underlying concepts and their relations](image)

3.1.1 Tasks

We define a task in the context of this work as a unit of work accomplished by a software engineer on a software artefact to fulfill a purpose.

As software development is becoming more and more model-centric, the artefact of our interest is the (UML) model. Our proposed framework is a basis for developing model-centric views that support fulfilling the tasks. Hence, the tasks are the starting point for developing views. Note that our definition of a task does not define a task’s granularity. In this section we give examples of task categories, that combine tasks with a common goal:

**Program understanding.** The need for program understanding (or model understanding) can have different reasons. One reason is that a new developer joins an existing team, and needs to understand the system before he is able to make useful contributions. Examples of activities related to this task category are: identifying key classes, identifying which classes implement which functionality, identifying
relations between classes and identifying complex interactions.

**Model development.** Creation of models is often an incremental and iterative process including many changes. Either parts of the system are modeled in each step or the system as a whole is modeled from a high abstraction level down to a more detailed level. Examples of activities employed in this type of task are: adding, changing or removing elements.

**Testing.** Testing is used to detect defects in software. A testing task common in model-centric software development is the (automatic) generation of test cases from sequence diagrams.

**Model maintenance.** The process of changing a software system due to corrections, improvements or adjustments is called maintenance. The tasks related to changes in the model belong to this task category. Some activities in which UML models are involved include: extension of a system, bug fixing, handling change requests and performing impact analysis before making a change.

**Quality Evaluation.** As the correction of quality problems is much cheaper at an early stage, i.e. at the modeling stage, than at implementation stage, it is important to evaluate a system’s quality before implementing it. The evaluation of the quality of a model can be performed at several abstraction levels, e.g. separate elements, diagrams or the system as a whole. Besides evaluating a single version of a model one can also investigate multiple versions at once, to detect trends.

**Completeness / Maturity Evaluation.** Related to quality evaluation is the evaluation of the completeness or the maturity of a model. This task category includes analyzing whether a model reflects all requirements and whether the diagrams of the model describe the system completely.

### 3.1.2 Properties

We define a property in the context of this work as *a directly or indirectly measurable characteristic of a model element*. The set of its properties (or a subset of it) uniquely identifies a model element. Properties belong to the information needed by software engineers to perform tasks. Model elements are the building blocks of UML models. The model element types are defined in the UML meta model. For each model element type, such as class, association, classifier instantiation, use case etc. a number of properties are defined. We identify three different types of properties for model elements:

**Direct Internal.** Those properties of an element that are solely and directly based on information that is present in the model. General examples of this kind of property are the name of an element or the owner of an element. Example properties for a class are its operations, its attributes and its relations to other classes.
**Indirect Internal.** Besides the information that is directly present within the model, we identify properties associated with model elements that can be derived from the model. The information contained in indirect internal properties is derived from the model element itself or related model elements that may also be in different diagrams. For example multi-view metrics as proposed in [19] such as ‘number of use cases per class’ are indirect internal properties that combine information from different diagrams. General examples of this kind of property are metrics and history data. Other examples of indirect internal properties of the model element ‘class’ are the number of methods, the number of instantiations of the class or the complexity of the class (for example based on an associated state diagram).

**External.** A third type of property is based on information from outside the model. This type of properties is ignored by the UML specification and to the best of our knowledge there exist no commercial tools that take external properties of model elements into account. Sources of external properties are other artefacts, such as source code, requirements documents or test documents. Additionally data that is recorded during software development which is traceable to model elements is an external property. For example bug reports can be seen as external properties of classes or can even be traced to use cases. Configuration management systems allow to collect evolution data about a software artefact. For example the number of changes or the number of different developers working on a model element are external properties. As UML is used nowadays not only in design, but also in other phases, such as maintenance, external property data is available for UML models.

### 3.1.3 Views

We define a view in the context of this work as a visible projection of a subset of properties of a model’s elements to fulfill a task. Typically, UML models are visually represented in diagrams. The UML specification [28] defines a variety of diagram types as views on a model from a certain perspective. This specification is only concerned with internal properties and not even all of these properties are viewable in UML diagrams. The relations between model elements in different diagram types are often not intuitively presented by UML. It is, for example, often difficult and tedious to find out on which places a class is instantiated in the model, because this relation is not explicitly present in the diagrams. We argue that in the design of the UML the choice of which properties can be viewed in UML diagrams and the visualization techniques used to represent them are not optimal for common tasks in software engineering. Views offer visual representations of a model. In a view model element properties are visualized by creating a mapping to visual properties. Examples of these visual properties are: Position (Layout), Size (Width, Height, Depth), Color (Hue, Saturation, Luminance), Shape and Orientation.
<table>
<thead>
<tr>
<th>View</th>
<th>Task</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>MetaView</td>
<td>program understanding, maintenance,</td>
<td>implicit and explicit relations between diagrams</td>
</tr>
<tr>
<td></td>
<td>completeness analysis</td>
<td></td>
</tr>
<tr>
<td>MetricView</td>
<td>program understanding, quality evaluation,</td>
<td>metrics (direct and indirect internal, external)</td>
</tr>
<tr>
<td></td>
<td>completeness evaluation</td>
<td></td>
</tr>
<tr>
<td>UML-City View</td>
<td>program understanding, quality evaluation,</td>
<td>metrics (direct and indirect internal, external)</td>
</tr>
<tr>
<td></td>
<td>completeness evaluation</td>
<td></td>
</tr>
<tr>
<td>ContextDiagram</td>
<td>program understanding</td>
<td>implicit and explicit relations between diagrams</td>
</tr>
<tr>
<td>QualityView</td>
<td>quality evaluation</td>
<td>metrics (direct and indirect internal, external)</td>
</tr>
<tr>
<td>EvolutionView</td>
<td>quality evaluation, identification of</td>
<td>metrics (direct and indirect internal, external),</td>
</tr>
<tr>
<td></td>
<td>trends</td>
<td>different versions</td>
</tr>
</tbody>
</table>

3.2 MetricViewEvolution

This section describes the interactive views we proposed to support comprehension of UML models. In addition to the textual description, the views are summarized according to the Task-Oriented Modeling framework in Table 1. The views are implemented in our tool MetricView Evolution.

3.2.1 MetaView

Figure 2 shows a MetaView in which inter-diagram relations are visualized. The different UML diagrams that are created during the software engineering process offer different levels of abstraction. Typically, starting at a high abstraction level we find the use cases. These use cases are described in more detail by sequence diagrams. In sequence diagrams occur objects representing classes. Classes and their relations to each other are described in class diagrams. The internal behavior of these classes can be described by state machines.

A problem that exists in regular UML tools is that each of the diagrams is shown separately, this results in the hiding of the relation between different diagrams and model elements. Our proposed solution to these problems is the MetaView. It gives an overview of the diagrams that describe the model and makes it possible to show...
the relations between (elements on) different diagrams. This last feature allows tracing through the different abstraction levels that the different types of diagrams offer.

Figure 2 shows the four types of elements that take part in this example: A use case, an object that occurs in the sequence diagram describing the use case, the object’s class, and the state diagram describing the class.

3.2.2 MetricView

Figure 3 shows an example of the proposed MetricView, in which three different metrics are visualized on top of a regular class diagram. The idea of MetricView is to combine the existing layout of UML class diagrams with the visualization of metrics and UML models using a set of techniques adopted from geographical information systems (GIS) [17]. Applying metrics to a UML model can result in an overwhelming amount of data. This data is usually presented in tables, such that the software engineer has to make the mapping between metrics values in the table and classes in the UML diagrams manually or in his mind. MetricView overcomes this problem by integrating the model and metric visualization. MetricView can represent the metrics using color, size and/or shape to visualize values.
3.2.3 UML-City View

Figure 4 shows an example UML-City. This view combines the concepts of the MetaView and MetricView. As metric visualization the ‘3D-heightbar’ is used, this visualization shows a box on top of the model element where the height and the color of the box indicate the value of the metric. Low metric values are depicted by flat green boxes while high values are depicted by tall red boxes. Applying this to the MetaView results in a view for which city is a metaphor.

3.2.4 Context View

The context of a model element consists of all model elements it relates to. The elements of a model are typically scattered over several diagrams. UML diagrams
are projections of the entire model, they typically do not contain all model elements. Accordingly, it often occurs that only a limited context of model elements is viewed in one diagram. To fully understand a model element it might be necessary to know its entire context. Therefore, we propose the **Context View**. The model element whose context is viewed in a context view is centered in the diagram. All model elements that are directly related to the particular model element are viewed as a circle around the model element. As the context of a model element is potentially very large and only a specific subset of the context might be necessary for a task it is desirable to filter the context. Two straightforward filtering criteria are the model element type or the relation type. Figure 5 shows the context view for a class. The context is filtered such that only model elements of the type ‘class’ that are related to the class via a ‘inherits from’ relationship are viewed. The right side of the of Figure 5 contains one of the class diagrams as shown in current UML tools. Only four classes that inherit from the particular class are shown.

### 3.2.5 Quality Tree View

Quality models such as ISO 9126 [9] and proposed by Khosravi et al. [12] provide a structure to define what quality means in a given context. The most common approach to create such models is used in so called decompositional quality models. Quality is decomposed in subconcepts such as maintainability and understandability. Each of these subconcepts can in turn be decomposed again. In this way a tree-like structure is constructed which builds a quality model. At the leafs of the tree are metrics. These metrics may be obtained from a UML model and the metric values are used to calculate values for each of the higher nodes in the quality model.

In the Quality Tree view, the nodes represent the concepts of the quality model and
the edges represent the relations between the concepts. Our contribution to the well known concept of quality models is that in the Quality Tree view, color or graphs represent the value of each node. Additionally our proposed Quality Tree View is implemented, such that it interacts with the UML model and supports traceability between nodes in the quality model and elements in the UML model.

As quality models will differ based on the context in which they are used, the Quality Tree View is configurable to represent any hierarchical quality models, such as the quality model for UML [18]. This tailoring is possible by changing the structure of the tree, as well as by changing the functions attached to the relations in the tree. Additionally it is possible to change the metrics that produce the input for the quality model.

### 3.3 Evolution View

Figure 6 shows the *evolution view*, in which the two concepts graph and calendar are combined to identify trends. The reason for using a graph is that it is an effective way to visualize the evolution of metric data. The purpose of the *evolution view* is to enable users to spot trends in the values of quality attributes and/or metrics at multiple abstraction levels. At system level such a graph can be used to give an overview of changes in aggregated data. By combining it with the concept of a calendar, i.e. mapping time on the horizontal axis and values of the vertical axis, and adding color to indicate whether a given value is considered good or bad it becomes a compact and intuitive way to enable the evaluation of the evolution of quality data. The same technique can be applied at diagram and element level to allow for different analysis granularity.

#### 3.3.1 Search and Highlight

The aforementioned views are complemented with search and highlight functionality. The results of search actions are visualized by highlighting the relevant diagrams and diagram elements with a distinct color (e.g. yellow). Additionally relations between elements in the set of result and other elements in the model are drawn.
4 Validation using a Controlled Experiment

4.1 Design of the Experiment

4.1.1 Purpose and Hypotheses

We have proposed new views for analyzing UML models as described in Section 3. The purpose of this experiment is to validate the proposed views. As the available time and resources are limited, we limit the experimental validation to the following views: MetaView, ContextView, MetricView, UMLCityView, and the search and highlight functionality.

We summarize the purpose of the experiment according to the Goal-Question-Metric paradigm (GQM) [2] as follows:

Analyze Comprehension of UML views for the purpose of evaluation with respect to correctness and effort from the point of view of the researcher in the context of Master’s students at the TU Eindhoven.

More specifically, we want to compare the usefulness of the proposed views with the traditional views, which are used as a baseline in this experiment. We limit the scope of this experiment to comprehension tasks. Validation of other tasks should be conducted in future work. Comprehension plays an important role in the development and maintenance of software systems. In particular two concepts are of interest for the evaluation of understanding techniques: correctness and effort. Correctness is essential for understanding. Incorrect understanding of a system can lead to wrong actions introducing faults and communication overhead. Effort is relevant from an economical point of view.

To evaluate the proposed view we are interested whether they differ from the traditional UML views. This leads us to the following hypotheses (the alternative hypotheses are the negations of these null-hypotheses):

- $H_{10}$: There is no significant difference between proposed and traditional views in terms of correctness of understanding the model.

- $H_{20}$: There is no significant difference between proposed and traditional views in terms of effort needed for understanding the model.
4.1.2 Task, Objects and Treatment

The task in the experiment was to answer comprehension questions about a UML model. In order to answer the questionnaire, the subjects had to analyze a given UML model using a tool. The experiment was carried out in two runs. In each of the two experimental runs, a different UML model had to be analyzed. The questionnaires for both runs were conceptually equal and contained 29 multiple-choice questions of the following categories:

**Category 1: Multiple Class Diagrams (CDs).** The questions address information that is scattered over multiple class diagrams. Subcategories address coupling via associations, inheritance and occurrences of classes in several class diagrams. This category contains six questions.

**Category 2: Relations between Class Diagram and Sequence Diagram (CD – SD).** The questions address relations between elements in class diagrams and sequence diagrams. Subcategories address message calls between class instantiations and occurrence of classes in sequence diagrams. This category contains nine questions.

**Category 3: Relations between Use Cases, Sequence Diagrams and Class Diagrams (UC – SD – CD).** The questions address relations between elements in use cases, sequence diagrams and class diagrams. Examples are: which classes contribute to a particular use case. This category contains six questions.

**Category 4: Metrics.** The questions address metrics of the UML model. This category contains eight questions, of which four purely address metrics and four address metrics combined with a structural relation between elements.

Examples of questions are: ‘Which classes contribute to implementing the use case “Leave Route”? ’ (Category 3) and ‘Which classes receive method calls of class “Route”? ’(Category 2). The entire questionnaires are available in the replication package [15].

The objects in this experiment are the UML models that are used for the analysis task. Both models were of similar size and complexity: 39 resp. 38 classes, 11 use cases, 5 class diagrams, and 5 resp. 6 sequence diagrams. The size was chosen to be larger than a pure toy-example, but still allowing to fulfill the task in the given amount of time. The application domains were an insurance information system in the first run and a car navigation system in the second run. It is reasonable to assume that both application domains were equally familiar to the subjects.

The treatment in this experiment is the use of the tool MetricView Evolution which implements the views discussed in Section 3. The control group uses a combination of case tools that represent the current state-of-the-practice in UML tools: Poseidon (http://www.gentleware.com) and SDMetrics [37]. Poseidon is a user-friendly UML case tool which is used to create and view UML models. Its features are similar to most popular UML case tools including Rational Rose. SD-
Table 2
Experimental Design.

<table>
<thead>
<tr>
<th></th>
<th>MVE</th>
<th>POS</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Run</td>
<td>Group B (48)</td>
<td>Group A (52)</td>
</tr>
<tr>
<td>Second Run</td>
<td>Group A (50)</td>
<td>Group B (45)</td>
</tr>
</tbody>
</table>

Metrics is an established metrics analysis tool for UML models.

4.1.3 Subjects and Design

In total 100 MSc students participated in the experiment, which was conducted within the course “Software Architecting” in the fall term of 2006 at the Technische Universiteit Eindhoven (TU/e). 80% of the students have a bachelor degree in computer science, the other subjects have a bachelor in related disciplines. The students have experience using the UML and related tooling. The students were not familiar with the goal and the underlying research question of the experiment to avoid biased behavior. The subjects’ prior education was received from universities within and outside Europe.

The design of the experiment is a between-subjects design as described in Table 2. The 100 subjects are assigned to two groups (A and B) by randomization, such that we can assume absence of variation [6] in subject background between the two groups. To avoid learning effects of the tool or the UML model, the groups had to switch tools and a different UML model was used as object in the second run. Note that for the second run five subjects of the first run did not show up.

4.1.4 Preparation and Operation

Before the experiment we conducted a pilot run to evaluate and improve the experimental material. The participants of the pilot run did not participate in the main experiment.

Both runs of the experiment were carried out as an assignment in an exam-like setting. The subjects performed the task individually. The subjects used their own laptops with the tools installed and ready to run. We distributed the models using our university’s education-support system ‘StudyWeb’(http://studyweb.tue.nl/). To prevent subjects from switching between treatments, i.e. tools, we configured the StudyWeb system such that for each subject the model was only available in the file format for the tool it was supposed to use. The questionnaires were distributed as hardcopies, as for both treatment groups the questionnaire was the same. Based on the experience from the pilot run the duration for the experiment was set to 120 minutes. The subjects were not allowed to communicate verbally or via network communication. This was enforced by spot checks.
4.1.5 Variables

The independent variables in this experiment are tool (L: MetricViewEvolution (MVE) or Poseidon+SDMetrics (PoS)), run (R: 1 or 2) and UML model (M: Insurance Information System (IIS) or Car Navigation System (CNS)). As described above the variables R and M coincide in our experimental design.

As described above we are interested in the correctness of and the effort needed for the comprehension task. This leads to the following two dependent variables:

- Time $T$: total time in minutes to perform the task.
- Correctness $C$: \( \frac{\text{number of correct answers}}{\text{total number of questions}} \)

We chose to measure correctness as a ratio instead of the absolute number of correct answers to make the results easily comparable to replications of this experiment with a different number of questions.

Now we can express the hypotheses in terms of the variables (where in $T_x$ and $C_x$ are the time and correctness of the task performed with tool $x$):

- $H_{10}: T_{MVE} = T_{POS}$
- $H_{20}: C_{MVE} = C_{POS}$

In the experiment we used the paper questionnaires for data collection. The time was logged by the students in slots on the questionnaire. The subjects were instructed to complete the questions in the given order, to log breaks, and to start when they started answering the questions after the tools had been set up.

4.1.6 Analysis Techniques

We summarize the results of the experiment using the established descriptive statistics. For hypothesis testing we use the Mann-Whitney test, which is suitable for a between-subjects design. We used the tool SPSS (http://www.spss.com). To enable comparison of our results with other studies we report the effect size using Cohen’s d [3]. The subjective evaluation data is obtained from the post-test questionnaire. The answers are on a five-point Likert-scale and, hence, measured on an ordinal scale. We summarize the data by presenting the frequencies as percentages for each answer option and providing additional descriptive statistics where appropriate. We compare the equality of answer distributions between different treatment groups using the $\chi^2$-test [25]. For this test we used Microsoft Excel. We apply the standard threshold of $p<0.05$ for statistical significance. When we compare distributions a $\chi^2$ value less than 7.82 implies that $p<0.05$. 
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4.2 Results

Here we present the results including a discussion of outlier analysis, descriptive statistics, hypothesis testing and participants’ subjective evaluation.

4.2.1 Outlier Analysis

Outliers are extreme values that may influence the conclusions drawn from the collected data. To be able to draw valid conclusions from the data Wohlin et al. [36] suggest to remove outliers caused by exceptional conditions that are unlikely to happen again from the data. Outliers without an exceptional cause should stay in the data. Using boxplot analysis we identified ten outliers. Further analysis led to the exclusion of four outliers from the data set, because they were caused by exceptional conditions such as technical problems.

4.2.2 Descriptive Statistics

The data of the dependent variables correctness and time is summarized in Table 3. The data is presented separately for the first and the second run. The columns of the table show the treatment, the number of correct observations (N), the mean, the relative difference of the mean between the MVE group and the control group (percentage), and for hypothesis testing the p-value of the Mann-Whitney test and whether the corresponding hypothesis was rejected or not. Additionally the data is summarized in boxplots in Figure 7.

Fig. 7. Boxplots for Correctness and Time
Table 3  
Descriptive Statistics and Results of Hypothesis Tests.

<table>
<thead>
<tr>
<th>Dep.Var.</th>
<th>Tool</th>
<th>N</th>
<th>mean</th>
<th>%</th>
<th>d</th>
<th>p (M.-Whitn.)</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>First Run</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>MVE</td>
<td>45</td>
<td>54.62</td>
<td>80.81%</td>
<td>0.90</td>
<td>&lt;0.001</td>
<td>$H_1$ rejected</td>
</tr>
<tr>
<td>Time</td>
<td>POS</td>
<td>51</td>
<td>67.59</td>
<td>100.00%</td>
<td>0.45</td>
<td>0.041</td>
<td>$H_2$ rejected</td>
</tr>
<tr>
<td>Corr.</td>
<td>MVE</td>
<td>45</td>
<td>.838</td>
<td>104.77%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corr.</td>
<td>POS</td>
<td>51</td>
<td>.799</td>
<td>100.00%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Second Run</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>MVE</td>
<td>48</td>
<td>52.48</td>
<td>79.41%</td>
<td>1.09</td>
<td>&lt;0.001</td>
<td>$H_1$ rejected</td>
</tr>
<tr>
<td>Time</td>
<td>POS</td>
<td>43</td>
<td>66.09</td>
<td>100.00%</td>
<td>0.70</td>
<td>0.002</td>
<td>$H_2$ rejected</td>
</tr>
<tr>
<td>Corr.</td>
<td>MVE</td>
<td>48</td>
<td>.921</td>
<td>104.54%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corr.</td>
<td>POS</td>
<td>43</td>
<td>.881</td>
<td>100.00%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2.3 Testing Hypothesis $H_1$ – Time

Table 3 shows that the Mann-Whitney test yields p-values below the significance threshold of 0.05. Therefore, we can reject the hypothesis $H_1$ which states that there is no difference in time for completing the task using MVE or PoS. The effect size is 0.90 in the first run and 1.09 in the second run. This is a relatively large effect since Cohen [3] states that an effect size of 0.8 is ‘large’. The descriptive statistics in Table 3 show difference in time for both runs. On average the MVE users use around 20% less time for analyzing the UML model than the control group.

One could argue that the time difference in favor of MVE is caused by the fact that the PoS group used two different tools and switching between tools is time consuming. However, a detailed look at the results shows that this is not the case. Switching between tools would only be required to answer the questions of one of the four question categories (only the questions regarding metrics). Therefore, the time difference should mainly occur for the questions of the category ‘metrics’. But the opposite is the case: the effect size, measured in Cohen’s $d$, is small for the metrics questions ($d$ is approximately 0.3) and larger for the questions of the other categories ($d$ is approximately 1.0). Hence, we conclude that the results for time are not biased due to the fact that the treatment PoS comprises the use of two separate tools.

To find out whether the time difference is larger for category 4 than for the other categories we used the Mann-Whitney test and we measured the effect size.
Table 4
Subjective Evaluation (* indicates significant difference).

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Run 1</th>
<th></th>
<th></th>
<th>Run 2</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MVE</td>
<td>PoS</td>
<td>(\chi^2)</td>
<td>MVE</td>
<td>PoS</td>
<td>(\chi^2)</td>
</tr>
<tr>
<td><strong>Model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1</td>
<td>Quality</td>
<td>3.09</td>
<td>3.20</td>
<td>1.37</td>
<td>3.41</td>
<td>3.39</td>
<td>0.74</td>
</tr>
<tr>
<td>M2</td>
<td>Understandability</td>
<td>3.34</td>
<td>3.10</td>
<td>2.81</td>
<td>3.49</td>
<td>3.28</td>
<td>2.27</td>
</tr>
<tr>
<td>M3</td>
<td>Completeness</td>
<td>2.37</td>
<td>2.55</td>
<td>1.56</td>
<td>3.10</td>
<td>2.95</td>
<td>2.96</td>
</tr>
<tr>
<td><strong>Task</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>Understandability</td>
<td>3.98</td>
<td>3.41</td>
<td>*13.54</td>
<td>4.00</td>
<td>3.77</td>
<td>4.14</td>
</tr>
<tr>
<td>S2</td>
<td>Difficulty</td>
<td>3.65</td>
<td>3.24</td>
<td>*19.18</td>
<td>3.71</td>
<td>3.48</td>
<td>3.66</td>
</tr>
<tr>
<td>S3</td>
<td>Enjoy</td>
<td>3.49</td>
<td>3.08</td>
<td>6.29</td>
<td>3.40</td>
<td>3.07</td>
<td>3.21</td>
</tr>
<tr>
<td>S4</td>
<td>Motivation</td>
<td>3.89</td>
<td>3.80</td>
<td>4.39</td>
<td>3.63</td>
<td>3.59</td>
<td>4.01</td>
</tr>
<tr>
<td><strong>Tool</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>Model Understanding</td>
<td>3.77</td>
<td>3.49</td>
<td>6.52</td>
<td>80.9%</td>
<td>19.1%</td>
<td></td>
</tr>
<tr>
<td>T2</td>
<td>Quality Eval.</td>
<td>3.68</td>
<td>3.31</td>
<td>7.42</td>
<td>78.4%</td>
<td>21.6%</td>
<td></td>
</tr>
<tr>
<td>T3</td>
<td>Metrics Analysis</td>
<td>3.96</td>
<td>3.76</td>
<td>1.51</td>
<td>60.9%</td>
<td>39.1%</td>
<td></td>
</tr>
<tr>
<td>T4</td>
<td>Navigate through Model</td>
<td>3.43</td>
<td>3.29</td>
<td>6.97</td>
<td>71.6%</td>
<td>28.4%</td>
<td></td>
</tr>
<tr>
<td>T5</td>
<td>Usability</td>
<td>3.43</td>
<td>3.50</td>
<td>2.42</td>
<td>74.7%</td>
<td>25.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Preference in %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2.4 Testing Hypothesis H2 – Correctness

The results for testing the hypothesis concerning correctness of the comprehension task \((H2)\) are also presented in Table 3. For both experimental runs there is a significant difference in correctness of the task between MVE users and the control group. As the statistical tests yielded p-values far below the significance level of 0.05, we reject \(H2_0\). The effect size is approximately 0.5 in the first run and 0.7 in the second run, which is a medium effect according to Cohen [3]. Table 3 describes the differences between the mean values of the MVE group and the control group. In the first run the mean was increased with 4.77\% by using MVE and in the second run the increase was 4.54\%.

4.2.5 Subjective Evaluation

The results of the subjective evaluation are summarized in Table 4. Each row corresponds to one question of the questionnaire’s subjective evaluation section. The first two columns contain the questions internal identifier (ID) and a descriptive name.
The questions were multiple choice questions on a five-point Likert scale with the following levels: 1 = ‘very poor’, 2 = ‘poor’, 3 = ‘medium’, 4 = ‘good’ and 5 = ‘very good’. The table summarizes the answers for each question using the mean. To find out whether there are statistically significant differences between the answers of the treatment groups we report the $\chi^2$-test results. We indicate significant results in the table using an asterisk (‘*’). Note that in the second run the question type for questions about the tool was changed to binary preference questions, therefore we report the percentages.

**Evaluating the Model.** The three questions about the model addressed model quality, model understandability and model completeness, respectively. The results are around medium and reflect the authors’ evaluation of the UML models. There were no significant differences between the evaluations of the two treatment groups.

**Evaluating the Task.** For motivation and for understandability the mean values range from ‘medium’ to ‘good’. For motivation there are no significant differences, it is important to have motivated subjects who understand the task well in order to obtain valid results from the experiment. However, for understandability and for perceived difficulty we have a significant difference in the first run. As the task was the same for both treatment groups, we assume that the subjects include the understandability and difficulty of using the tool in this question. The understandability and difficulty results improved in the second run. The level to which the subjects enjoyed the task is between ‘medium’ and ‘good’. In both runs the mean of the MVE group is higher than the control group’s mean, but not statistically significant. A good level of enjoyment (combined with an acceptable level of perceived difficulty) is an important factor for successful adoption of a new technology in practice [23], as enjoyment in using the technology increases the intrinsic motivation to use it.

**Evaluating the Tools.** In the first run the subjects rated the expected suitability of the tool they used for four activities and tool usability. The results in Table 4 show that both tools are rated between ‘medium’ and ‘good’ on average.

We complement this analysis with a direct comparison of both tools in the second run. The subjects had to indicate which tool they prefer. The vast majority of the subjects prefers MVE for the four activities.

4.3 Threats to Validity

Conducting experiments involves threats to the validity of the results. In this section we discuss how we deal with the potential threats to the validity of the reported experiment. We structure our discussion according to Wohlin et al. [36] into internal validity, external validity, construct validity and conclusion validity.
4.3.1 Internal Validity

Threats to internal validity can affect the independent variables of an experiment. A possible threat to internal validity is that the treatment groups behave differently because of a confounding factor such as difference in skills, experience or motivation. We used randomization to assign subjects to treatment groups to avoid differences between treatment groups. There were no significant differences in subjects’ background and motivation (see Sections 4.1.3 and 4.2.5).

The experiment was conducted in a controlled environment, i.e. an exam-like setting. Due to limited room capacity the risk for cheating was somewhat higher in the second run, but due to the taken precautions and spot checks we regard the chance of biased results due to cheating as very small. Another possible threat to validity is that subjects used a different tool for the analysis and therefore did not adhere to the treatment. We eliminated this threat by providing the subjects with the model in the file format of the tool belonging to their treatment group. Additionally we conducted spot checks during the experiment and found no subject deviating from its treatment.

4.3.2 External Validity

Threats to external validity reduce the generalizability of the results to industrial practice. The experiment is designed to render a realistic situation. We use students as subjects, which might be a threat to external validity. However, Kitchenham et al. [13] state that students can be used as subjects. All students in this experiment have relevant experience, hold a BSc degree and have received their BSc from different universities and different countries. The objects in this experiment are UML models that describe systems from realistic application domains. The consistent results of both runs support that the observed effect can be expected in models of different application domains. The models are larger than ‘toy models’ but in practice models of much larger size are used. However, we assume that support for comprehension is even more important for larger models. Therefore, we assume that the observed effect for larger models will be at least as large as it is observed in this experiment.

A possible issue is the representativeness of the experimental task. To the best of our knowledge there exist no published research results describing comprehension tasks for UML models. Pacione et al. [29] conducted literature survey to compile a list of general comprehension activities. The comprehension questions of our experiment cover different conceptual categories. These categories can be related to the activities in Pacione’s list. Some of the activities listed by Pacione are not covered in this experiment. The uncovered activities are mainly related to information that is normally not present in practice in UML models, such as runtime information.
### 4.3.3 Construct Validity

Construct validity is the degree to which the variables measure the concepts they should measure. The dependent variables in this experiment are comprehension correctness and time. Comprehension correctness is difficult to measure as it is closely related to the representativeness of the comprehension task as discussed above. However, the measurement of correctness is objective and repeatable as it is based on a multiple-choice questionnaire which is provided in the replication package [16]. The time is measured by logging the actual time in predefined spots on the questionnaire as described in Section 4.1.5 and we do not expect the results for time being biased.

### 4.3.4 Conclusion Validity

Conclusion validity is concerned with the relation between the treatment and the outcome. The statistical analysis of the results is reliable, as we used robust statistical methods. The results are statistically significant with very low p-values.

We minimized possible understanding problems by testing the experiment material in a pilot experiment and improving it according to the observed issues. The course instructors were available to the students for clarification questions. The results of the post-test questionnaire show that the task was well understood. Hence, we conclude that there were no understanding problems threatening the validity of the reported experiment.

### 5 Conclusions

In this paper we state the problem that existing representations of UML models are not sufficient for common model-centric software engineering tasks. We use a framework consisting of UML model elements, their properties, and software engineering tasks, that form a basis to develop new views of UML models and related information. Based on this framework we propose eight views to support different tasks. The views are implemented in our MetricView Evolution tool. Instead of performing fully-automated analysis of UML models, the presented tool supports the user by presenting information required for a task.

We have validated the proposed views a large-scale controlled experiment. In the experiment we compared the performance on comprehension tasks supported by our tool MetricView Evolution (MVE) with the performance on comprehension tasks supported by a traditional UML CASE tool (Poseidon) and metrics tool (SD-Metrics). The results show that the effort needed is reduced by approximately 20% and the correctness of the comprehension task is increased by approximately 4.5%.
These results are statistically significant. Additional analysis reveals that the participants prefer our MVE tool above traditional tooling. This indicates that the adoption threshold for our MVE views is low.

Our proposed views are simple and straightforward. They should be improved by established techniques from information visualization such as mechanisms for filtering and abstraction and by using more sophisticated layout algorithms. As our simple implementation already led to considerable improvements we conclude that the field of improving the comprehension of UML models is a promising direction for future research. As software development and maintenance is becoming more model-centric, we should also shift our research efforts into this promising direction.

In future work the proposed views should be integrated into model editors instead of pure model viewers. Using the enhanced editors a similar validation should be conducted where the set of tasks also includes change tasks instead of pure comprehension tasks.
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