Ranked $k$-medoids: A fast and accurate rank-based partitioning algorithm for clustering large datasets
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A B S T R A C T

Clustering analysis is the process of dividing a set of objects into none-overlapping subsets. Each subset is a cluster, such that objects in the cluster are similar to one another and dissimilar to the objects in the other clusters. Most of the algorithms in partitioning approach of clustering suffer from trapping in local optimum and the sensitivity to initialization and outliers. In this paper, we introduce a novel partitioning algorithm that its initialization does not lead the algorithm to local optimum and can find all the Gaussian-shaped clusters if it has the right number of them. In this algorithm, the similarity between pairs of objects are computed once and updating the medoids in each iteration costs $O(k \times m)$ where $k$ is the number of clusters and $m$ is the number of objects needed to update medoids of the clusters. Comparison between our algorithm and two other partitioning algorithms is performed by using four well-known external validation measures over seven standard datasets. The results for the larger datasets show the superiority of the proposed algorithm over two other algorithms in terms of speed and accuracy.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Clustering analysis is the process of dividing a set of objects into none-overlapping subsets. Each subset is a cluster, such that objects in the cluster are similar to one another (intra-similarity) and dissimilar to objects in other clusters (inter-dissimilarity) [1]. Clustering analysis has been widely used in many applications such as business intelligence [2,3], image processing [4,5], Web search [6], biology [7–9], and security [10].

There are several approaches of clustering such as hierarchical [11,12], partitioning [13], density-based [14], model-based [15,16] and grid-based [17]. Xu and Wunsch [18] provided a good survey on the clustering algorithms. In this paper our particular interest is in the partitioning approach that divides a dataset into $k < N$ clusters ($N$ is size of dataset) such that every cluster has a center by which other members are determined according to their similarities. By using an iterative manner and re-computing the centers, algorithms of this approach attempt to find the best partitioning which has a high degree of intra-similarity and inter-dissimilarity. They mostly report the circle-shaped or Gaussian-shaped clusters because of assigning an object in the dataset to the most similar center.

One of the most well-known algorithms of partitioning approach is $k$-means that re-computes each of the new centers by averaging the dissimilarities (distances) of the assigned objects to the old centers [19]. Although, $k$-mean is simple and efficient algorithm, but it is sensitive to outliers and also its greedy nature makes it sensitive to initialization which may cause trapping in local optimum [20]. Other methods were designed based on $k$-means such as Fuzzy C-Mean (FCM), a fuzzy version of $k$-means [21], and $K$-Harmonic Means (KHM)s that uses a harmonic means for re-computing centers [22]. FCM is useful for datasets that the boundaries among clusters are not well-separated. However, it has problems with outliers and local optimum [18]. KHM solves the problems with initialization and outliers, but, it still suffers from local optimum [20].

To overcome local optimum problem, optimization algorithms like genetic algorithm [23], particle swarm optimization [24], ant colony [25], firefly algorithm [26] and artificial bee colony [27] were employed. They mostly use the cost function of $k$-means or $K$-Harmonic Means and by using their stochastic manner, attempt to escape from local optimum and find the best centers. However, they have brought their problems to the clustering analysis. As an example, PSO algorithm has two important phases which are exploration and exploitation. If these two phases perform incorrectly, for any reason, such as setting inappropriate parameters, PSO will not work out and cannot find the global optimum [28].
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Another series of attempt to reduce sensitivity to outliers are developed by \( k \)-medoids algorithms. In these algorithms the center of cluster or medoid is always one of the objects in the dataset and through iterations the most centrally located objects are supposed to be found. One of the first algorithms of \( k \)-medoids clustering is Partitioned Around Medians (PAM) which deals with pairs of objects in the dataset [13]. The high computational time of PAM has impeded using this algorithm for large dataset [29]. Based on PAM another algorithm named CLARA was designed to deal with larger dataset [13]. This new algorithm selects multiple samples from the dataset and applies PAM over them. CLARA can handle larger datasets in contrast to PAM. However, some new problems have been appeared. If the samples do not involve the real centrally located objects, CLARA cannot find the pattern in dataset [30]. Therefore, determining the best sampling method and the size of the samples are new challenge for the algorithm. Moreover the computational time did not improve. CLARANS [31] is aimed at improving CLARA. It uses randomize policy in choosing pairs and makes use of the neighborhood to update the medoids. CLARANS and other algorithms based on PAM have considerable difficulty in computational time [30].

Newly designed algorithm by Park and Jun [29] is much efficient than PAM-based algorithms. In this paper, their algorithm is referred to as ‘Simple and Fast \( k \)-medoids’. A new medoid in this algorithm is selected by examining all the assigned members to the old medoid, and choosing one who increases intra-similarity more than others. Therefore, in each iteration the new set of medoids is selected with running time \( O(N) \), where \( N \) is the number of objects in the dataset. Simple and Fast \( k \)-medoids is so sensitive to initialization which increases the possibility of trapping in local optimum. As Park and Jun [29] showed, the results vary considerably according to the methods of initialization.

In this paper we introduce a novel \( k \)-medoids algorithm which the initialization does not lead the algorithm to local optimum and can find all the Gaussian-shaped clusters. The remaining of the paper is organized as follows: Section 2 describes the partitioning approach and the local optimum definition. A rank-based similarity among objects in the datasets is introduced; it helps us to find the medoids faster. The hostility relation in human society is employed to explain the new concept. At the end of Section 2 our proposed algorithm is described and its behavior is analyzed in theory. Section 3 presents the experiments. Two algorithms of the partitioning approach of clustering which are K-Harmonic Means (KHM) and Simple and Fast \( k \)-medoids, are selected for comparison. Two challenging artificial datasets and five real datasets are used and in order to evaluate the results, four well-known external validation measures are explained in this section. The results are discussed in Section 4 and Section 5 makes conclusion.

2. Ranked \( k \)-medoids

2.1. Partitioning approach

Suppose a dataset \( D = \{X_1, X_2, \ldots, X_n\} \) in which every object is a \( d \)-dimensional vector like \( X_i = \{x_{i1}, x_{i2}, \ldots, x_{id}\} \). In the partitioning approach of clustering, \( D \) is divided into \( k < N \) clusters. Every cluster has a center which can be a hypothetical (centroid) or a real object (medoid) in \( D \), and a similarity between objects and the centers determines the members of clusters. The similarity among objects can be defined using the Euclidean distance, correlation, cosine similarity, etc. In this paper the Euclidean distance in Eq. (1) is used to express the dissimilarity between objects like \( X_i \) and \( X_j \).

\[
||X_i - X_j|| = \sqrt{\sum_{k=1}^{p} (x_{ik} - x_{jk})^2}
\]  

The definition of local optimum is relative to the approaches of clustering. For example, if we are analyzing a dataset, e.g. Fig. 1, that its clusters are spiral-shaped, ring-shaped or moon-shaped, we should not expect that an algorithm in the partitioning approach finds the clusters. Therefore, claiming that the algorithm was trapped in local optimum is not acceptable because the algorithms in the partitioning approach are not designed to find these kinds of clusters and they intrinsically report Gaussian-shaped clusters. Here the problem arising from selecting wrong approach, not trapping in local optimum. The meaning of the local optimum for partitioning approach is made clear by \textbf{Definition 1}.

\textbf{Definition 1.} Local optimum is a partitioning of a dataset that combined some real clusters and divide at least one cluster into several estimated clusters, in a situation that all the clusters are Gaussian-shaped and the right number of them is given.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image}
\caption{A dataset of 2-dimensional points with six clusters. Algorithms of the partitioning approach cannot find the clusters.}
\end{figure}
Definition 1 is the appropriate definition for local optimum in the partitioning approach of clustering. It is essential for an algorithm of the partitioning approach to find the clusters of a dataset like what we mentioned in Definition 1. However, most of the well-known algorithms like KM, KHM and FCM have problem in finding the pattern of these suitable dataset [18,32].

2.2. Ranking and hostility relation

In our method the values of similarity between the objects are not directly used and we introduce new function that ranks objects according to their similarities. By this function, the more similar objects get lower rank. In other words, \(\text{rank}(X_i, X_j) = l\) shows that \(X_i\) is the \(l\)th similar object to \(X_i\) among \(N\) objects in the dataset. The ranks of other objects according to an object like \(X_i\) can be computed by sorting the similarity values between \(X_i\) and other objects in the dataset. The rank function also expresses a rank matrix as follows:

\[
R = [r_{ij}], \quad \text{rank}(X_i, X_j) = r_{ij}, \quad \forall X_i, X_j \in D
\]

Since two objects are not always at the same rank of each other, \(R\) is not necessarily a symmetric matrix, in other words, it may happen that \(\text{rank}(X_i, X_j) \neq \text{rank}(X_j, X_i)\).

\(R\) is similar to the hostility relation in human society. As we know, in human society each person ranks others according to their common interests or ideas and based on this system of ranking finds some persons friendly and others unfriendly. But, these feelings are not always symmetry, in other words, a person may be deeply hostile to somebody, but, he/she may not be that much hostile toward the first person. In our algorithm two objects are figuratively hostile toward each other according to their ranks, and the more similar objects have less hostile feelings toward each other. Thus, \(R\) is a matrix that shows the hostility relationship among objects in the dataset, and also, it contains the strength of these relations through numbers, from 1 (for the least hostility) to \(N\) (for the extreme hostility).

Similarly, from \(r_{ij} < r_{kj}\) which is a case of asymmetric relation in \(R\), can be understood that the rank of \(X_i\) is higher, according to the similarities of \(X_i\) to other objects \(r_{ij}\), than the rank of \(X_j\) according to the similarities of \(X_j\) to other objects \(r_{kj}\). Thus, it can be considered that \(X_j\) are much hostile or unfriendly toward \(X_i\). Consequently, it reveals the existence of some other objects more similar to \(X_j\) that make \(X_i\) looks more unfriendly. We utilize this information in updating the medoids.

In order to find the medoids we introduce another quantity which is the hostility value \((hv)\) of an object in a group of objects. The hostility value of an object like \(X_i\) in a set of objects like \(G\) is defined as follows:

\[
hv_i = \sum_{X_j \in G} r_{ij}
\]

(3)

As an example, we compute the hostility value of two objects \((X_i, X_j)\) in Fig. 2 in which the members of the group are enclosed by an ellipse and the Euclidean distance determines the dissimilarity among them. According to the similarity of \(X_i\) to the other objects (Right cluster is ignored), we can visually find out that the inner objects in the group are 13th to 16th similar objects to \(X_i\) (the numbers are distinguishable by label \((i)\)). Thus, the hostility value of \(X_i\) is computed as follows:

\[
hv_i = 1 + 13 + 14 + 15 + 16 = 59
\]

Similarly, from the similarity between \(X_i\) and other objects can be understood that the inner objects in the group are 2nd, 3rd, 4th and 6th similar objects to \(X_j\) (the numbers are distinguishable by label \((j)\)), therefore, the hostility value of \(X_j\) is computed as follows:

\[
hv_j = 1 + 2 + 3 + 4 + 6 = 16
\]

\(hv\) shows figuratively, how much an object is unfriendly with others in a group. For example, \(X_i\) in Fig. 2 is much hostile to the others rather than any other members. Moreover, the hostility values of a group provide clues about how objects in the group or even out of the group are scattered in the input space. The distribution of \(hvs\) in the group involves two possible cases. In the first case, the hostility values of data objects in a group are not nearly equal. Therefore, we can conclude that some objects are more hostile than others to the members of group. We see this heterogeneity in \(hvs\) because the objects which have greater \(hv\) are more similar to some objects from the outside of the group. Therefore, the outer objects are placed in lower rank and the inner ones place in higher rank, as left cluster in Fig. 2 shows. In the second case, the hostility values of objects in a group are approximately equal. It shows that the most of the similar objects are part of the group; thus, there are not many other similar objects from the outside of the group, as right cluster in Fig. 2 shows. Therefore, by using \(hvs\) of a group we can slightly discover how objects in the group or those around the group are scattered.

2.3. Proposed algorithm

Our proposed algorithm consists of the following steps:

**Step 1. (Initialization)**

1.1. Calculate the similarities among pairs of objects based on the similarity metric (e.g. Euclidean, correlation).

1.2. Calculate \(R\) matrix by sorting the similarity values and store the indexes of similar objects from the most similar to the least similar in sorted index matrix.

1.3. Select \(k\) medoids randomly.

**Step 2. (Update medoids)**

2.1. Do the following steps for each medoid:

2.1.1. Select the group of the most similar objects to each medoid, using sorted index matrix. (The number of members of the group is determined by an input parameter \(m\)).

2.1.2. Calculate the hostility values of every object in those groups using Eq. (3).

2.1.3. Choose object with the maximum hostility value as the new medoid.
2.2. Relocate one of the medoids placed in the same group.

2.3. Go to step 2.1. until the maximum iteration will be reached.

### Step 3. (Labeling objects)

3.1. Assign each object to the most similar medoid.

In each iteration, calculating \( k \) new medoids costs \( O(k \times m) \) where \( m \) has a direct effect on the speed of the algorithm. By having a smaller group, the medoids approach the centers with smaller steps. The medoids may also jump between clusters easily, if the group is too large. But, selecting \( m \) between 5 and 15 will be efficient for small and large datasets. The choice of \( m \) has a direct effect on the speed of the algorithm. By having a smaller group, the medoids approach the centers with the smaller steps. The medoids may also jump between clusters easily, if the group is too large. But, selecting \( m \) between 5 and 15 will be efficient for small and large datasets.

In the step 1.2. a matrix called \( \text{sortedIndex} \) is returned from calculating the ranks of objects. It keeps the indexes of similar objects in the dataset. \( \text{sortedIndex}_{ij} = i \), shows that the \( j \)th similar object to \( X_i \) is \( X_j \). By using \( \text{sortedIndex} \) matrix, the computational time of forming group \( G \) will be \( O(m) \). To understand thoroughly this matrix, suppose a dataset \( D \) with one-dimensional points as follows:

\[
D = \{X_1, X_2, X_3, X_4\} = \{1, 3, 4, 6\}
\]

The matrix \( \mathbf{R} \) and \( \text{sortedIndex} \) for \( D \) are as follows (closeness shows the similarity):

\[
\mathbf{R} = \begin{bmatrix}
1 & 2 & 3 & 4 \\
3 & 1 & 2 & 4 \\
4 & 2 & 1 & 3 \\
4 & 3 & 2 & 1
\end{bmatrix} \quad \text{sortedIndex} = \begin{bmatrix}
1 & 2 & 3 & 4 \\
2 & 3 & 1 & 4 \\
3 & 2 & 4 & 1 \\
3 & 4 & 2 & 1
\end{bmatrix}
\]

In the matrix \( \mathbf{R} \), \( \mathbf{R}_{31} = 3 \) means that \( X_1 \) is the third similar object to \( X_2 \) and \( \text{sortedIndex}_{34} = 1 \) means that \( X_1 \) is the fourth similar object to \( X_4 \).

In order to understand how the algorithm escapes from local optimum, we will show how it moves the medoids through iterations and afterwards, analyzing the behavior of the algorithm in dealing with a dataset will be described.

#### 2.3.1. Seeking the center

Suppose a cluster like \( C \) that its objects are scattered in input space by a Gaussian distribution with the average \( \mu \) and the standard deviation \( \sigma \). For selecting a new medoid, a group of the closest objects to the old medoid like \( G \) is needed. Imagine that \( G \) contains two object \( X_g \) and \( X_l \) such that \( X_g \) is closer to \( \mu \) or the center of the cluster, therefore we have:

\[
X_l, X_g \in G \quad \|X_l - \mu\| < \|X_g - \mu\|
\]

We can also rewrite Eq. (3) as follows:

\[
hv_l = \left(\frac{m(m + 1)}{2}\right) + \sum_{\forall \mathbf{X}_i \in \mathbf{G}} |\mathbf{S}_i| 
\]

\( m \) is the number of objects in \( G \) and \( |\mathbf{S}_i| \) is the number of objects in \( \mathbf{S}_i \) which is defined as follows:

\[
\mathbf{S}_i = \{X_i \neq \mathbf{G} \|X_i - X_g\| < \|X_i - X_l\|\}
\]

By using Eq. (3), the calculated ranks of every objects in the group (according to their similarities to \( X_i \)) are added to obtain \( hv_l \). However in Eq. (5), at first the objects in the group are supposed to be the first \( m \) ranks of \( X_g \) and afterwards the number of more similar objects to \( X_i \), from the outside of the group are added. Now, an example is served to illustrate this new form of calculating \( hv \). There are six objects in Fig. 3 in which three of them are in the group \( G \) \((m = 3)\). To calculating the \( hv_l \) according to Eq. (3), the ranks of \( X_2 \) and \( X_3 \) are needed. The ranks of the objects in Fig. 3 considering their distances to \( X_1 \) are as follows:

<table>
<thead>
<tr>
<th>Objects</th>
<th>( X_1 )</th>
<th>( X_2 )</th>
<th>( X_3 )</th>
<th>( X_4 )</th>
<th>( X_5 )</th>
<th>( X_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rank</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

Therefore, the hostility value of \( X_1 \) according to Eq. (3) is as follows:

\[
hv_1 = 1 + 4 + 6 = 11
\]

In order to calculate the \( hv_1 \) according to Eq. (5), the sets \( S_{12} \) and \( S_{13} \) should be identified. \( S_{12} \) is the set of objects from outside of the group which are closer than \( X_2 \) to \( X_1 \). Therefore, the set \( S_{12} \) is as follows:

\[
S_{12} = \{X_5, X_6\}
\]

Similarly, the members of \( S_{13} \) are:

\[
S_{13} = \{X_4, X_5, X_6\}
\]

According to Eq. (5) the \( hv_1 \) is calculated as follows:

\[
hv_1 = \left(\frac{3 + 4}{2}\right) + (|S_{12}| + |S_{13}|) = (1 + 2 + 3) + (2 + 3) = 11
\]

The distribution of \( C \) is Gaussian; therefore, the probability of objects closer to average is greater than those farther from average. It means that the probability of objects in \( S_g \) (which is a subset of objects in the cluster) increases as \( X_l \) becomes closer to the average. Therefore, it reveals that \( S_g \) is larger for \( X_l \) which is closer to the average than \( S_{1g} \) for \( X_1 \) which is farther than the average. Consequently, \( hv_g \) in \( G \) increase as the objects approach the average.

In each iteration, our algorithm selects the maximum \( hv \) in \( G \) as the next medoid. We showed that the maximum \( hv \) in \( G \) occurred among those objects which are closer to the average or the center of cluster. Therefore, through iteration, the medoid distances from the edge of cluster and comes near the center. When the medoid is located in the center of cluster it never returns to the edge of cluster, because, the \( hv_g \) in \( G \) decreases as the object comes near to the edge of the clusters. Therefore, the objects from the edge cannot have maximum \( hv \) and be the next possible medoid, in the presence of some objects near the center.

Fig. 4 shows the behavior of the algorithm in selecting the medoid, through four iterations. The only cluster in the figure is Gaussian-shaped and the current and the previous medoids are distinguishable by filled square and circle. The number of members in \( G \) is equal to 15, and the circles around these points make them recognizable. It can be seen how medoid approaches the center from the edge of the cluster. Finally, by locating at the center in
the fourth iteration, the medoid and the group \( G \) will not leave there.

The behavior of the algorithm in leading medoid to the center of cluster can be illustrated from theoretical point of view. Therefore, suppose that the objects of cluster \( C \) follow one-dimensional (for the sake of simplicity) Gaussian distribution with parameters \( \mu \) and \( \sigma \). The density function of this distribution is as follows:

\[
F(X) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{x - \mu^2}{2\sigma^2}}
\]  

(7)

Fig. 5 shows the curve of a Gaussian distribution with the average \( \mu \). It can be seen that the probability of an objects closer to \( \mu \) is greater than the farther one \( (F(X_i) > F(X_j)) \). The hachured area in Fig. 5A is the probability of objects which are in the cluster and closer than \( X_i \) to \( X_i \). \( U_{ij} \) is a set of these objects:

\[
U_{ij} = \{X_t \in C||X_t - X_i|| \leq ||X_j - X_i||\}
\]  

(8)

This probability is directly related to the probability of an object belonged to the set \( S_{ij} \), because \( S_{ij} \) is a subset of \( U_{ij} \). Therefore, as \( X_i \) moves towards \( \mu \), the probability of objects like \( X_k \in S_{ij} \) increases. Consequently, for two objects like \( X_i \) and \( X_j \) in the group \( G \), the \( hvi \) is greater than \( hvj \) if \( X_i \) is closer to \( \mu \) than \( X_j \).

2.3.2. Escaping from local optimum

After describing the movements of medoids, it is time to look at the behavior of the algorithm in dealing with a dataset containing \( k \) Gaussian-shaped clusters. The algorithm chooses \( k \) objects as the medoids of the clusters. Regarding to Definition 1, we will show that the algorithm can escape from local optimum.

Suppose a state at the early iterations of the running algorithm that most of the medoids share some clusters. As we have the right number of clusters, there are also some of them without medoid. We call the clusters with at least one medoid “discovered cluster” and those without medoid “undiscovered cluster” (Fig. 6). We showed that in a finite number of iterations medoids will be placed at the center of discovered clusters. In that moment, the medoids of a discovered cluster are so close that they are placed in their similar groups (a group which is needed to compute the \( hvs \) and find the new medoid). Then, the algorithm relocates all the medoids except one of them (step 2.2). Fig. 7 shows a situation that two medoids are the parts of their similar groups; therefore, one of them should be relocated. Afterwards, the relocated medoid might be placed inside an undiscovered cluster or even in another discovered cluster. In the first case, the medoid reaches the center in a finite number of iteration and possesses the undiscovered cluster. In the second case that there is a cluster with more than one medoid, a new relocation will happen. Obviously, the algorithm can be implemented such that these relocations of misplaced objects end, in a finite number of iterations (at the worst case it tests all the objects except the members of the undiscovered cluster). Therefore in a finite number of iterations, the algorithm can find all the clusters regardless of how the medoids were located initially.

Video 1 shows how our algorithm finds the clusters. In this video the medoids (big black circles) are plotted in each iteration, with the rest of the objects in the dataset. At early iterations (1–30) most of the medoids are placed in the same clusters and their separations are visible. As iteration continues, each medoid possesses a cluster of objects. In 41th iteration all the medoids are placed at the centers of clusters, therefore, nothing will happen except the little movements of medoids in the centers.

To expedite the process of finding real medoids, we can also double the size of similar groups and select half of them randomly to find next medoids. By this policy we enlarge the groups and consequently the steps to the centers of clusters as we keep the number of members unchanged.

Fig. 4. Four iterations of RKM algorithm. The current and previous medoid with the members of group \( G \) have been indicated at the end of each iteration. Initial medoid is placed at the edge of cluster, but, in the fourth iteration it has found the center.
3. Experiments

3.1. Algorithms

Our proposed algorithm was compared with two other partitioning algorithms, *K-Harmonic Means* (KHMs) and *Simple and Fast k-medoids*. KHMs is one of the most well-known algorithms in this family that unlike *k-means* is not sensitive to initialization and outliers. Updating *k* centers, in each iteration, costs $O(k \times N \times D)$ in a situation that the Euclidean distance shows dissimilarity among objects of the dataset which are *D*-dimensional.

---

**Fig. 5.** The curve of Gaussian distribution with the average ($\mu$). (A) Hachured area shows the probability of a point belonging to $U_i$ and $||x_j - x_i|| = ||x_j - x_i||$ and (B) hachured area shows the probability of a point belonging to $U_i$ and $||x_j - x_i|| = ||x_j - x_i||$.

**Fig. 6.** Five clusters and the initial location of five medoids are shown. Three clusters have at least one medoid (discovered clusters), and two of them are without any medoid (undiscovered clusters).

**Fig. 7.** Two clusters of objects. The diamond-shaped cluster has two medoids which are the members of their similar groups and one of them should leave the cluster.
Simple and Fast k-medoids like our algorithm can compute the similarity among objects in the dataset once and then can find the best possible partitions. It performs better than k-means [29] so it can be a good comparison between this algorithm and our algorithm in term of efficiency. This algorithm updates the new medoids in $O(N)$ where $N$ shows the number of objects in the dataset.

The parameters which are maximum iterations ($maxiter$) and the number of members in the group ($m$) are presented in Table 1. All the algorithms are run on a computer with Windows operating system, Intel Core2Duo 2.66 GHz CPU and 4 GB RAM. Each algorithm was run 20 times over seven datasets. These datasets will be described at the next section. To evaluate these algorithms, four validation measures were used. The definition of these measures and the meaning of their values are presented at Section 3.3. Finally, the results are brought in Table 2 in the form of average (standard deviation). Time in Table 2 shows the average time of running algorithms in second.

3.2. Datasets

We have employed two artificial datasets and five real datasets to perform experiments. In the following these datasets are described briefly.

3.2.1. A2
This dataset contains 5250 2-dimensional points separated in 35 clusters. As Fig. 8 shows, A2 with its circle shape clusters is ideal for partitioning approach clustering. But the large number of clusters increases the possibility of trapping in local optimum. Therefore, it can be a good challenge for these kinds of algorithms to find the real pattern. A2 is brought in Supplementary and can be found in [33].

3.2.2. S3
This dataset contains 5000 2-dimensional points separated in 15 clusters (Fig. 9). Clusters in S3 have more overlaps than A2 and the boundaries of clusters are not well-separated which makes it more challenging. Moreover, there are some dispersed clusters among dense ones and they form a difficult pattern. Here again, being sensitive to initialization and trapping in local optimum can create troubleshoot problem recognition. S3 was used by Franti and Virmajoki [34] and it is brought in our Supplementary and [33].

The following datasets are well-known and widely used in many studies. These datasets are stored in UCI repository [35].

3.2.3. Multiple features (mfeat-fac)
This dataset contains 2000 objects which are handwritten numerals (‘0’–‘9’) extracted from a collection of Dutch utility maps. The objects are equally separated in 10 classes. These objects are described by different feature sets. In this experiment we use profile correlations feature set that consists of 216 features.

3.2.4. Wisconsin Breast Cancer (WBC)
This dataset contains 699 objects described by nine numerical features which are clump thickness, cell size uniformity, cell shape uniformity, marginal adhesion, single epithelial cell size, bare nuclei, bland chromatin, normal nucleoli, and mitoses. We removed 16 objects of this dataset because of having missing values, so, its size decreased to 683 objects grouped in two classes of benign and malignant.

3.2.5. Iris
This dataset contains 150 objects described with four features and are equally separated in three clusters. Objects in this dataset are Iris plants and the four numerical features are sepal length, sepal width, petal length and petal width.

3.2.6. Zoo
It consists of 101 objects described by one numerical feature which is leg and 15 boolean features which are hair, feathers, eggs, milk, airborne, aquatic, predator, toothed, backbone, breathes, venomous, fins, legs, tail, domestic and catsize. Zoo is categorized in seven classes.

3.2.7. Wine
This dataset consists of 178 objects described by 13 features. The instances of the dataset are the result of chemical analyses
of wine in Italy. The numerical feature are alcohol, malic acid, ash, alcalinity of ash, magnesium, total phenols, flavanoids, nonflavanoid phenols, proanthocyanins, color intensity, hue, OD280/OD315 of diluted wines and proline. Wine is classified in three classes.

3.3. Evaluation functions

To evaluate the results of clustering methods, two types of cluster validation techniques are using: internal validation measures and external validation measures. Internal validation measures evaluate clusters based on the structure of the dataset; therefore, intra-clusters similarity (cohesion) and inter-cluster dissimilarity (separation) are the main factors for these measures. On the other hand, external validation measures evaluate clusters by comparing computed labels of objects with their real label [36]. In our experiments, the clusters were evaluated by four external validation measures which are Mirkin [37], Purity [38], F-measure [36] and Adjusted RandIndex (ARI) [39]. In the following these measures are described briefly.

To explain the external validation measures we need a matrix called association matrix. Suppose that a dataset with \( N \) objects is partitioned into \( C = \{c_1, c_2, \ldots, c_I\} \) classes and the algorithm finds \( K = \{k_1, k_2, \ldots, k_J\} \) clusters, then matrix \( A = [a_{ij}]_{I \times J} \) is association
matrix where $a_{ij}$ indicates number of $c_i$’s members which belong to $k_i$. Moreover, $a_i$ and $a_j$ as marginal numbers is defined by:

\[ a_j = \sum_i a_{ij} \tag{9} \]

\[ a_i = \sum_j a_{ij} \tag{10} \]

3.3.1. Mirkin

The Mirkin metric is defined by Eq. (11) and related to the number of disagreed pairs in the sets $K$ and $C$. Mirkin metric is scaled in the interval $[0, 1]$ which is 0 for identical sets of labels or complete finding of the pattern and positive otherwise.

\[ \text{Mirkin}(C, K) = \frac{1}{N^2} \left( \sum_{i=1}^{I} a_i^2 + \sum_{j=1}^{J} a_j^2 - 2 \times \sum_{i=1}^{I} \sum_{j=1}^{J} a_{ij} \right) \tag{11} \]

3.3.2. Purity

The purity of a cluster is defined as follows:

\[ \text{Purity}(k_p) = \frac{1}{a_p} \max(a_{ip}), \quad i = 1, \ldots, I \tag{12} \]

The above purity determines the class that was predicted by $k_p$. The larger value of Eq. (12) shows more common objects in cluster $k_p$ and the predicted class. The purity of whole solution can be defined by using a weighted mean of the individual cluster purities.

\[ \text{purity}(K) = \frac{1}{N} \sum_{p=1}^{P} \frac{a_p}{N} \times \text{Purity}(k_p) \tag{13} \]

3.3.3. F-measure

It is widely used in information retrieval and is based on two concepts of precision and recall which indicate accuracy and coverage of retrieved information correspondingly, and are defined by:

\[ \text{precision}(k_i, c_j) = \frac{a_{ij}}{a_j} \tag{14} \]

\[ \text{recall}(k_i, c_j) = \frac{a_{ij}}{a_i} \tag{15} \]

$F$-measure of cluster $k_i$ regards to class $c_j$ is the harmonic mean of its precision and recall. It has a low value for a situation in which recall and precision are unbalanced. This value is defined by:

\[ F_{kc}(k_i, c_j) = \frac{2}{1/\text{precision}(k_i, c_j) + 1/\text{recall}(k_i, c_j)} \tag{16} \]

Consequently, $F$-measure of a cluster is defined by:

\[ F_k(k_p) = \max_{j=1, \ldots, J} F_{kc}(k_p, c_j) \tag{17} \]

Therefore the $F$-measure of whole clustering solution can be defined as Eq. (18) and the greater its value, the better clustering solution.

\[ F(K) = \frac{1}{P} \sum_{p=1}^{P} F(k_p) \tag{18} \]

3.3.4. Adjusted Rand Index (ARI)

It is one of the most popular external validation measures ranging from 0 to 1. Higher value of ARI shows better quality of clusters. To explain ARI four quantities based on pairs of objects are defined: ‘$a$’ is the number of pairs which are in the same class in $C$ and in the same cluster in $K$, ‘$b$’ is the number of pairs which are in the same class in $C$ but not in the same cluster in $K$, ‘$c$’ is the number of pairs which are in the different classes of $C$ but in the same cluster in $K$ and ‘$d$’ is the number of pairs placed on different classes and clusters in $C$ and $K$. According to these quantities rand index (RI) is defined by:

\[ \text{RI}(C, K) = \frac{a + d}{a + b + c + d} = \frac{a + d}{\binom{N}{2}} \tag{19} \]

$RI$ is not uniformly distributed in the interval $[0, 1]$ and cannot show properly the differences between random partitioning and real partitioning [40]. ARI is an adjustment of RI that solves this problem and is defined by:

\[ \text{ARI}(C, K) = \frac{\text{RI}(C, K) - E(\text{RI})}{1 - E(\text{RI})} \tag{20} \]

$E(\text{RI})$ is the expected value of rand index under the generalized hypergeometric assumption. ARI can be simplified and rewritten as follows:

\[ \text{ARI}(C, K) = \frac{\sum_{i=1}^{I} \sum_{j=1}^{J} \left( \frac{a_{ij}}{2} \right) - \left[ \sum_{i=1}^{I} \left( \frac{a_i}{2} \right) \sum_{j=1}^{J} \left( \frac{a_j}{2} \right) \right] / \binom{N}{2}}{1/2 \left[ \sum_{i=1}^{I} \left( \frac{a_i}{2} \right) + \sum_{j=1}^{J} \left( \frac{a_j}{2} \right) - \sum_{i=1}^{I} \left( \frac{a_i}{2} \right) \sum_{j=1}^{J} \left( \frac{a_j}{2} \right) \right] / \binom{N}{2}} \tag{21} \]

Some simple examples and comparison between RI and ARI are brought in [40].

4. Discussion

There is a striking contrast between the results of our method and the other algorithms for datasets $A_2$, $S_5$, mfeat-fac and WBC. Worse values of external validation measures for KHm and Simple and Fast k-medoids reveal that they have combined some classes or divide one class into several clusters and trapped in local optimum. For the smaller datasets including Iris, zoo and wine, our algorithm does not outperform the two other algorithms. However, the close values of external validation measures for these datasets show that RKM has not lost the pattern, and some misplaced objects in the edge of the clusters make RKM slightly worse than other algorithm.

To understand why these results emerged from experiments, the behavior of the algorithms should be considered. Algorithms like KHm or Simple and Fast k-medoids have tendency to be stationary. By the stationary, we mean that the algorithm updates the centroid of a cluster, if a more centrally located point can be found, such that, it decreases the cost function of the algorithm. This greedy behavior is one of the main reasons of trapping in the local optimum. Therefore, as the number of clusters and objects increase, the local optimum situations and the probability of trapping in the local optimum raise too (as we have seen in the result of datasets $A_2$ and $S_3$). But, in the smaller datasets with the decreased number of local optimum, they can be placed at the optimum point by the help of a suitable initialization, and can keep the point till the end. Therefore, their weakness in the larger datasets can be beneficial in the smaller datasets.

In contrast, our algorithm is dynamic, meaning that, a medoid is updated in each iteration. After finding a way into the center of cluster, the medoid may not stand still and some movements in its similar group of objects are predictable, therefore, slight deviation from the center is resulted. This deviation from the center shows its downsides on the results of the smaller datasets more than the larger datasets. Therefore, RKM did not entirely outperform in the datasets Iris, zoo and wine. But, in the datasets $S_5$, $A_2$, $S_3$.
mfeat-fac and WBC, our algorithms has the merit of being both fast and accurate, and the increased number of the local optimum cannot hinder RKM in finding clusters as much as the two other algorithms.

The running time of our algorithm is significantly smaller for the larger datasets like S3, A2, WBC and mfeat-fac. To understand the running time of these algorithms we should consider some facts. First, the running time of the algorithm is related to the number of clusters, therefore, the increase in the number of clusters, derives the running times up. Second, KHM should compute the similarity between new centers and the objects in the dataset, through iterations continuously. Therefore, its computational time is dependent to the computational time of the used similarity metric. In the case of the Euclidean distance that the running time has a linear dependency to dimension of the objects, the computational time of KHM, in each iteration is \(O(k \times N \times D)\) as we have seen before. Thus, 216-dimension objects of mfeat-fac are the main reason for the long computational time of KHM. Third, \textit{Simple and Fast K-medoids} selects a new medoid from a set of candidates which are the members of the same cluster. It updates the medoids in each iteration at the cost of \(O(N)\) and therefore it finds the clusters faster than KHM. But, in our implementation the increase in the number of members of clusters makes the \textit{Simple and Fast k-medoids} slower than KHM as we can see in the results of datasets S3 and WBC. Our proposed algorithm updates the medoids in each iteration at the cost of \(O(k \times m)\) where \(m\) is the number of members in \(G\). It is much faster than the other two algorithms for larger datasets but in our implementation the overheads of relocating the medoids in step 2.2 makes it slower than \textit{Simple and Fast k-medoids} for the smaller datasets.

As we mentioned before, the real dataset was widely used in many research and comparing the result with other algorithms is possible by using external measures. For example, the superiority of our results is revealed by reviewing the results of other algorithms like K-means, PSOKHM, ant clustering with KHM, ant colony clustering, data swarm clustering \([20,25,41]\).

5. Conclusion

In this paper we introduced a novel \(k\)-medoids algorithm that uses a useful ranking function for finding the centrally located objects. We clarified the definition of local optimum for partitioning approach of clustering and showed that the algorithm can find all the Gaussian-shaped clusters if the right number of them is given. The initialization does not lead the algorithm into the local optimum. The similarity among objects in dataset is computed once and updating the medoids costs \(O(k \times m)\) per iteration, where \(k\) is the number of clusters and \(m\) shows the number of members in a group needed to select the next medoids. To evaluate our algorithm, two artificial datasets and five real datasets were employed. \textit{K-Harmonic Means} (KHM), our algorithm and \textit{Simple and Fast k-medoids} compared with the help of four well-known external validation measures. The results revealed that KHM and \textit{Simple and Fast k-medoids} suffer from local optimum. Our algorithm found the clusters in larger datasets faster and more accurate than the two other algorithms and it seems that ranked \(k\)-medoid clustering is a suitable algorithm for large dataset.
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