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Abstract. Fast and accurate seismic processing workflow is a critical
component for oil and gas exploration. In order to understand complex
geological structures, the numerical kernels used mainly arise from the
discretization of Partial Differential Equations (PDEs) and High Perfor-
mance Computing methods play a major in seismic imaging. This leads
to continuous efforts to adapt the softwares to support the new features
of each architecture design and maintain performance level. In this con-
text, predicting the performance on target processors is critical. This is
particularly true regarding the high number of parameters to be tuned
both at the hardware and the software levels (architectural features,
compiler flags, memory policies, multithreading strategies). This paper
focuses on the use of Machine Learning to predict the performance of
acoustic wave numerical kernel on Intel Xeon Phi many-cores architec-
ture. Low-level hardware counters (e.g. cache-misses and TLB misses) on
a limited number of executions are used to build our predictive model.
Our results show that performance can be predicted by simulations of
hardware counters with high accuracy.

Keywords: Machine Learning, Geophysics Applications, Many-core Sys-
tems, Performance Model

1 Introduction

Geophysics exploration remains fundamental to the modern world to keep up
with the demand for energetic resources. This endeavor results in expensive
drilling costs (100M$-200M$), with less than 50% of accuracy per drill. Thus,
Oil and Gas industries rely on software focused on High-Performance Comput-
ing (HPC) as an economically viable way to reduce risks.

Acoustic wave propagation approximation is the current backbone for seismic
imaging tools. It has been extensively applied for imaging potential oil and gas
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reservoirs beneath salt domes for the last five years. Such acoustic propagation
engines should be continuously ported to the newest HPC hardware available to
maintain competitiveness. At the same time, on the HPC hardware front, the
days of faster single core CPUs are over, and the solutions adopted are being
replaced by many-core technologies [5, 4].

On one hand, the trend for High Performance Computing (HPC) applications
is to pay a higher cost in order to optimize the overall performance. This comes
from the complexity of many interdependent factors (non-uniform memory ac-
cess, vectorization, compiler optimizations, memory policies) at an architectural
level that may severely influence the application’s behavior. This is particularly
true for stencil numerical kernels that are usually memory-bound.

On the other hand, Machine Learning (ML) is a comprehensive methodology
for optimization that could be applied to find patterns on a large set of input
parameters. Recently, ML algorithms have been used on HPC systems under
different situations. In [16] the authors used ML algorithms to select the best
job scheduling algorithm on heterogeneous platforms whereas in [2] the authors
proposed an ML-based scheme to select the best I/O scheduling algorithm for
different applications and input parameters. And recently, in [13] the authors
used ML algorithms to predict the performance of stencil computations on mul-
ticore architectures.

In this paper, we extend the procedure to build a suitable ML-based perfor-
mance model for a classical numerical model based on isotropic acoustic wave
propagation for many-core architectures. The paper is organized as follows. Sec-
tion 2 provides the fundamentals of the geophysical application under study. Sec-
tion 3 describes the methodology of our ML-based approach. Section 4 presents
configuration, simulation performance, and model accuracy. Section 5 describes
related works. And finally, section 6 concludes this paper.

2 Acoustic wave equation

In this section, we describe the application used as benchmark that simulates
the propagation of a single wavelet over time over a three-dimensional domain.

We consider the model formulated by the isotropic acoustic wave propagation
(Equation 1) under Dirichlet boundary conditions over a finite 3D rectangular
domain, prescribing p = 0 to all boundaries, and the isotropic acoustic wave
propagation (Equation 2) with variable density where p(x, y, z, t) is the acoustic
pressure, V (x, y, z) is the propagation speed and ρ(x, y, z) is the media density.

1

V 2
.
∂2p

∂t2
= ∇2p (1)

1

V 2
.
∂2p

∂t2
= ∇2p− ∇ρ

ρ
.∇p (2)

The Laplace operator is discretized by a 12th order finite differences ap-
proximation and the time derivatives are approximated by a 2nd order finite
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differences operator. Petrobras, the leading Brazilian oil company, provides a
standalone mini-app of the previously described numerical method. This ker-
nel represents the cornerstone of the classical Reverse Time Migration imaging
procedure.

The code was written in standard C and leverage from OpenMP directives
for shared-memory parallelism. But Indeed, the parallelization strategy relies
on the decomposition of the three-dimensional domain based on OpenMP loop
features. There is another implementation for GPU architectures, but it is out
of scope of this work and could be analyzed in future works.

Advanced optimizations (loop interchange, vectorization, thread and data
mapping) strategies have been implemented to speedup the performance on Intel
Xeon Phi processors. For sake of clarity of this paper focused on the impact of
machine learning methodology, we will not go into too many details regarding
the implementation and interesting readers can refer to [1].

3 Testbed and Machine Learning Methodology

In this section we describe our testbed configurations and the Machine Learning
(ML) model. We used Intel Xeon Phi (Knights Landing) many-core platform to
carry out the experiments. The detailed configurations are shown in Table 1.

Processor Intel Xeon Phi 7520

Clock(GHz) 1.40

Cores 68

Sockets 1

Threads 272

L2 cache size (MB) 34

Table 1: Description of the Intel Xeon Phi architecture used for our experiments.

Based on this platform, Table 2 details all the configurations available for
our optimization categories. As it can be noted, a brute force approach would
be unfeasible due to the large number of simulations required (147,968), because
some of these executions can take many hours (or days).
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Optimization Parameters Total configurations

Number of threads 1 272

Scheduling policy 1 2

Chunk size 1 272

Total 3 147,968

Table 2: Configurations available for our optimization procedure.

3.1 Feature vectors

We emphasize that the selection of the relevant feature vectors is a key ingredient
of our method. In our case, we considered a classical ML model with three layers
of measurements (input, hidden, and output), which are described below:

1. Input Layer is defined by OpenMP implementation features such as the
number of threads, the loop scheduling policy (static or dynamic), and the
chunk size (which defines how many loop iterations will be assigned to each
thread at a time).

2. Hardware Counters Layer is built on top of PAPI library to collect the
most relevant metrics from the hardware counters total of last level total
cache misses (measured by PAPI L2 TCM event), and total of data trans-
lation lookaside buffer misses (measured by PAPI TLB DM event). We
decided to use related cache values because stencils are memory bounded
problems and the number of available counter is determined by the architec-
ture.

3. Performance Layer represents the total elapsed time to solve the geophys-
ical problem.

As we can see, the output depends on several parameters that create a n-
dimensional problem and if we try to model it by a regression method it can not
be solved by 2D or 3D classical models.

3.2 Machine Learning Model

Our ML model which is based on Support Vector Machines (SVM). This super-
vised ML approach has been introduced in [6] and then extended to regression
problems for n-dimensional problems where support vectors are represented by
kernel functions [8].

The main idea of SVMs is to expand hyperplanes through the output vector.
It has been employed to classify non-linear problems with non-separable training
data by a linear decision (i.e. hardware counters behavior in next section).

Our ML model was built on top of three consecutive layers, where output
values of a layer are used as input values of the next layer (Figure 1). The in-
put layer contains the configuration values from the input vector. The hidden
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layer contains two SVMs that take values from the input vector to simulate the
behavior of hardware counters presented in the previous section. Because hard-
ware counters have very large values it was necessary to perform a dynamic range
compression (log transformation) between the hidden layer and the output layer,
this is a very common technique used in digital image processing to avoid raw
data [11]. Finally, the output layer contains one SVM that takes each simulated
value from the hidden layer to obtain the corresponding execution time value.

Input
Vector

SVM CM

SVM TLB

SVM TimeLog

Training Set

Testing Set

Fig. 1: Flowchart of our machine learning model.

4 Experiments

In this section we present the results of our prediction model. The use-case used
as benchmark for our experiments corresponds to a three-dimensional stencil of
size 1024 x 256 x 256.

4.1 Preliminary results

Hardware Counters Figures 2 and 3 illustrate how the performance of our
kernel is affected by the input variables and their relations with hardware coun-
ters. Each point represents one experiment.

For instance, Figure 2 shows that the scheduling policy creates two separated
sets when Time values are related with L2 cache misses. The same behavior is

CARLA2017, 040, v5 (final): ’Performance Prediction of Acoustic Wave Numerical Kernel . . . 5



6 Vı́ctor Mart́ınez et al.

●

●

●

●

●

●

●
●

●

●
●

●

●
●

●

●

●●

●●
●●●

●

●

●

●

●

●●

●

●

●●●

●●
●●●

●

●●●●●

●

●

●

●
●

●●●
●● ●●

●●●●●
●

●●●
●
●

●

●

●

●

●●
●●
●

● ●●

●●●●●

●

●

●●●

●

●

●

●

●●●
●
●●●●●

●●●●●●●●

●

●

●

●

●●● ●
●
●●●●●
●

●

●
●
●

●

●

●

●●
●

●

●

●●●●
●
●●●● ●

●
●

●

●●

●
●

●

●●

●

●

●

●●●●
●●●●●● ●●●

●

●
●

●

●

●

●

●

●

●

●●●●
●

●

●

●

●

●

●

●
●

●

●
●

●●
●●
●●
●●●●●●

●

●

●

●

●
●

●

●
●
●●●

●●●●●

●
●●●●●

●

●

●
●

●●●●
● ●●●

●●●●●

●●●●●
●

●

●

●

●●●●●
●●●●

●●●●●●●
●

●

●●

●

●

●

●●●
● ●
● ●●●

●●●●
●

●
●●

●

● ●

●

●

●●●●
●

●
●●●●

●●

●

●

●

●

●

●

●

●

●

●

●

●●●●
●

●●●● ●●

●

●

●

●

●

●
●●

●●

●

●

●●●●

●●●●
●
●

●

●

●

●
●

●
●

●●

●

●

●

●

●●●●
●●●● ●●

●

●●

●

●

●

●●

●●●

●

●●●●●

●●●●● ●
●●●
● ●
●●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●●
●
●
●●

●
●●●●

●

●● ●

● ●●
●● ●●

●●
●

● ●

●
●

●
●

●
●

●

●

●

●

●

●

●

●●●●●●●
●●●●●●● ●●●●●

●

● ●
● ●

●

●

●

●

●●●●●●●●●●●●●●●●●●●●●●●

●
●

●

●

●

●●●●●●●●●●●●●●●●●●●●●●●●

●
●

●

●

●●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●

●●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●
●●●
●

●
●

●●●●●●●

●●●●●●●●●●

●●●●●●●

●●●●●●●●●●●●●●●●●

●●●●●

●

●
●
●
●

●
●

●

●

●

●

●

●

●

●●●●

●

● ●
● ●

●

●

●

●

●●●●●●●●

●●

●

●

●

●●●●●●●●●

●
●

●

●

●●●●●●●●●●

●

●

●

●●●●●●●●●●

●

●

●

●●●●●●●●●●●

●

●

●●●●●●●●●●●

●

●

●●●●●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●
●

●

●●●

●

●

●●●

●

●

●●●●

●

●●●●

●

●●●●

●

●●●●

●

●●●●

●

●●●●

●

●●●● ●
●●●●●●●●●●

●●●●●●●●●●
●●●●●●●●●●

●●

●
● ●

●
●●
●
● ●

●
●
●

●
●

●●

●
●

●

●

●

●

●

●

●● ●●●
●●●
●● ●

●●
●
●

●

●●

●

●

●

●

●

●

●●●●●●●●

●●

●●●
●●●

●
●
●

●

●

●

●

●

●●●●●●●●●●●● ●

●
●●●
● ●

●
●

●

●

●

●●●●●●●●●●●●●●●

●

●●
●●

●

●

●

●

●●●●●●●●●●●●●●

●

●

100

1000

1e+08 1e+10
L2 cache misses

T
im

e 
(s

ec
)

Scheduling ● ●Static Dynamic

Fig. 2: L2 cache misses when varying the scheduling policy.

observed in Figure 3 when chunk size create several sets if the elapsed time is
observed with respect to the amount of TLB data misses.

We can resume this behavior as follows, changing input values affects the
performance creating several separated areas in the graphic representation, each
color represents a different value for the input value, then these areas could be
separated by hyperplanes from SVM. And we note that minor cache misses are
related with better performance, as expected. The sparse values are related with
number of threads, chunk and scheduler changes in the input vector.

Elapsed time This work is focused on performance prediction, and we use the
time as measurement to be analyzed. Firstly, we found that timing is highly
affected by the input values, the standard deviation of time measure shows this
variability. Some configurations take more time than the walltime available on
cluster (3 hours), and we can not use these input values for our experiments.

In Table 3 we present the common statistical values: mean, minimum and
maximum values, and standard deviation. We can see that difference between
best and worst performance is more than 400x, and standard deviation is more
than 2x the mean.
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Fig. 3: TLB data misses when varying the chunk size.

Mean Min Max Standard Deviation (SD)

Time (s) 164.88 13.66 5,530.95 367.72

Table 3: Impact of the input parameters (OpenMP scheduling policies, chunks
or number of threads) on the elapsed time.

4.2 Performance prediction

Training and validation We created a training set by randomly selecting a
subset from the configuration set presented in Table 2. Then, for each experi-
ment we measured the hardware counters (L2 cache misses, and data translation
lookaside buffer misses) and performance values (execution time).

A random testing set was used since all SVMs in both the hidden and the
output layers are trained to calculate new execution time values. After that, we
measured the accuracy of the model using statistical estimators. Table 4 presents
the total number of experiments that were performed to obtain the training and
validation sets.
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Set Number of Experiments

Training 808

Testing 203

Total 1,011

Table 4: Number of experiments in the training and the testing sets.

Results and discussions We use the performance values from validation set
and predicted values from our model to evaluate the model with two statistical
estimators: root mean square error (RMSE) and the coefficient of determination
(R-square). The former represents the standard deviation of the differences be-
tween predicted values and real values whereas the latter represents how close the
regression approximates the real data (R-square ranges from zero to one, equal
to zero indicates regression with no one prediction and equal to one indicates a
perfect fit of data prediction).

As it can be noted in Table 5, the RMSE value confirms that deviation of
time value is high, and the approximation of R-square is close to 94%, then we
get a highly accurate regression.

Estimators Value

RMSE 154.04

R-square 0.94

Table 5: Accuracy of our predictive modelling based on ML. We provide two
statistical estimators.

5 Related Works

Recent architectures, including accelerators and coprocessors, proved to be well
suited for geophysics, magneto-hydrodynamics and flow simulations, outperform-
ing the general purpose processors in efficiency. And some works are developed
to optimize and predict the performance of these kind of applications.

Thus, In [12], the authors automatically generate a highly optimized stencil
code for multiple target architectures. In [14], the authors suggest using run-
time reconfiguration, and a performance model, to reduce resource consumption.
In [3], the authors studied the effect of different optimizations on elastic wave
propagation equations, achieving more than an order of magnitude of improve-
ment compared with the basic OpenMP parallel version.

8 CARLA2017, 040, v5 (final): ’Performance Prediction of Acoustic Wave Numerical Kernel . . .
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In [1], the authors focused on acoustic wave propagation equations, choosing
the optimization techniques from systematically tuning the algorithm. The usage
of collaborative thread blocking, cache blocking, register re-use, vectorization
and loop redistribution. In the same way, in [9], the authors worked on target
cache reuse methodologies across single and multiple stencil sweeps, examining
cache-aware algorithms as well as cache-oblivious techniques in order to build
robust implementations

Other works investigated the accuracy of regression models and ML algo-
rithms in different contexts. In [15] the authors compared ML algorithms for
characterizing the shared L2 cache behavior of programs on multi-core proces-
sors. The results showed that regression models trained on a given L2 cache
architecture are reasonably transferable to other L2 cache architectures. In [17]
the authors proposed a dynamic scheduling policy based on a regression model
that is capable of responding to the changing behaviors of threads during exe-
cution.

Finally, in [10] the authors applied ML techniques to explore stencil config-
urations (code transformations, compiler flags, architectural features and opti-
mization parameters). Their approach is able to select a suitable configuration
that gives the best execution time and energy consumption. In [7], the authors
improved performance of stencil computations by using a model based on cache
misses. In [13], the authors proposed a ML model to predict performance of
stencil computations on multicore architectures.

6 Conclusion

In this paper, we introduced a predictive performance modeling strategy for
geophysical numerical kernel on many-core architectures. We showed that per-
formance of the simplified acoustic wave equation can be predicted with a high
accuracy (95%) based on hardware counters.

Moreover, the results from this work extend the based-ML strategy described
in [13] for performance optimization of the elastodynamics equation on multi-
core architectures. Our model is not restricted to Xeon Phi platforms and can
also be implemented into architectures with the available hardware counters to
measure the cache-related behavior, we use the PAPI library but we believe that
it don’t limit our model and could be implemented with another library. Our
future works can be summarized in the following lines.

Firstly, we expect to extend our methodology in order to capture complex be-
haviors (vectorization capabilities, data mapping). Secondly, we intend to design
a model based on unsupervised ML algorithms to further improve our results.
Finally, we believe that a general model can be integrated into an auto-tuning
framework to find the best performance configuration for a given stencil kernel.
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