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Abstract—This paper addresses passivity-based motion coordination of rigid bodies in the Special Euclidean group $SE(3)$ under the assumption that the agents exchange information over strongly connected graphs. In this paper, we especially focus on one of the motion coordination problems on $SE(3)$ called attitude synchronization. We first develop a passivity-based distributed velocity input law to achieve attitude synchronization. Using the notion of algebraic connectivity, we then establish a connection between the speed of convergence and the structure of the interconnection graph. We also prove attitude synchronization in the leader-follower case and in the cases of communication delay and temporary communication failures. Finally, the performance of our developed control laws is demonstrated through both numerical simulation and experiments on a planar (2-D) test bed.
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I. INTRODUCTION

Motion coordination or cooperative control is an active area of current research [1], [2] with numerous practical applications such as sensor networks, robot networks, coordinated control of satellites and formation control of aircraft [3]–[7]. In addition, motion coordination is also motivated by scientific interest in cooperative behavior in nature such as flocking of birds and schooling of fishes [8]. The goal in cooperative control problems is to design a distributed control strategy using only local information so that the aggregate system attains specified behaviors, such as consensus [2], [9], flocking [12]–[16], synchronization [17], [18], or coordination [19].

Limitations on available information make the cooperative control problem challenging and require a theory and viewpoint quite different from conventional problems. Graph theory has been applied to the analysis of such problems where agents and their communication are represented by nodes and edges of a graph, respectively. In this approach, the graph Laplacian plays an especially important role in the analysis of convergence and connectivity of such distributed systems. The graph Laplacian has been utilized to prove consensus and flocking, analyze the connectivity, determine the convergence value and to construct team objective functions in several references [2], [7], [9], [23].

More recently, passivity and passivity-based control have proved useful for the problem of motion coordination of multi-agent systems [10], [11], [24]–[28], [32]. In [24], [25] passivity-based control laws are presented for output synchronization of networks of passive nonlinear systems. Output synchronization is proved by employing the sum of storage functions as a Lyapunov function candidate. As shown in these references, passivity-based control enables one to handle communication delays and switching topology within a unified (energy-based) framework. Likewise, in [26] and [27] passivity is used to study the problem of steering the differences between the outputs of agents to a prescribed compact set, and to address the formation control or path synchronization problem.

Motion coordination in non-Euclidean space is gaining increasing interest [10], [11], [19], [20], [22], [28]–[32], motivated by many practical systems such as underwater vehicles, satellites, and visual feedback systems. Reference [19] considers a model of identical planar particles whose phase variable evolves on the circle $S^1$, and designs steering control laws to stabilize the closed-loop system. They show global phase stabilization, circular formations and balancing in all-to-all communication which may be an unrealistic assumption in multi-agent systems. In contrast to [19], [29] and [30] attain global convergence in the presence of communication limitation. These control laws instead require information other than orientations of neighbors in order to use a consensus estimator. References [10], [11], [20], and [28] consider multiple rigid bodies with attitude dynamics represented by Euler-Lagrange equations, while the former part of [20] and [32] use a kinematic model. Note that [10], [11], [28], and [32] more or less use the notion of passivity. For the kinematic model, [32] presents a passivity-based velocity control law consisting only of the relative information, and [20] a control law which achieves global convergence by using a consensus estimator [21]. For the dynamical models, [10] and [20] present control laws achieving global convergence under the assumption that their own absolute angular velocities are available for control, where [10] uses an external input and [20] does not. Reference [20] also proposes a control input attaining local convergence based only on relative information. On the other hand, [28] proposes a passivity-based control law achieving global convergence, which uses only relative information but requires an external input.

In this paper, we address passivity-based attitude synchronization in $SE(3)$ based on some techniques developed in [24], [25], and [32]. Throughout this paper, we mean by attitude synchronization that all the rigid bodies’ translational velocities are equal and orientations converge to a common value. We consider a group of rigid bodies in $SE(3)$ whose interconnection is...
represented by a strongly connected graph. First, we show that the kinematics of a rigid body in \( SE(3) \) is passive. Then, we develop a passivity-based distributed velocity input law to achieve attitude synchronization under the condition that all the orientation matrices are positive definite. Namely, our proposed velocity control scheme does not achieve global convergence, but it is instead easy to implement, since it depends only on local relative information between its own reference frame and that of its neighbors.

We next introduce the notion of algebraic connectivity in order to establish a connection between the speed of convergence and the graph structure. The speed of convergence is a useful metric for the design of the information graph as well as for the analysis of the performance of cooperative control for a given network. Note that its counterpart in consensus has been extensively studied [2].

We also show attitude synchronization in the case of a leader-follower network and we address the practically important cases of time delays in communication, and temporary communication failures.

We finally show the performance of our control laws through numerical simulation and through experiments. Note that the experiments are performed on a planar (2-D) test bed.

The main contribution of this paper is to extend several standard results in consensus [2] (such as convergence, communication delays, leader following, connectivity analysis and switching topology) to a motion coordination problem in \( SE(3) \), and to show that these problems can be handled within a unified energy-based framework. In addition, our work has the following technical advantages over other works on motion coordination in \( SE(3) \) or \( SO(3) \) [10], [11], [19], [20], [22], [28]–[30]: 1) only strong connectivity is assumed on the graph while other energy-based works require strongly connected balanced graphs or connected undirected graphs and 2) this paper clarifies a connection between the speed of convergence and the graph structure for attitude synchronization in \( SE(3) \).

This paper is organized as follows. Section II formulates rigid-body motion in \( SE(3) \) and the graph structure considered in this paper. In Section III, we first show that the rigid-body motion in \( SE(3) \) is passive, and introduce the attitude synchronization problem. Then, an angular velocity control law is proposed based on passivity and achievement of attitude synchronization is proved. We also show if there are communication delays and/or a leader, attitude synchronization is still attained. Section IV analyzes the connectivity and possibility of communication losses. We demonstrate our results through numerical simulations and experiments in Section V and present conclusions in Section VI.

II. SYSTEM DESCRIPTION

Throughout this paper, we consider the motion of a group of \( n \) rigid bodies in 3-D space (see Fig. 1). Let \( \Sigma_i \) be an inertial coordinate frame and \( \Sigma_i', i \in \{1, \ldots, n\} \) a body-fixed coordinate frame whose origin is located at the center of mass of body \( i \). Assume that all the coordinate frames are right-handed and Cartesian. We denote by \( p_i \in \mathbb{R}^3 \) the position of the rigid body \( i \in \{1, \ldots, n\} \) in a fixed inertial coordinate frame \( \Sigma_w \). We will use \( x_i, y_i, z_i \in \mathbb{R}^{3 \times 3} \) to represent the rotation matrix of a body-fixed frame \( \Sigma_i \) relative to an inertial coordinate frame \( \Sigma_w \).

Here, \( \xi_i \in \mathbb{R}^3, \xi_i^T \xi_i = 1 \) and \( \theta_i \in \mathbb{R} \) specify the direction of rotation and the angle of rotation, respectively. The notation “\( \wedge \)” (wedge) is the skew-symmetric operator from \( \mathbb{R}^3 \) to the space of \( 3 \times 3 \) skew-symmetric matrices, namely

\[
\begin{bmatrix}
\xi_1 \\
\xi_2 \\
\xi_3
\end{bmatrix} =
\begin{bmatrix}
0 & -\xi_3 & \xi_2 \\
\xi_3 & 0 & -\xi_1 \\
-\xi_2 & \xi_1 & 0
\end{bmatrix}.
\]

The notation “\( \vee \)” (vee) denotes the inverse operator to “\( \wedge \)”. The transformation \( e^{\xi \wedge \theta} \) is orthogonal with unit determinant, i.e., an element of the Special Orthogonal group \( SO(3) \). A configuration consists of the pair \((p_i, e^{\xi \wedge \theta})\) and hence the configuration space of the rigid-body motion is the Special Euclidean group \( SE(3) \), which is the product space of \( \mathbb{R}^3 \) with \( SO(3) \). We use the \( 4 \times 4 \) matrix

\[
g_k = \begin{bmatrix} e^{\xi \wedge \theta} & p_k \\ 0 & 1 \end{bmatrix}, \quad i \in \{1, \ldots, n\}
\]

as the homogeneous representation of \((p_i, e^{\xi \wedge \theta}) \in SE(3)\).

Let us now introduce the velocity of each rigid body to represent the rigid-body motion of the frame \( \Sigma_i \) relative to \( \Sigma_w \). Define the body velocity \( V_i := (v_i, \omega_i) \) and

\[
\dot{V}_i = \begin{bmatrix} \dot{\omega}_i & v_i \\ 0 & 0 \end{bmatrix}, \quad i \in \{1, \ldots, n\}
\]

where \( v_i \in \mathbb{R}^3 \) and \( \omega_i \in \mathbb{R}^3 \) are the linear and angular velocities of body \( i \) relative to \( \Sigma_i \), respectively. Then, each rigid-body motion is represented by the kinematic model

\[
\dot{g}_i = g_k \dot{V}_i, \quad i \in \{1, \ldots, n\}.
\]

The main advantages to using the above homogeneous representation are global and geometric descriptions of rigid-body motion, which greatly simplify the analysis in the 3-D space. For more details on the rigid-body motion in \( SE(3) \), refer to [33] and [34].

The interconnection of a network of rigid bodies is represented by a weighted, directed, and strongly connected graph \( G = (V, \mathcal{E}, \mathcal{W}) \), where \( V := \{1, \ldots, n\}, \mathcal{E} \subset \mathcal{V} \times \mathcal{V} \) and \( \mathcal{W} \) are the node set, the edge set and the positive weight set, respectively. The neighbors of body \( i \) are defined as [2]

\[
\mathcal{N}_i := \{ j \in V \mid (j, i) \in \mathcal{E} \}.
\]
Namely, agent $i$ received information from agent $j$ if $j \in N_i$. The weights $w_{ij} > 0$ represent the reliability of each communication link. We moreover define the weighted graph Laplacian matrix

$$L_w := [L_{wij}] = \begin{cases} 
\sum_{j \in N_i} w_{ij}, & \text{if } j = i \\
-w_{ij}, & \text{if } j \in N_i \setminus \{i\} \\
0, & \text{if } j \notin N_i
\end{cases}$$

which plays an important role in this paper.

### III. Attitude Synchronization

In this section, we investigate the attitude synchronization problem in $SE(3)$. We first show that the kinematic model (1) is passive and we use this property to develop an output feedback law for attitude synchronization.

#### A. Passivity in $SE(3)$

We first define the energy of rotation

$$\phi(\dot{\mathbf{e}}_i, \theta_i) := \frac{1}{2}tr(I_3 - \dot{\mathbf{e}}_i \theta_i) \geq 0$$

where $I_n$ is the $n \times n$ identity matrix. By the definition, $\phi(\dot{\mathbf{e}}_i, \theta_i) = 0$ if and only if $\dot{\mathbf{e}}_i = I_3$. Then, its derivative along the trajectories of (1) is given by

$$\dot{\phi}(\dot{\mathbf{e}}_i, \theta_i) = \left(\text{sk} (\dot{\mathbf{e}}_i) \right)^T \omega_i$$

(2)

where $\text{sk}(\dot{\mathbf{e}}_i) := \frac{1}{2}(\dot{\mathbf{e}}_i^T - \mathbf{e}_i \dot{\theta}_i^T)$. (see, e.g., [34]). The term $\text{sk}(\dot{\mathbf{e}}_i) \omega_i$ satisfies $\text{sk}(\dot{\mathbf{e}}_i)^T \omega_i = \sin(\theta_i) \mathbf{X}_i$, and hence $\text{sk}(\dot{\mathbf{e}}_i)^T \omega_i$ is interpreted as an operator extracting the direction of rotation and the angle from $\dot{\mathbf{e}}_i$. Note that $\text{sk}(\dot{\mathbf{e}}_i \theta_i)^T \omega_i$ can also be viewed as the state vector with respect to the rotation as long as $|\theta_i| \leq \pi/2$ because of the fact that the rotational axis and the angle uniquely determine the rotation matrix if $|\theta_i| \leq \pi/2$. Thus, $\dot{\phi}(\dot{\mathbf{e}}_i, \theta_i)$ is given by the inner product of the angular velocity and the state vector with respect to the rotation. Moreover, we define the total energy of translation and rotation

$$\psi_1 := ||(I_4 - g_i)J||_F^2$$

$$J := \begin{bmatrix} I_3 & 0 \\
\frac{1}{2} I_3 & 0 \end{bmatrix}$$

where $|| \cdot ||_F$ represents the Frobenius matrix norm and $|| A ||_F = \text{tr}(A^T A)^{1/2}$ and $|| \cdot ||_2$ the Euclidean vector norm.

**Lemma 1**: The time derivative of $\psi_1(g_i)$ along the trajectories of (1) satisfies

$$\dot{\psi}_1 = (V_i^b)^T \Pi_i$$

where $V_i^b = \begin{bmatrix} v_i \\
\dot{\omega}_i \\
\dot{\mathbf{e}}_i \theta_i \omega_i \end{bmatrix}$

$$\Pi_i := \begin{bmatrix} J \\
\text{sk}(\dot{\mathbf{e}}_i) \omega_i \\
\text{sk}(\dot{\mathbf{e}}_i)^T \omega_i \\
\text{sk}(\dot{\mathbf{e}}_i) \omega_i \end{bmatrix}$$

(3)

**Proof**: Immediate from [35, pp. 42, Lemma 1].

If we now consider the velocity $V_i^b$ as an input and the vector form of the rigid-body motion $\Pi_i$ as an output, Lemma 1 says that the rigid-body motion in $SE(3)$ (1) is passive from the input $V_i^b$ to the output $\Pi_i$ in the sense defined in [36], since integrating (3) from 0 to $T$ yields

$$\int_0^T (V_i^b)^T \Pi_i dt = \psi_1(g_i(T)) - \psi_1(g_i(0)) \leq 0$$

Equation (5) implies that the orientations of all the rigid bodies asymptotically converge to a common value (see Fig. 2).

#### B. Attitude Synchronization in $SE(3)$

The goal of this section is to design the velocity input $V_i^b$ so that the group of rigid bodies achieves attitude synchronization in the sense of the following definition.

**Definition 1**: A group of rigid bodies is said to achieve attitude synchronization, if $v_i = v_j \forall i, j \in \{1, \ldots, n\}$ and

$$\lim_{t \to \infty} \psi_1(g_i(T)) = 0 \forall i, \quad j \in \{1, \ldots, n\}$$

(5)

We propose the angular velocity control law

$$\omega_i = k_i \sum_{j \in N_i} w_{ij} \text{sk}(\dot{\mathbf{e}}_i \theta_j)$$

(6)

in the input terms $V_i^b$, and present an angular velocity control law that achieves attitude synchronization. It is clear from Lemma 1 that the kinematic model (1) is also passive from $\omega_i$ to $\text{sk}(\dot{\mathbf{e}}_i \theta_j)^T \omega_i$ with the storage function $\phi(\mathbf{e}_i \theta_j)$. We propose the angular velocity control law

$$\omega_i = k_i \sum_{j \in N_i} w_{ij} \text{sk}(\dot{\mathbf{e}}_i \theta_j)^T \omega_i, \quad i \in \{1, \ldots, n\}$$

(7)

where $k_i > 0$ are feedback gains. This control law is distributed, i.e., is composed only of the rigid body’s own information and that of its neighbors. It should, in addition, be noted that $\dot{\mathbf{e}}_i \theta_j$ is the relative orientation of rigid body $j$ from the frame $\Sigma_i$ and hence the angular velocity law (7) does not require $\dot{\mathbf{e}}_i \theta_j$ itself.

As a consequence of Lemma 1, we have the following theorem. Throughout this paper, we refer to a real matrix $Q$, which is not necessarily symmetric, as a positive definite (positive semi-definite) matrix if and only if $x^T Q x > 0 \Leftrightarrow (x^T Q x \geq 0)$ for all nonzero vector $x$. 

---

Fig. 2. Attitude synchronization in $SE(3)$. 

---
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Theorem 1: Consider the \( n \) rigid bodies represented by (1). Under the assumptions that all rigid body orientation matrices are positive definite and the interconnection graph is fixed and strongly connected, the angular velocity control input (7) achieves attitude synchronization in the sense of (5).

Proof: See Appendix A.

Remarks:

1) In the proof of Theorem 1, a potential function \( U_A \) is defined as a weighted sum of the energy functions of rotation \( \phi_k(\hat{\theta}_i, \theta_i) \) and used as a Lyapunov function candidate. This choice is quite natural from the viewpoint that the kinematic model (4) is passive. In addition, this potential function enables us to remove the balanced graph assumption of earlier approaches, e.g., [24], [25], and thus prove attitude synchronization for a wider class of information graphs, namely, strongly connected graphs.

2) If the rotation matrix \( \hat{\theta}_i \) and linear velocity \( v_i \) are given by
\[
\hat{\theta}_i = \begin{bmatrix} \cos \theta_i & -\sin \theta_i & 0 \\ \sin \theta_i & \cos \theta_i & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad v_i = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} \quad \forall i \in \{1, \ldots, n\}
\]
the kinematics model (1) is equivalent to the 2-D model considered in [14]. If the rotation matrix and linear velocity are represented by Z-Y-Z Euler angles and \( \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T \), respectively, then (1) is equivalent to the 3-D case in the above reference. It should be noted that [14] takes into account a nonholonomic constraint, whereas this paper does not since we are interested in the full 3-D motion.

3) The inequality \( |\theta_i| < \pi/2 \) is necessary and sufficient to satisfy the assumption that all rigid bodies orientation matrices are positive definite. Note that the satisfaction of this inequality at the initial time implies that it holds for all time \( t \geq 0 \) as shown in the following Lemma.

Lemma 2: Consider the \( n \) rigid bodies represented by (1). Suppose that the angular velocity (7) is the input to each rigid body. If all rigid body orientation matrices are positive definite at the initial time, then they remain positive definite for all time \( t \geq 0 \).

Proof: See Appendix B.

A similar assumption appears in [14], [17], [18], and [37]. Note that there are several works investigating global convergence. For example, the [19] assures it under the assumption of all-to-all communication, which may be a strong assumption on graphs. On the other hand, [20], [29], and [30] investigate global convergence in the presence of communicative limitation. However, these control laws require information other than the orientation of neighbors due to the use of a consensus estimator. In addition, global convergence is also achieved in [10] under the assumption that all the rigid bodies know their own attitude with respect to the inertial frame. In contrast to these works, due to the assumption \( |\theta_i(0)| < \pi/2 \), we may have to initially align the rigid bodies by determining their orientation axes in order to satisfy \( |\theta_i(0)| < \pi/2 \forall i \). However, our result is instead applicable to the situation where only the relative orientation is available for control and communication is more limited as long as the graph is strongly connected.

4) Reference [9] presents a consensus algorithm under the assumption that the information graph has a directed spanning tree, which is a weaker condition than the strong connectivity. However, in \( SE(3) \), it is difficult to adopt the approach of [9], which is based on eigenvalue analysis. Though balanced or undirected graphs are assumed in most previous research works adopting approaches other than eigenvalue analysis [2], [14], [16], [20], [28], we assume neither of them. Meanwhile, in [38] and [39] a state-dependent weighted graph is investigated to maintain connectedness while the weights are time-invariant and independent of the state in [2], [16], and this paper. Note that these are completely different assumptions. Indeed the former assumes that the weights are symmetric, i.e., \( w_{ij} = w_{ji} \), whereas the latter does not require it.

5) Though the problems under consideration are quite different from ours, passivity-based motion coordination is also investigated in [26] and [27], which suggests that passivity is a useful tool in motion coordination.

6) The final orientation value depends on the initial configuration of the system and on the graph. We are not aware of any research that tries to find the convergence value in \( SO(3) \), while a convergence value is clarified in the case of the Euclidean space in [2] and [23].

7) The velocity input (7) achieves not only (5) but also
\[
\lim_{t \to \infty} \| \hat{p}_i - \hat{p}_j \| = 0 \quad \forall i, j \in \{1, \ldots, n\}
\]
for the following reason. Equation (1) yields
\[
\dot{v}_i = g_i^{-1} \hat{\theta}_i \begin{bmatrix} \hat{\omega}_i \\ v_i \end{bmatrix} = \begin{bmatrix} e^{-\hat{\theta}_i \hat{\omega}_i} & -e^{-\hat{\theta}_i \hat{\omega}_i} \hat{p}_i \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \hat{\theta}_i \hat{\omega}_i \\ \hat{p}_i \end{bmatrix} = \begin{bmatrix} \hat{\omega}_i \\ e^{-\hat{\theta}_i \hat{\omega}_i} \hat{p}_i \end{bmatrix}.
\]

Focusing on the (1,2)-element of (10), we obtain \( \hat{p}_i = e^{\hat{\theta}_i \hat{\omega}_i} \hat{p}_j \). It follows from (5) and (6) that the present velocity input also achieves (9). The property (9) is called flocking in [13], [15], and [16]. We add \( v_i = v_j \forall i, j \) to the definition of attitude coordination in order to assure the (9).

Indeed, without \( v_i = v_j \forall i, j \) all the rigid bodies go in different directions while their attitudes converge to the same.

C. Communication Delays

In this section, we consider attitude synchronization in the presence of communication delays. We assume that the delay is time invariant and finite, which is the same situation as [24] and [25].

In this case, attitude synchronization is redefined as
\[
\lim_{t \to \infty} \phi \left( e^{-\hat{\theta}_i(t-T_{ij}) \theta_i(t-T_{ij})} \hat{\theta}_i(t) \theta_i(t) \right) = 0 \quad \forall i, j \in \{1, \ldots, n\}, \quad i \neq j
\]
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where $T_{ij} \geq 0$ is the delay in the communication from agent $i$ to agent $j$. Accordingly, we modify the input (7) as

\begin{equation}
\omega_i = k_i \sum_{j \in \mathcal{N}_i} w_{ij} \text{sk}(e^{-\xi_i(t)\theta_j(t)} e^{\xi_i(t-T_{ij})\theta_j(t-T_{ij})})^\nu,
\end{equation}

\begin{equation}
k_i > 0, \quad i \in \{1, \ldots, n\}
\end{equation}

based on [24] and [25]. Then, we have the following corollary.

**Corollary 1:** Consider the $n$ rigid bodies represented by (10). Then, under the assumption that all rigid body orientation matrices are positive definite, and the interconnection graph is fixed and strongly connected, the velocity input (12) achieves attitude synchronization in the sense of (11).

**Proof:** This corollary is proved in the same way as Theorem 1 by using the potential function

\begin{equation}
U_{\text{delay}} := \sum_{i=1}^n \frac{\gamma_i}{k_i} \phi(\xi_i(t)\theta_i(t))
\end{equation}

\begin{equation} + \sum_{i=1}^n \sum_{j \in \mathcal{N}_i} \gamma_{ij} w_{ij} \int_{-T_{ij}}^t \phi(\xi_i(\tau)\theta_i(\tau)) d\tau.
\end{equation}

Remark that the control input (12) does not consist of relative information with respect to neighbors and all the neighbors have to communicate to agent $i$ their own attitude matrices with respect to the inertial frame, which is different from the other part of this paper. This implies that all the agents should share the same inertial frame in contrast to the delay free case.

**D. Leader Following**

We consider here the case that one rigid body, labeled 0, acts as a leader in [12] and [14]. Suppose that rigid body 0 moves with a constant velocity and orientation. Other agents may or may not have the leader as a neighbor. In this case, attitude synchronization is defined by

\begin{equation}
\lim_{t \to \infty} \phi(e^{-\xi_i(0)\theta_i(0)} e^{\xi_i(t)\theta_i(t)}) = 0 \quad \forall \ i \in \{1, \ldots, n\}
\end{equation}

which means that the orientations of all agents converge to the orientation of the leader. In this case, we modify the angular velocity input (7) as

\begin{equation}
\omega_i = k_i \sum_{j \in \mathcal{N}_i} w_{ij} \text{sk}(e^{-\xi_i(t)\theta_j(t)} e^{\xi_i(t-T_{ij})\theta_j(t-T_{ij})})^\nu.
\end{equation}

\begin{equation}
+ G_i w_{i0} \text{sk}(e^{-\xi_i(0)\theta_j(0)} e^{\xi_i(t)\theta_j(t)})^\nu,
\end{equation}

\begin{equation}
k_i w_{i0} > 0, \quad i \in \{1, \ldots, n\}
\end{equation}

where $c_i = 1$ if rigid body $i$ and the leader are neighbors and $c_i = 0$ otherwise. With this control input we have the following corollary.

**Corollary 2:** Consider the $n$ rigid bodies represented by (10) and the leader moving with a constant velocity and orientation. The angular velocity (14) achieves attitude synchronization in the sense of (13) if it follows that:

1) the relative orientation matrices between the leader and the agents are positive definite;

2) the interconnection graph excluding the leader is fixed and strongly connected;

3) there exists at least one $i$ satisfying $c_i = 1$.

**Proof:** This corollary can be easily proved by using the potential function

\begin{equation}
U_{\text{leader}} := \frac{\gamma_i}{k_i} \phi(\xi_i(0)\theta_i(0)).
\end{equation}

In Section III-C, we stated that the final orientation value is determined by the initial configuration (Remark 6). On the other hand, in the leader-follower case, the orientations of all agents converge to the leader’s orientation. Of course, we can converge all agents’ orientations to a desired one if it is chosen as the leader’s orientation.

**IV. CONNECTIVITY ANALYSIS**

**A. Algebraic Connectivity**

The purpose of this section is to analyze the relationship between the graph structure and the speed of convergence of the network to its final configuration. We first introduce an index $U_{\text{exp}}$, evaluating the speed of convergence. In order to measure the speed, $U_{\text{exp}}$ should satisfy the following two conditions:

1) attitude synchronization is achieved if and only if $\lim_{t \to \infty} U_{\text{exp}} = 0$ holds;

2) $U_{\text{exp}}(0)$ is independent of the graph.

Note that the function $U_{\text{A}} := \sum_{i=1}^n \gamma_i/k_i \phi(\xi_i(0)\theta_i(0)) = \sum_{i=1}^n \gamma_i/2k_i \text{tr}(I - e^{-\xi_i(0)\theta_i(0)})$ defined in Appendix A does not satisfy condition 1) and it is necessary to consider a different function.olfati-Saber et al. [2] employs a function evaluating the error between the position of each agent and the convergence value. However, this type of function cannot be used directly since the convergence value is unknown in this paper. Alternatively, functions of the orientation errors between rigid bodies also satisfy condition 1), and such a function can be easily constructed by using the graph Laplacian $L_{\text{GW}}$. However, the use of $L_{\text{GW}}$ is prohibited due to condition 2). For the above reasons, we define the function

\begin{equation}
U_{\text{exp}}(t) := \text{tr} \left( (e^{\xi_i(t)\theta_i(t)})^T (M \otimes I_d) e^{\xi_i(t)\theta_i(t)} \right)
\end{equation}

\begin{equation}
= 2 \sum_{i=1}^n \sum_{j=1}^n \phi(e^{-\xi_i(0)\theta_j(0)} e^{-\xi_i(t)\theta_j(t)}) \geq 0
\end{equation}

to evaluate the speed of convergence, where $M$ denotes the graph Laplacian of the nonweighted complete graph (i.e., $w_{ij} = 1 \forall i, j$), namely

\begin{equation}
M := n \mathbf{1}_n - \mathbf{1}_n \mathbf{1}_n^T
\end{equation}

where $\mathbf{1}_n := [1, \ldots, 1]^T \in \mathbb{R}^n$ and $\mathbf{e}(t) := [e^{-\xi_i(t)\theta_i(t)}, \ldots, e^{-\xi_i(t)\theta_i(t)}]^T$. This function evaluates the relative orientation for all rigid bodies regardless of the actual connectivity, and satisfies both of the above conditions. Notice that the potential function $U_{\text{A}}$, in the previous section is defined by the individual agent’s energy functions $\phi(\xi_i(0))$, rather that the energy of the relative orientations.
Before stating the main result of this section, we introduce the following notation. Let $L_{\text{sym}} := 1/2(L + L^T)$ denote the symmetric part of a matrix $L$. The notation $\text{diag}(\gamma_1, \ldots, \gamma_n)$ represents the diagonal matrix with diagonal elements $\gamma_1, \ldots, \gamma_n$ and $L_w$ denotes $L_w := \text{diag}(\gamma_1, \ldots, \gamma_n)I_{n_k}$, where $\gamma^T L_w = 0$, $\gamma := [\gamma_1, \ldots, \gamma_n]^T$. Let $\lambda_{\min}(L)$ and $\lambda_{\min}^2(L)$ be the smallest eigenvalue and the second smallest eigenvalue, respectively, of any real symmetric square matrix $L$. We can now state the following.

**Theorem 2:** Consider the $n$ rigid bodies represented by (1). Then, under the assumption that the relative orientations, $e^{-\xi_i(t) \xi_j(t)} \gamma_{i,j}$, are positive definite, there exist positive real numbers $a_e$ and $b_e$ such that

$$U_{exp}(t) \leq a_e U_{exp}(0) e^{-\lambda_{\min}^2(L_{\text{sym}}) b_e t}. \quad (15)$$

**Proof:** Appendix C

Because of the independence of $U_{\text{exp}}(0)$ on the graph structure, Theorem 2 implies that the larger the value of $\lambda_{\min}^2(L_{\text{sym}})$ for a given graph, the faster the right-hand side of (15) converges to 0. In general, $\lambda_{\min}^2(L_{\text{sym}})$ is called algebraic connectivity of a graph, and it is well-known in consensus [2] that it is a measure of the speed of convergence.

Generally speaking, the graph with many distributed edges has a large algebraic connectivity. In order to illustrate it, we prepare three graphs in Fig. 3, where all the edges have weights 1. Graph 1 has a larger $\lambda_{\min}^2(L_{\text{sym}})$ than Graph 2, which illustrates that the algebraic connectivity of a graph with distributed edges is large, and Graphs 2 also has a larger $\lambda_{\min}^2(L_{\text{sym}})$ than Graph 3, which indicates the fact that the algebraic connectivity of a graph with many edges is large. These facts imply that the algebraic connectivity and hence the speed of convergence depend not only on the number of edges but also on their distribution. Reference [40] investigates the problem of choosing the weights of an undirected graph so as to maximize or minimize some function of the eigenvalues of the associated graph Laplacian, and [41] and [42] propose methods to maximize the second smallest eigenvalue of the graph Laplacian of the state-dependent graph.

Theorem 2 also gives another important insight into convergence analysis. In the inequality (15), the error of orientations between rigid bodies exponentially converges to 0, though Theorem 1 only shows asymptotic convergence. Notice that Theorem 2 assumes the positive definiteness of the relative orientations, while Theorem 1 that of the individual orientations. Theorem 2 at least guarantees a type of local exponential convergence even with the initial conditions of Theorem 1 since, eventually, the relative orientations will converge to value less than $\pi/2$, at which time the remaining convergence will be exponential. An assumption similar to Theorem 2 is made in [17], where exponential synchronization is proved.

**B. Brief Connectivity Loss**

In this section, we investigate the situation where the information graph changes over time. Although other interpretations may be possible, we suppose that the disconnection represents communication failures. To study the effect of communication failures we utilize the concept of brief instability developed in [43]. This concept will be instrumental in capturing the fraction of the time that the graph may remain disconnected (see Fig. 4).

Let $\mathcal{G}$ be a certain set of possible graphs with $n$ nodes and let $s(t) : [0, \infty] \to \mathcal{G}$ be the piecewise constant switching signal with consecutive switching times separated by a dwell time, $\tau_D > 0$. Namely, any two consecutive switching times $t_i$ and $t_{i+1}$, $i \geq \{0, 1, 2, \ldots\}$ satisfy $t_{i+1} - t_i \geq \tau_D$, $i \geq 0$. The signal $s(t)$ belongs to either of the following subsets of $\mathcal{G}$:

1) $\mathcal{G}_c \subset \mathcal{G}$: a subset composed of strongly connected graphs;
2) $\mathcal{G}_{ck} \subset \mathcal{G}$: a subset composed of not strongly connected graphs.

It is obvious from the definitions that $\mathcal{G} = \mathcal{G}_c \cup \mathcal{G}_{ck}$ holds true. Let us now introduce the connectivity loss time $T(\tau, t)$, which is the length of the time when the graph belongs to $\mathcal{G}_{ck}$ over any time interval $[\tau, t]$. The function $T(\tau, t)$ is clearly given by

$$T(\tau, t) = \int_{\tau}^{t} \lambda(s(r)) dr$$

$$\lambda(s(t)) := \begin{cases} 0, & s(t) \in \mathcal{G}_c \\ 1, & s(t) \in \mathcal{G}_{ck}. \end{cases}$$

Brief connectivity losses [43] means

$$T(\tau, t) \leq c(t - \tau) + T_0 \quad \forall t \geq \tau \geq 0 \quad (16)$$
holds for some $T_0 \geq 0$ and $0 \leq \alpha < 1$. The scalar value $\alpha$ is called the asymptotic connectivity loss rate, and $T_0$ is called the connectivity loss bound.

**Theorem 3:** Consider the $n$ rigid bodies represented by (1). Assume that the relative orientations, $e^{-\xi_i \theta_i} e^{\xi_j \theta_j} \forall i, j$, are positive definite. Then, if the inequalities (16) holds, there exists a lower bound of $\tau_D$ such that the angular velocity (7) achieves attitude synchronization in the sense of (5).

**Proof:** See Appendix D.

Roughly speaking, the inequality (16) means that the fraction of the connectivity loss rate is small, and the existence of a lower bound of $\tau_D$ assures that the graph does not switch frequently.

In previous works, various approaches are adopted to deal with switching topology, for example, in [9], [12], [13], [16], [24], [25], and [44] where the concepts of joint connectedness, nonsmooth analysis, dwell time and uniform connectedness are all employed. Note that some works [12], [13], [24], [25], [44] among them handle a wider class of switching graphs than this paper, though they consider motion coordination not in $SE(3)$ but in the $\mathbb{R}^n$.

V. NUMERICAL SIMULATIONS AND EXPERIMENTS

In this section, we demonstrate the effectiveness of our results by numerical simulation and experiments carried out on a mobile robot test bed. Specifically, Theorem 1 (attitude synchronization) is demonstrated through both simulations and experiments, Theorem 3 (switching topology) is demonstrated through simulations, and Theorem 2 (speed of convergence) is demonstrated through experiments.

A. Numerical Simulations

1) Simulation 1 (Attitude Synchronization): In this simulation we show numerically that the angular velocity (7) with $k_3 = 1$, $i, j \in \{1, \ldots, 5\}$ attains attitude synchronization. In our simulations the group consists of five rigid bodies with the kinematics described by (1).

We first demonstrate the results in Section IV assuming the information graph structure with $w_{ij} = 1$, $(i, j) \in \mathcal{E}$ depicted in Fig. 5. Note that this graph is strongly connected but is not balanced. We run the simulation under the following initial conditions.

$$p_1(0) = \begin{bmatrix} 1 \\ 0 \\ 3 \end{bmatrix}$$

$$\xi_1(0) \theta_1(0) = \begin{bmatrix} -0.21 \\ -0.50 \\ 0.77 \end{bmatrix}$$

$$p_2(0) = \begin{bmatrix} 2 \\ -1 \\ 2 \end{bmatrix}$$

$$\xi_2(0) \theta_2(0) = \begin{bmatrix} 0.52 \\ -0.76 \\ 0.52 \end{bmatrix}$$

$$p_3(0) = \begin{bmatrix} 3 \\ 1 \\ 2 \end{bmatrix}$$

$$\xi_3(0) \theta_3(0) = \begin{bmatrix} -0.21 \\ 0.77 \\ -0.50 \end{bmatrix}$$

$$p_4(0) = \begin{bmatrix} -1 \\ -2 \\ 0 \end{bmatrix}$$

$$\xi_4(0) \theta_4(0) = \begin{bmatrix} -0.14 \\ 0.51 \\ -0.51 \end{bmatrix}$$

$$p_5(0) = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}$$

$$\xi_5(0) \theta_5(0) = \begin{bmatrix} 1.05 \\ 0 \end{bmatrix}$$

We remark that the orientation matrices are positive definite at the initial time. Figs. 6 and 7 show the trajectories of the rigid bodies and rotation vectors $\xi_i \theta_i$. In Fig. 6, the circled number is associated with the corresponding one in Fig. 5. We see from Fig. 6 that the rigid bodies smoothly adjust their orientation and move in the same direction. In Fig. 7, the rotation vectors $\xi_i \theta_i$ asymptotically converge to a common vector. From these figures, we can confirm that attitude synchronization is achieved by the angular velocity input (7).

2) Simulation 2 (Switching Topology): We next investigate the switching topology and confirm that attitude synchronization is still achieved. The initial states are changed as below since the relative orientation matrices should be positive definite

$$p_1(0) = \begin{bmatrix} 1 \\ 0 \\ 3 \end{bmatrix}$$

$$\xi_1(0) \theta_1(0) = \begin{bmatrix} -0.07 \\ -0.24 \\ 0.52 \end{bmatrix}$$

$$p_2(0) = \begin{bmatrix} 2 \\ -1 \\ 2 \end{bmatrix}$$

$$\xi_2(0) \theta_2(0) = \begin{bmatrix} 0.44 \\ -0.38 \\ 0.44 \end{bmatrix}$$

$$p_3(0) = \begin{bmatrix} 3 \\ 1 \\ 2 \end{bmatrix}$$

$$\xi_3(0) \theta_3(0) = \begin{bmatrix} -0.13 \\ 0.51 \\ -0.51 \end{bmatrix}$$

$$p_4(0) = \begin{bmatrix} -1 \\ -2 \\ 0 \end{bmatrix}$$

$$\xi_4(0) \theta_4(0) = \begin{bmatrix} -0.14 \\ 0.51 \\ -0.51 \end{bmatrix}$$

$$p_5(0) = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}$$

$$\xi_5(0) \theta_5(0) = \begin{bmatrix} 1.05 \\ 0 \end{bmatrix}$$

In this simulation, two types of graphs are repeated periodically every 2[s] (see Fig. 8), where one belongs to $G_k$ and another $G_{k'}$.

Suppose that the graph is strongly connected at the initial time. Since these graphs are balanced, the weighted graph Laplacian $L_w$ satisfies $1^T L_w = 0$. Thus, $\gamma = 1$ and $L_{\gamma} = L_w$. Due to the change of the graph, the connectivity loss time $T(0, t)$ satisfies $T(0, t) \leq 1/2\alpha$, namely $\alpha = 1/2, T_0 = 0$. In this simulation, the lower bound of $\tau_D$ should be greater than 0 in order to achieve attitude synchronization. Similarly to the previous simulation, Fig. 9 shows the trajectories of the position and orientation of each rigid body, and Fig. 10 the rotation vector
is empirically selected. Let the weights of the\( \xi \theta_i \) are the same asymptotically converge to \( 570 \). The experiment is carried out with (Simulation 1).

Control programs are written in MATLAB and SIMULINK, and vehicles, camera, PC, and CF transmitters. The four vehicles (Fig. 11) illustrate the experimental environment including the vehicles and the initial conditions (17) are changed to \( \theta_1(0) = -67.1^\circ \), \( \theta_2(0) = -43.0^\circ \), \( \theta_3(0) = 80.6^\circ \), \( \theta_4(0) = 0.18^\circ \). (17) The experimental results are shown in Figs. 16 and 17, which illustrate the orientation and position of the vehicles, respectively. In Fig. 9, the circles denote the initial positions of the vehicles. We can see from Fig. 16 that the orientations of the vehicles asymptotically converge to a common value and from Fig. 9 that vehicles eventually move in the same direction.

We next demonstrate the speed of convergence of attitude synchronization for various networks shown in Figs. 18(a), 19(a), and 20(a), where the controller gain \( k_i \) is the same as the previous experiment. The initial conditions (17) are changed to \( \theta_1(0) = -37.8^\circ \), \( \theta_2(0) = -27.7^\circ \), \( \theta_3(0) = 43.1^\circ \), \( \theta_4(0) = 20.0^\circ \) in order to guarantee that the relative orientation matrices are positive definite. The experimental results are shown in Figs. 18(b), 19(b), and 20(b), which illustrate the orientations of the rigid bodies. The graph structure in Figs. 19 and 20 achieves faster convergence than that of Fig. 18. These
Fig. 10. Time responses of rotation vector $\xi_i$ (Simulation 2).

Fig. 11. Experiment environment.

Fig. 12. Vehicles.

Fig. 13. Local control system.

Fig. 14. Total control system.

Fig. 15. Graph topology.

results suggest that the bigger $\lambda_{\min}(L_{\text{sym}})$ is, the faster convergence is attained as stated in Section IV-A.

VI. CONCLUSION

In this paper, we have investigated passivity-based attitude synchronization in $SE(3)$ of the kinematics of rigid bodies. We first have developed a passivity-based control law locally
attaining attitude synchronization. Passivity has been also employed in connectivity analysis and we have established a connection between the speed of convergence and the graph structure. We have also shown the facts that the passivity-based conf-
control input still attains attitude synchronization in various situations such as the cases with communication delay, a leader and a topology switching. The simulation and experimental results have demonstrated the validity of our results.

A further direction of this research is to extend the results of this paper to pose (position and attitude) synchronization.

APPENDIX A

PROOF OF THEOREM 1

Before proving this theorem, we prepare the following Lemma on properties of the graph Laplacian.

Lemma 3:
1) If the graph is strongly connected and the weights are positive, there exists a vector \( \gamma \) satisfying \( \gamma^T L_{xw} = 0 \) whose elements are positive [9], [46].

2) If the graph is strongly connected, \( \text{rank}(L_{xw}) = n - 1 \) [2].

Proof: Define the potential function

\[
U_A := \sum_{i=1}^{n} \gamma_i \phi(\hat{\xi}_i^\theta_i), \quad \phi(\hat{\xi}_i^\theta_i) := \frac{1}{2} \text{tr} \left( I - e^{\hat{\xi}_i^\theta_i} \right)
\]

where \( \phi(\hat{\xi}_i^\theta_i) \) is the energy function of rotation of rigid body \( i \) and \( \gamma_i \) are elements of the vector \( \gamma \) satisfying

\[
\gamma^T L_{xw} = 0, \quad \gamma = [\gamma_1, \cdots, \gamma_n], \quad \gamma_i > 0 \quad \forall \ i \in \{1, \cdots, n\}.
\]

From the (2) and (7), the derivative of this potential function along trajectories of the kinematics model (1) is given by

\[
\dot{U}_A = \sum_{i=1}^{n} \gamma_i \left( \text{sk}(\hat{\xi}_i^\theta_i)^\gamma \right)^T \omega_i = \sum_{i=1}^{n} \sum_{j \in N_i} \gamma_{ij} \omega_{ij} \left( \text{sk}(\hat{\xi}_i^\theta_i)^\gamma \right)^T \text{sk}(e^{-\hat{\xi}_i^\theta_i \hat{\xi}_j^\theta_j} \gamma^\gamma).
\]

From the fact that \( a^T b = -1/2 \text{tr}(\hat{b} \hat{b}) \) holds for any 3-D vectors \( a \in \mathbb{R}^3 \) and \( b \in \mathbb{R}^3 \), we next obtain (19), shown at the bottom of the page. Thus, (19) can be rewritten as

\[
\dot{U}_A = \sum_{i=1}^{n} \sum_{j \in N_i} \gamma_{ij} \omega_{ij} \left( -\phi(\hat{\xi}_i^\theta_i) + \phi(e^{\hat{\xi}_i^\theta_i}) \right)
\]

\[
- \frac{1}{4} \text{tr} \left( (e^{\hat{\xi}_i^\theta_i} + e^{-\hat{\xi}_i^\theta_i})(I - e^{-\hat{\xi}_i^\theta_i} e^{\hat{\xi}_j^\theta_j}) \right).
\]

Since rotation matrices \( e^{\hat{\xi}_i^\theta_i}, \forall \ i \) are assumed to be positive definite, the following inequality holds [45]:

\[
- \text{tr} \left( (e^{\hat{\xi}_i^\theta_i} + e^{-\hat{\xi}_i^\theta_i})(I - e^{-\hat{\xi}_i^\theta_i} e^{\hat{\xi}_j^\theta_j}) \right) \leq -\lambda_{\text{min}}(e^{\hat{\xi}_i^\theta_i} + e^{-\hat{\xi}_i^\theta_i}) \text{tr} \left( I - e^{-\hat{\xi}_i^\theta_i} e^{\hat{\xi}_j^\theta_j} \right) \quad (20)
\]

where \( \lambda_{\text{min}}(e^{\hat{\xi}_i^\theta_i} + e^{-\hat{\xi}_i^\theta_i}) \) is a minimal eigenvalue of a matrix \( e^{\hat{\xi}_i^\theta_i} + e^{-\hat{\xi}_i^\theta_i} \). Therefore, the derivative of the potential function satisfies

\[
\dot{U}_A \leq \sum_{i=1}^{n} \sum_{j \in N_i} \gamma_{ij} \omega_{ij} \left( -\phi(\hat{\xi}_i^\theta_i) + \phi(e^{\hat{\xi}_j^\theta_j}) \right)
\]

\[
- \frac{1}{2} \lambda_{\text{min}}(e^{\hat{\xi}_i^\theta_i} + e^{-\hat{\xi}_i^\theta_i}) \phi(e^{\hat{\xi}_i^\theta_i} e^{\hat{\xi}_j^\theta_j}).
\]

From Lemma 3, the term \( \sum_{i=1}^{n} \sum_{j \in N_i} \gamma_{ij} \omega_{ij} \left( -\phi(\hat{\xi}_i^\theta_i) + \phi(e^{\hat{\xi}_j^\theta_j}) \right) \) satisfies

\[
\sum_{i=1}^{n} \sum_{j \in N_i} \gamma_{ij} \omega_{ij} \left( -\phi(\hat{\xi}_i^\theta_i) + \phi(e^{\hat{\xi}_j^\theta_j}) \right) = -\gamma^T L_{xw} \begin{bmatrix} \phi(\hat{\xi}_1^\theta_1) \\ \vdots \\ \phi(\hat{\xi}_n^\theta_n) \end{bmatrix} = 0. \quad (21)
\]
This yields the following inequality, and hence the deviation of the potential function is nonpositive definite:

\[
\dot{U}_A \leq -\frac{1}{2} \sum_{i=1}^{n} \sum_{j \in N_i} \gamma_i u_{ij} \lambda_{\min} \times (e^{\xi_i \theta_i} e^{-\xi_i \theta_i} \phi(e^{-\xi_i \theta_i} e^{\xi_i \theta_i})) \leq 0. \tag{22}
\]

The inequality (22) means the potential function $U_A$ is non-increasing for all $t \geq 0$. Let us now define the set $E_A = \{e^{\xi_i \theta_i} \in SO(3), \forall i | e^{\xi_i \theta_i} > 0, U_A \equiv 0\}$. Then, the set $E_A$ is characterized by all trajectories satisfying $\phi(e^{-\xi_i \theta_i} e^{\xi_i \theta_i}) \equiv 0 \forall j \in N_i, \forall i$. Therefore, Lasalle’s Invariance Principle [47] and strong connectivity of the information graph prove attitude synchronization of (5).

**APPENDIX B**

**PROOF OF LEMMA 2**

In this proof, we use the fact that the positive definiteness of the rotation matrix $e^{\xi_i \theta_i}$ is equivalent to $\phi(e^{\xi_i \theta_i}) < 1$.

Let $\alpha(t) \in \{1, \ldots, n\}$, $t \geq 0$ denote the maximal energy function at time $t$, i.e.,

\[
\alpha(t) := \arg \max_{i \in \{1, \ldots, n\}} \phi(e^{\xi_i \theta_i}(t)).
\]

Then, the derivative of this potential function $\dot{\phi}(\dot{e}^{\xi_i \theta_i})$ along the trajectory of the kinematics model (1) is given by

\[
\begin{align*}
\dot{\phi}(e^{\xi_i \theta_i}) &= \left( sk(e^{\xi_i \theta_i}) \right)^T \omega_{\alpha} \\
&= \left( sk(e^{\xi_i \theta_i}) \right)^T \sum_{j \in N_i} k_{ij} \omega_{\alpha} \left( sk(e^{\xi_i \theta_i} e^{\xi_j \theta_j}) \right)^T \\
&= \sum_{j \in N_i} k_{ij} \omega_{\alpha} \left( sk(e^{\xi_i \theta_i} e^{\xi_j \theta_j}) \right)^T.
\end{align*}
\]

Calculations similar to (19) and (20) yields the inequality

\[
\dot{\phi}(e^{\xi_i \theta_i}) \leq \sum_{j \in N_i} k_{ij} \omega_{\alpha} \left( -\phi(e^{\xi_i \theta_i} e^{\xi_j \theta_j}) \right)^T - \frac{1}{2} \lambda_{\min} (e^{\xi_i \theta_i} e^{-\xi_i \theta_i} \phi(e^{\xi_i \theta_i} e^{\xi_i \theta_i})).
\]

It is clear from the definition of $\alpha$ that

\[
-\phi(e^{\xi_i \theta_i}) + \phi(e^{\xi_j \theta_j}) \leq 0 \forall j.
\]

Since $\lambda_{\min}(e^{\xi_i \theta_i} e^{-\xi_i \theta_i} \phi(I - e^{-\xi_i \theta_i} e^{\xi_i \theta_i})) \geq 0$, the inequality $\dot{\phi}(e^{\xi_i \theta_i}) \leq 0$ holds true. We thus obtain

\[
\dot{\phi}(\dot{e}^{\xi_i \theta_i}(t)) \leq \phi(e^{\xi_i \theta_i}(0) \theta_i(0)) < 1 \forall i \in \{1, \ldots, n\}, \quad t \geq 0
\]

from the assumption that the rotation matrices are positive definite at the initial time. This inequality implies that all the rigid bodies’ orientation matrices are positive definite for any time $t \geq 0$. This completes the proof.

**APPENDIX C**

**PROOF OF THEOREM 2**

Before proving this theorem, we present the following lemmas.

**Lemma 4:** Define the function

\[
\bar{U}_{\exp} := \sum_{i=1}^{n} \sum_{k \in k_i} \gamma_i \phi(e^{-\xi_i \theta_i} e^{\xi_i \theta_i})
\]

where $\gamma_i$ and $\gamma$ are given by (18). Then, $\bar{U}_{\exp}$ satisfies the inequality

\[
\min_{i, t} \frac{\gamma_i \gamma}{k_i k_t} U_{\exp} \leq \bar{U}_{\exp} \leq \max_{i, t} \frac{\gamma_i \gamma}{k_i k_t} U_{\exp}.
\]

**Proof:** By the definition of $U_{\exp}$ and $\bar{U}_{\exp}$, we immediately obtain

\[
\min_{i, t} \frac{\gamma_i \gamma}{k_i k_t} \sum_{i=1}^{n} \sum_{k=1}^{k_i} \phi(e^{-\xi_i \theta_i} e^{\xi_i \theta_i}) \leq \bar{U}_{\exp} \leq \max_{i, t} \frac{\gamma_i \gamma}{k_i k_t} \sum_{i=1}^{n} \sum_{k=1}^{k_i} \phi(e^{-\xi_i \theta_i} e^{\xi_i \theta_i})
\]

and

\[
\sum_{i=1}^{n} \sum_{k=1}^{k_i} \phi(e^{-\xi_i \theta_i} e^{\xi_i \theta_i}) = \text{tr} \left( e^{\xi_i \theta_i} (M \otimes I_3)(e^{\xi_i \theta_i}) \right) = U_{\exp}.
\]

Thus, (23) follows from (24) and (25).

**Lemma 5:** There exists an $\epsilon > 0$ satisfying

\[
\dot{\bar{U}}_{\exp} \leq -\frac{\epsilon}{n} \lambda_{\min}(I_{\text{sym}}) \times \sum_{i=1}^{n} \gamma_i \text{tr} \left( e^{\xi_i \theta_i} (M \otimes I_3)(e^{\xi_i \theta_i}) \right).
\]

**Proof:** The derivative of $\bar{U}_{\exp}$ along trajectories of (1) is given by in (27), shown at the bottom of the next page. Making a calculation similar to (21), we obtain

\[
\sum_{i=1}^{n} \sum_{j \in N_i} \gamma_i u_{ij} e^{\xi_i \theta_i} = \sum_{i=1}^{n} \sum_{j \in N_i} \gamma_i u_{ij} e^{\xi_i \theta_i}.
\]

It follows from (28) that

\[
\sum_{i=1}^{n} \sum_{k=1}^{k_i} \gamma_i \phi(e^{-\xi_i \theta_i} e^{\xi_i \theta_i}) \leq \sum_{i=1}^{n} \sum_{j \in N_i} \gamma_i u_{ij} e^{\xi_i \theta_i} e^{\xi_j \theta_j}\]

(29)
and from (29)

\[
\sum_{l=1}^{n} \sum_{k_l} \sum_{j=1}^{n} \gamma_i w_{ij} \text{tr} \left( e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} (e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} - I) \right)
\]

\[
= \sum_{l=1}^{n} \sum_{k_l} \sum_{j=1}^{n} \gamma_i w_{ij} \text{tr} \left( e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} (e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} - I) \right)
\]

\[
= 0 \quad \text{(30)}
\]

holds true. Hence, we have (31), shown at the bottom of the page. Since the rotation matrices \( e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} \) ∀ \( i, j \) are assumed to be positive definite, they satisfy the following inequality [45]:

\[
-\text{tr} \left( (e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} + e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l}) (I - e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l}) \right)
\]

\[
\leq -\lambda_{\min} (e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} + e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l}) \text{tr} (I - e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l}) \quad \text{(32)}
\]

Substituting the inequality (32) into (31) yields

\[
\dot{U}_{\exp} \leq -\sum_{l=1}^{n} \sum_{k_l} \sum_{j=1}^{n} \gamma_i w_{ij} \lambda_{\min} (e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} + e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l}) \text{tr} (I - e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l}) \quad \text{(33)}
\]

Let us now define

\[
\epsilon := \min_{\xi(t), \theta(t)} \lambda_{\min} (e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} + e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l})
\]

Then, \( \epsilon > 0 \) because of the assumption that \( e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} \) are positive definite for all \( i \) and \( j \). From this definition, (33) can be rewritten as (34), shown at

\[
\dot{U}_{\exp} = \sum_{l=1}^{n} \sum_{k_l} \sum_{j=1}^{n} \gamma_i w_{ij} \text{tr} \left( e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} (e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} - I) \right)
\]

\[
= \sum_{l=1}^{n} \sum_{k_l} \sum_{j=1}^{n} \gamma_i w_{ij} \text{tr} \left( e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} (e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} - I) \right)
\]

\[
= -\epsilon \sum_{l=1}^{n} \sum_{k_l} \sum_{j=1}^{n} \gamma_i w_{ij} \text{tr} \left( e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} (e^{-\hat{\xi}_i \theta_l} e^{\hat{\xi}_j \theta_l} - I) \right) \quad \text{(34)}
\]

(27)
the bottom of the page. Due to a property of the Kronecker product, \(1^T (M \otimes I_3) e^{\theta} x = 0 \forall x\) and the Courant-Fischer theorem [46], the following inequality is satisfied:

\[
\lambda_{\min 2}(L_{\text{sym}}) x^T (e^{\Phi})^T (M \otimes I_3) (M \otimes I_3) e^{\Phi} x \\
\leq a^T (e^{\Phi})^T (M \otimes I_3) (L_{\text{sym}} \otimes I_3) (M \otimes I_3) e^{\Phi} x.
\]

This implies that \((e^{\Phi})^T (M \otimes I_3) (L_{\text{sym}} \otimes I_3) (M \otimes I_3) e^{\Phi}\) is semipositive definite, and that

\[
- \text{tr} \left( (e^{\Phi})^T (M \otimes I_3) (L_{\text{sym}} \otimes I_3) (M \otimes I_3) e^{\Phi} \right) \\
\leq -\lambda_{\min 2}(L_{\text{sym}}) \text{tr} \left( (e^{\Phi})^T (M \otimes I_3) (M \otimes I_3) e^{\Phi} \right) \\
= -n \lambda_{\min 2}(L_{\text{sym}}) \text{tr} \left( (e^{\Phi})^T (M \otimes I_3) e^{\Phi} \right) \\
\left( *, MM = nM, \right)
\]

The inequality (26) now follows from the inequalities (34) and (35).

Now, we are ready to prove Theorem 2.

**Proof:** From Lemmas 4 and 5, we get

\[
\dot{U}_{\text{exp}} \leq -\frac{\epsilon}{n} \lambda_{\min 2}(L_{\text{sym}}) \alpha \sum_{i=1}^{n} \gamma_i \dot{U}_{\text{exp}}
\]

It follows from the comparison principle [47] that

\[
\dot{U}_{\text{exp}} \leq \dot{U}_{\text{exp}}(0) e^{-\lambda_{\min 2}(L_{\text{sym}}) \alpha \sum_{i=1}^{n} \gamma_i t / k_i t}
\]

The inequalities (23) and (36) together imply the inequality (37), shown at the bottom of the page. The proof is thus completed taking:

- \(a_c := \max_{i \in N} \gamma_i k_i / k_i \gamma_i \sum_{i=1}^{n} \gamma_i / k_i > 0\);
- \(b_c := \epsilon / n \min_{i \in N} k_i / \gamma_i \sum_{i=1}^{n} \gamma_i / k_i > 0\);
- \(\epsilon := \min_{i \in L_3} \lambda_{\min} (e^{-\lambda_{i}(t \theta_i(t))} e^{\lambda_{i}(t \theta_i(t))} + e^{-\lambda_{i}(t \theta_i(t))} e^{\lambda_{i}(t \theta_i(t))})\).

## Appendix D

**Proof of Theorem 3**

**Proof:** From Lemma 3 in Appendix A it follows that if \(s(t) \in \mathcal{K}_c\), then the algebraic connectivity satisfies \(\lambda_{\min 2}(L_{\text{sym}}(s(t))) = 0\) and \(\lambda_{\min 2}(L_{\text{sym}}(s(t))) > 0\) otherwise. By using the characteristic function, the inequality (15) can be rewritten on the interval \([t_i, t_{i+1})\) as

\[
U_{\text{exp}}(t_i) \leq U_{\text{exp}}(t_{i+1}) e^{-\lambda(t_{i+1} - t_i)}
\]

where \(a_c := \min_{s \in \mathcal{K}_c} \alpha_c\), \(\lambda_c := \min_{s \in \mathcal{K}_c} \lambda_{\min 2}(L_{\text{sym}}) k_c\), and \(a_c, \beta_c, \epsilon\) are defined in the proof of Theorem 2 (Appendix B). The inequality (38) implies that

\[
U_{\text{exp}}(t_j) \leq a_c^2 U_{\text{exp}}(t_{j+1}) e^{-\lambda(t_{j+1} - t_j)}
\]

holds true on the interval \([t_i, t_{i+1})\), where \(T(t_i, t) := \int_{t_i}^{t} \mathcal{X}(s(r)) dr = \mathcal{X}(t)(t - t_i)\). Similarly, it follows from (15) that the function \(U_{\text{exp}}\) satisfies

\[
U_{\text{exp}}(t_{j-1}) \leq a_c^2 U_{\text{exp}}(t_{j-1}) e^{-\lambda(t_j - t_{j-1} - T(t_{j-1}, t_j))}
\]

on the interval \([t_{i-1}, t_i)\). Substituting (40) to (39) yields the inequality

\[
U_{\text{exp}}(t_j) \leq a_c^2 U_{\text{exp}}(t_{j-1}) e^{-\lambda(t_j - t_{j-1})}
\]

By iterating the above calculation, we obtain

\[
U_{\text{exp}}(t) \leq (a_c^2)^{N_{c}(0,t)} U_{\text{exp}}(0) e^{-\lambda(t-T(0,t))}
\]

\[
= U_{\text{exp}}(0) e^{-\lambda(t-T(0,t)) + \ln(a_c^2)^{N_{c}(0,t)}}
\]

\[
= U_{\text{exp}}(0) e^{-\lambda(t-T(0,t))} + N_{c}(0,t)\ln(a_c^2)
\]

\[
U_{\text{exp}} \leq \max_{i \in L_3} \frac{\gamma_i k_i}{k_i \gamma_i} U_{\text{exp}}(0) e^{-\lambda_{\min 2}(L_{\text{sym}}) c / n \min_{i \in L_3} k_i / \gamma_i} \sum_{i=1}^{n} \gamma_i / k_i t
\]

(37)
where $N_e(\tau, t)$ denotes the number of graph switches over the interval $(\tau, t)$. From the assumptions of the theorem, $T(\tau, t) \leq \alpha(t-\tau) + T_0$ and $N_e(0, t) \leq \frac{t}{\tau_D}$ are satisfied and hence

$$U_{exp}(t) \leq U_{exp}(0) e^{-\lambda^* (t-\alpha(T_0 + \ln(\alpha^*)/\tau_D t) + \ln(\alpha^*)/\tau_D) t - \lambda^* T_0}.$$

This inequality implies that when $-\lambda^*(1-\alpha) + \ln(\alpha^*)/\tau_D < 0$ is satisfied, then we have

$$\lim_{t \to \infty} U_{exp}(t) = 0 \quad (41)$$

which is a necessary and sufficient condition for attitude synchronization. Thus a sufficient conditions for (41) is given by

$$\tau_D > \frac{\ln \alpha^*}{\lambda^*(1-\alpha)}$$

which means the existence of a lower bound of $\tau_D$ to achieve attitude synchronization. This completes the proof. 
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