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Abstract

In this paper, the analytic solution of regularized long wave equation is developed via homotopy analysis method (HAM). This method is strong and easy to use analytic tool for investigating of nonlinear problems. Homotopy analysis method contains the auxiliary parameter \( h \), which provides us with a simple way to adjust and control the convergence region of solution series. Our work reveals that homotopy analysis method is very convenient and effective. In comparison with HAM, numerical methods leads to inaccurate results when the equation is intensively dependent on time, while (HAM) overcome the above shortcomings completely and therefore can be widely applied in engineering problems. By using an initial value system, the numerical results of regularized long wave equation have been represented graphically.

1. Introduction

Nonlinear phenomena play important roles in applied mathematics, physics, and also in engineering problems in which each parameter
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varies depending on different factors. Some of the relevant areas to wave phenomena contain solid state physics [6], fluid dynamics [27], chemical kinetics [10], plasma physics [11, 22], elastic media, optical fibers etc. Solving nonlinear equations may guide authors to know the described process deeply and sometimes leads them to know some facts that are not simply understood through common observations. Moreover, obtaining exact solutions for these problems is a great purpose, which has been quite untouched.

In recent years, several such techniques have drawn special attention, such as Hirota’s bilinear method [16], the homogeneous balance method [9, 26], inverse scattering method [25], the Adomian decomposition method (ADM) [2, 3], the variation iteration method [13], the homotopy perturbation method (HPM) [14, 15], and the homotopy analysis method. The homotopy analysis method [17-19], which was introduced by Liao, is one of the most effective techniques among these methods, which has been successfully applied to solve many types of nonlinear problems by others [1, 12, 23].

The motivation of this paper is to extend the (HAM) to solve regularized long wave (RLW) equation. This equation is one of the important nonlinear wave equations. A large number of important physical phenomena such as shallow water waves and plasma waves [20] can be described by this equation. Numerical solutions based on finite difference technique [24], Runge-Kutta and predictor/corrector methods [4], collocation method [5], Galerkin’s method [8], and Adomian decomposition method [7] were reported in the open literature. RLW equation derived for long waves propagating in the positive \( x \)-direction has the form, [21];

\[
\frac{\partial}{\partial t} u(x, t) + (1 + u(x, t)) \frac{\partial}{\partial x} u(x, t) - \gamma \frac{\partial^3}{\partial x^2 \partial t} u(x, t) = 0, 
\]

where \( \gamma \) is a positive parameter and the subscripts \( x \) and \( t \) denote differentiation, with the boundary condition \( u \to 0 \) as \( x \to \infty \).
The soliton solution of RLW equation has the form of [7];

\[
u(x, t) = 3c \sinh^2[\sqrt{p(x - 3t - x_0)}],
\]

(2)

where

\[
p = \sqrt{\frac{c}{4\gamma(c + 1)}}, \quad \gamma = c + 1,
\]

(3)

and \(c\) is a constant.

2. The Basic Idea of Homotopy Analysis Method

Let us assume the following nonlinear differential equation in form of

\[N[u(\tau)] = 0,\]

(4)

where \(N\) is a nonlinear operator, \(\tau\) is an independent variable, and \(u(\tau)\) is the solution of equation. We define the function, \(\phi(\tau, p)\) as follows:

\[
\lim_{p \to 0} \phi(\tau, p) = u_0(\tau),
\]

(5)

where \(p \in [0, 1]\) and \(u_0(\tau)\) is the initial guess, which satisfies the initial or boundary conditions and

\[
\lim_{p \to 1} \phi(\tau, p) = u(\tau),
\]

(6)

and by using the generalized homotopy method, Liao’s so-called zero-order deformation equation (4) will be

\[(1 - p)L[\phi(\tau, p) - u_0(\tau)] = phH(\tau)N[\phi(\tau, p)],\]

(7)

where \(h\) is the auxiliary parameter, which helps us to increase the results convergence, \(H(\tau)\) is the auxiliary function, and \(L\) is the linear operator. It should be noted that, there is a great freedom to choose the auxiliary parameter \(h\), the auxiliary function \(H(\tau)\), the initial guess \(u_0(\tau)\), and the auxiliary linear operator \(L\). This freedom plays an important role in establishing the keystone of validity and flexibility of
HAM as shown in this paper. Thus, when $p$ increases from 0 to 1, the solution $\phi(\tau, p)$ changes between the initial guess $u_0(\tau)$ and the solution $u(\tau)$. The Taylor series expansion of $\phi(\tau, p)$ with respect to $p$ is

$$\phi(\tau, p) = u_0(\tau) + \sum_{m=1}^{+\infty} u_m(\tau)p^m,$$

and

$$u_0^{[m]}(\tau) = \frac{\partial^m \phi(\tau, p)}{\partial p^m} \bigg|_{p=0},$$

where $u_0^{[m]}(\tau)$ for brevity is called the \textit{m-th order of deformation derivation}, which reads

$$u_m(\tau) = \frac{u_0^{[m]}}{m!} = \frac{1}{m!} \frac{\partial^m \phi(\tau, p)}{\partial p^m} \bigg|_{p=0}. \quad (10)$$

It is clear that, if the auxiliary parameter $h = -1$ and auxiliary function $H(\tau) = 1$, then Equation (4) will become

$$(1 - p)L[\phi(\tau, p) - u_0(\tau)] + p(\tau)N[\phi(\tau, p)] = 0. \quad (11)$$

This statement is commonly used in HPM procedure. Indeed, in HPM, we solve the nonlinear differential equation by separating any Taylor expansion term. Now, we define the vector of

$$\bar{u}_m = \{\bar{u}_1, \bar{u}_2, \bar{u}_3, \ldots, \bar{u}_n\}. \quad (12)$$

According to the definition in Equation (10), the governing equation and the corresponding initial conditions of $u_m(\tau)$ can be deduced from zero-order deformation equation (4). Differentiating the Equation (4) $m$ times with respect to the embedding parameter $p$ and setting $p = 0$ and finally, dividing by $m!$, we will have the so-called $m$-th-order deformation equation in the form

$$L[u_m(\tau) - \chi_m u_{m-1}(\tau)] = hH(\tau)R(\bar{u}_{m-1}), \quad (13)$$
where

\[ R_m(\tilde{u}_{m-1}) = \frac{1}{(m-1)!} \partial_{\tau}^{m-1} N[\phi(\tau, \rho)] \bigg|_{\rho=0}, \tag{14} \]

and

\[ \chi_m = \begin{cases} 0 & m \leq 1, \\ 1 & m > 1. \end{cases} \tag{15} \]

So by applying inverse linear operator to both sides of the linear equation, Equation (4), we can easily solve the equation and compute the generation constant by applying the initial or boundary condition.

### 3. Application

Following the homotopy analysis method, the nonlinear operator is defined as

\[ N[\phi(x, t, \rho)] = \frac{\partial}{\partial t} u(x, t, \rho) + (1 + u(x, t, \rho)) \frac{\partial}{\partial x} u(x, t, \rho) - \gamma \frac{\partial^3}{\partial x^3 \partial t} u(x, t, \rho). \tag{16} \]

And linear operator is defined as

\[ L[\phi(x, t, \rho)] = \frac{\partial}{\partial t} u(x, t, \rho). \tag{17} \]

For application of the method, we choose the initial approximation

\[ u_0(x, t) = 3 \text{sech}^2(x). \tag{18} \]

Using the above definition, with assumption \( H(x, t) = 1 \), we construct the zero-order deformation equation

\[ (1 - p)L[\phi(x, t, \rho) - u_0(x, t)] = phN[\phi(x, t, \rho)]. \tag{19} \]

Obviously, when \( p = 0 \) and \( p = 1 \),

\[ \phi(x, t, 0) = u_0(x, t), \quad \phi(x, t, 1) = u(x, t). \tag{20} \]
Expanding $\phi(x, t, p)$ in Taylor series with respect to $p$, we have

$$\phi(x, t, p) = u_0(x, t) + \sum_{m=1}^{\infty} U_m(x, t)p^m, \quad (21)$$

$$u_m(x, t) = \frac{1}{m!} \frac{\partial^m}{\partial p^m} \phi(x, t, p)\big|_{p=0}. \quad (22)$$

Note that the convergence regions of the series (21) is dependent upon the auxiliary parameters. If this auxiliary parameter is properly chosen so that series (21) is convergent at $p = 1$, therefore using Equation (20), we have

$$\phi(x, t, p) = u_0(x, t) + \sum_{m=1}^{\infty} U_m(x, t)p^m. \quad (23)$$

Differentiating the Equation (19) $m$ times with respect to $p$, and then setting $p = 0$ and finally dividing them by $m!$, we obtain the so-called $m$-th order of deformation equation for $f_m(\eta)$ and $\theta_m(\eta)$:

$$L[u_m(x, t) - X_mu_{m-1}(x, t)] = hR_m(u_{m-1}(x, t)). \quad (24)$$

Subject to the boundary conditions

$$u_m(x, t) = 0. \quad (25)$$

Under the definitions,

$$R_m(u_{m-1}) = \frac{\partial}{\partial t} u_{m-1} + \frac{\partial}{\partial x} u_{m-1} + \sum_{j=1}^{m-1} u_j \frac{\partial}{\partial x} u_{m-1-j} - \gamma \frac{\partial^3}{\partial x^3 \partial t} u_{m-1}, \quad (26)$$

and

$$\chi_m = \begin{cases} 0 & m \leq 1, \\ 1 & m > 1. \end{cases} \quad (27)$$

Now, the solution of the $m$-th-order deformation equation (24) from $m \geq 1$, becomes

$$u_m(x, t) = X_mu_{m-1}(x, t) - hL^{-1}R_m(u_{m-1}(x, t)). \quad (28)$$
From (18), (28), we now successively obtain

\[
    u_1(x, t) = -\frac{1.2\left[\cosh^2(x) + 3\right]\sinh(x)}{\cosh^5(x)},
\]

\[
    u_2(x, t) = \ldots,
\]

\[
    u_3(x, t) = \ldots.
\]

The solution of Equation (13) in series form is given by

\[
    u(x, t) = u_0(x, t) + u_1(x, t) + u_2(x, t) + \ldots + u_n(x, t).
\]

We can approximate a nonlinear problem more efficiently by choosing a proper set of base functions and ensure its convergence. Note that this series contains the auxiliary parameter \( h \), which influence its convergence region and rate. We should ensure that the solution converges. Note that we still have freedom to choose the auxiliary parameter \( h \), as pointed by Liao [18], the convergence region and rate of solution series can be adjusted and controlled by means of the auxiliary parameter \( h \).

We first plot the so-called \( h \)-curve of \( u_t(4, 0.9) \) by 7-th-order approximation of solution, as shown in Figure 1, it is easy to discover the valid region of \( h \). According to Figure 1, it is seen that convergent results can be obtained \( 0 < h_1 < 0.5 \).

We have developed solution up to 7-th order of approximation of \( U(x, t) \) as you can see in Figures 1, 2 and Table 1.
Figure 1. $h$ for $u_t(x, t)$ by 7-th order approximation.

Figure 2. The behavior of the analytic solution $u(x, t)$ versus $x$ for different values of time with HAM method.
Table 1. Numerical comparison between homotopy analysis method (HAM) and the Adomian decomposition method (ADM) [7] at various values of \((x, t)\)  

<table>
<thead>
<tr>
<th>(t)</th>
<th>(x)</th>
<th>HAM</th>
<th>ADM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>5.0</td>
<td>0.0005425352533</td>
<td>0.0005425752432</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>0.07946279935</td>
<td>0.07946245674</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>2.999948864</td>
<td>2.99998800</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>0.08000764839</td>
<td>0.0800912881</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.0005469327148</td>
<td>0.0005469328566</td>
</tr>
<tr>
<td>0.002</td>
<td>5.0</td>
<td>0.000540409397</td>
<td>0.0005404094721</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>0.07914945652</td>
<td>0.07914945435</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>2.999952045</td>
<td>2.999952001</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>0.08040880438</td>
<td>0.08040880776</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.00054912431</td>
<td>0.0005491247682</td>
</tr>
<tr>
<td>0.003</td>
<td>5.0</td>
<td>0.00053825232</td>
<td>0.0005382523449</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>0.0788376612</td>
<td>0.07883766831</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>2.999985792</td>
<td>2.999992003</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>0.08072674785</td>
<td>0.08072672151</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.0005513965049</td>
<td>0.0005513254644</td>
</tr>
<tr>
<td>0.004</td>
<td>5.0</td>
<td>0.0005361954360</td>
<td>0.0005361038280</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>0.07852768485</td>
<td>0.07852709388</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>2.999808871</td>
<td>2.999808009</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>0.08104507868</td>
<td>0.08104587477</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.0005535332720</td>
<td>0.0005535349782</td>
</tr>
<tr>
<td>0.005</td>
<td>5.0</td>
<td>0.0005396833323</td>
<td>0.0005339638866</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>0.07821775624</td>
<td>0.07821772659</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>2.99970013</td>
<td>2.999700022</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>0.07933239680</td>
<td>0.08136627222</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.0005557533196</td>
<td>0.0005557533474</td>
</tr>
<tr>
<td>0.01</td>
<td>5.0</td>
<td>0.0005233916020</td>
<td>0.0005233916154</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>0.0766884008</td>
<td>0.07668853740</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>2.998800183</td>
<td>2.998800318</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>0.08298709194</td>
<td>0.08298708768</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.0005669792497</td>
<td>0.0005669792487</td>
</tr>
</tbody>
</table>
4. Conclusion

In this paper, the homotopy analysis method has been successfully applied to finding the solution of the regularized long wave (RLW) equation. This method solves the problem without any need to discretize the variables. Therefore, it is not affected by computation round-off errors and one does not face the necessity of large computer memory and time. This method is useful for finding an accurate approximation of the exact solution. The results show that the homotopy analysis method is a promising method to solve nonlinear equations.
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